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ABSTRACT

CORRER, G. I. Exploring the role of qubit connectivity for expressibility and entanglement in parameterized quantum circuits architectures. 2024. 135p. Dissertation (Master in Science) - Instituto de Física de São Carlos, Universidade de São Paulo, São Carlos, 2024.

Variational quantum algorithms are one of the promising methods to obtain quantum advantage in the noisy intermediate scale quantum computers era. They rely on a classical optimization procedure, a cost function and a parameterized quantum circuit to build the solution of a particular problem. Most of the work regarding the quantum circuits part is based on heuristic propositions for the circuit structure and reside only within the borders of VQA applications. In this context, the main objective of our work was the characterization of entanglement generation and distribution of generated states for different PQCs structures. Applying the mean entanglement considering the Scott entanglement measures and the expressibility quantifier, we studied the behavior of 5 possible connectivities between qubits that appear in the contemporary quantum computers: No connections, linear, ring, star and all-to-all, for different number of qubits and circuit concatenations (layers). For two circuit architectures with different local parameterizations, we discussed how entanglement and expressibility are connected, showing that the entanglement generation for only 1 layer is influential for the expressibility evolution as a function of the number of layers. Circuits generating mean and standard deviation for entanglement closer to the uniformly distributed states at 1 layer will have a steeper evolution of expressibility. This result is affected by the local parameterization and number of qubits. We then compared the circuits generated entanglement with the entanglement of paradigmatic states $EPR_n$, $GHZ_n$ and $W_n$ to understand the entanglement characteristics of the different connections. The results showed how the different connectivities will influence parameterized quantum circuits for applications in VQAs and also that these can present the behavior of pseudorandom quantum circuits.
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Algoritmos Quânticos Variacionais são um dos métodos promissores para obter vantagem quântica na era dos computadores quânticos ruidosos de escala intermediária. Eles dependem de um procedimento de otimização clássico, uma função de custo e um circuito quântico parametrizado para construir a solução para um problema em particular. A maior parte dos trabalhos acerca da parcela de circuitos quânticos se baseia em proposições heurísticas para a estrutura do circuito e reside dentro das fronteiras das aplicações em VQA. Neste contexto, o principal objetivo de nosso trabalho foi a caracterização da geração de emaranhamento e distribuição dos estados gerados para diferentes estruturas de PQCs. Aplicando o emaranhamento médio considerando as medidas de emaranhamento de Scott e o quantificador de expressibilidade, nós estudamos o comportamento de 5 possíveis conectividades entre qubits que aparecem em computadores quânticos contemporâneos: sem conexões, linear, anel, estrela e todos com todos, para diferentes números de qubits e concatenações de circuitos (camadas). Para duas arquiteturas de circuitos com diferentes parametrizações locais, nós discutimos como emaranhamento e expressibilidade estão conectados, mostrando que a geração de emaranhamento em apenas 1 camada é influente para a evolução da expressibilidade em função do número de camadas. Circuitos gerando média e desvio padrão de emaranhamento mais próximos dos estados uniformemente distribuídos em 1 camada vão possuir uma evolução da expressibilidade mais íngreme. Esse resultado é afetado pela parametrização local e pelo número de qubits. Nós comparamos o emaranhamento gerado pelos circuitos com o emaranhamento de estados paradigmáticos $EPR_n$, $GHZ_n$ e $W_n$ para entender as características do emaranhamento das diferentes conexões. Os resultados mostraram como as diferentes conectividades vão influenciar os circuitos quânticos parametrizados para aplicações em VQAs e também que esses podem apresentar o comportamento de circuitos quânticos pseudoaleatórios.
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1 INTRODUCTION

In a documentary about his work, “Sun Ra: A Joyful Noise”\(^1\), Sun Ra said

“There those of the reality have lost their way, now they must listen to what myth has to say. Those of the reality have been bruised and beaten by the truth. Those of the reality have been slaves of a bad truth, so there is nothing left now but the myth. The myth is neither bad nor good, its potentials are unlimited.

We hold this myth to be potential. They hold their truth to be self-evident. But our myth is not self-evident, because it is a mystery.”

In that context, he was talking about myth and mythology as powerful tools to think about possible realities for people who had their past and present stolen by a cruel reality. There, the human created myth reflects and paves a way through reality, reasoned and built without falling into the self-evidence domain. Science and Physics, somehow, have a parallel approach to the comprehension of reality: Applying the human developed collective reasoning, we can understand the natural reality and contemplate different future directions for our society. Here, as in the Sun Ra myth, self-evidence is not enough and mysterious spooky phenomena are important factors of a possible future.

One of those mysterious and insidious phenomena was first recognized in the famous Einstein-Podolsky-Rosen (EPR) paper (1). The effect, at that time, was criticized and said to be a demonstration of the failure of Quantum Theory in being a complete and physical theory. Nowadays, after almost a century of discussions, experiments and scrutiny (2–5), these non-local and non-classical correlations have a very important role in many of the earliest and latest technological and theoretical developments of the Second Quantum Revolution (6). Perhaps the most famous example of the power of computations in the Second Quantum Revolution is the Shor’s algorithm (7), which tackles the problem of number factorization and would bring a new paradigm to cryptography. Shor showed an exponential speedup in comparison to classical methods and applied entanglement as an essential ingredient of the computation. Other proposed algorithms solve problems in a broad range of applications, such as the search problem (8) or the solution of linear systems (9), always with rigorous speedup proofs.

Still, the implementation of such algorithms requires a high precision control with low error probabilities of the quantum operations and components of large scale quantum computers. The requirements to achieve such tasks are not available on contemporary

\(^1\) Available on YouTube here.
quantum computers, both on the control and on the number of qubits sides (10). Therefore, to harness the current and short term capabilities of quantum technologies, a different approach shall be taken. This is the nature of many recent proposals that explore the best capabilities available in the Noisy Intermediate Quantum (NISQ) Computers, which have qubits numbers between fifty and a few hundred and can only implement a limited number of operations without destroying the computation by error accumulation (11).

Variational Quantum Algorithms (VQAs) are in the spotlight as a possible approach towards leveraging the best capabilities of available NISQ computers (12). The algorithms apply parameterized quantum circuits (PQCs) and classical optimization methods, which are connected by a problem encoded cost function depending on the parameters of the circuit. These parameters are iteratively classically optimized to accomplish specific tasks. The main goal of this application is to minimize circuit depth and number of necessary qubits in a computation by the use of a hybrid quantum-classical algorithm, providing potential advantages over purely classical methods. This structure of the method is very generic and can solve problems of interest in quantum mechanics, such as ground state search (13) and thermal state preparation (14), or in general contexts, as search algorithms (15) and machine learning classifiers (16).

Recently, literature is giving a lot of attention to discussions about the powers and drawbacks of the ingredients of a VQA: The optimization process (17,18), the cost function (19) and the parameterized quantum circuit (20–23). An important question is whether a specific PQC architecture is reliable for a particular application and if it is reasonable from the real world hardware perspective. In this work, we are going to discuss the properties of possible parameterized quantum circuits and understand how the characteristics of entanglement and states generation is influenced by the possible connectivity between qubits, inspired by contemporary quantum computers. This discussion is important for VQA applications, however, is not restricted to this context. The study of characteristics of PQCs is more general and provides insights about which are the possibilities depending on their structures.

This thesis studies the values of expressibility and entanglement quantifiers of parameterized quantum circuits, building a discussion about their correlations and the role of entangling gates and parameterized gates. The work is structured as follows: Chapter 2 starts with a revision about the properties and principal concepts of VQA, motivating the study of PQCs, which are the central object of the analysis. Chapter 3 will introduce the Haar measure and the concept of $t$-designs, that are going to be important when defining the expressibility quantifier. Chapter 4 presents a review about quantum entanglement and entanglement quantification. In Chapter 5 we define the circuit descriptors, expressibility and mean entanglement, and discuss the methods applied to estimation. Finally, Chapter 6 presents the results and Chapter 7 discuss the prospects and conclusions of
this work.
2 VARIATIONAL QUANTUM ALGORITHMS AND PARAMETERIZED QUANTUM CIRCUITS

This chapter defines the essential ingredients of Variational Quantum Algorithms and the connections with Parameterized Quantum Circuits. The chapter can be seen as a motivation for the work treating the properties of PQCs, even though the application of the results in this work is not restricted to this context. VQAs are very important examples of implementations where PQCs are essential and have been in the spotlight for almost 10 years now (12,13,24–26), so the choice of starting this thesis with their definition is justified. We are going to give a brief overview and focus on the principal element of this work: the Parameterized Quantum Circuit.

2.1 General structure of VQAs

Variational Quantum Algorithms are hybrid quantum-classical methods that leverage the best available properties of classical optimization methods and quantum computers (12). The most advantageous part of these kinds of algorithms is that they are generic and provide a possible way to solve a broad range of different problems. The general structure consists of

1. The quantum part: A low depth\(^1\) parameterized quantum circuit, \(U(\vec{\theta})\). \(U\) is a quantum circuit depending on the vector of parameters \(\vec{\theta}\). This PQC is usually called the circuit \textit{ansatz};

2. The classical part: A classical optimization method that will act on the circuit parameters;

3. The connection between them: A cost function depending on the circuit parameters that encodes a particular problem, \(C(\vec{\theta})\). When this function is optimized, the set of parameters \(\vec{\theta}^* = \arg \min_{\vec{\theta}} C(\vec{\theta})\) solves the problem. Usually, the optimization is done by minimization.

We are going to elaborate on the principal elements after we talk about how the algorithm is executed. Fig. 1 presents a pictorial diagram of the execution of a VQA. The procedure starts with

1. Preparation of the input trial state, \(\rho_0\). This step is done before the optimization loop, so the choice of the input state is independent of the optimization process. Still, it can be done in a way that the final objective is achieved with less iterations.

\(^1\) The depth of a quantum circuit is the longest path of gates executed in the circuit.
2. A first execution of the PQC is done using the first input state

$$\rho_0 \rightarrow U(\vec{\theta}_0) \rho_0 U^\dagger(\vec{\theta}_0) \equiv \rho(\vec{\theta}_0).$$  \hspace{1cm} (2.1)

We chose $\rho(\vec{\theta})$ to represent the output state after the execution of the circuit $U(\vec{\theta})$. The optimization has not started yet, so the choice of the first parameter vector $\vec{\theta}_0$ for the first execution of the PQC is arbitrary in the sense that there is a lot of freedom of choice, but can be tuned to avoid optimization caveats (12).

3. First calculation of the cost function values using the output state of the circuit. The cost function can be broadly defined as

$$C(\vec{\theta}) := f \left( \{\rho_k\}, \{O_k\}, U(\vec{\theta}) \right),$$  \hspace{1cm} (2.2)

where $\{\rho_k\}$ is a set of states, $\{O_k\}$ is a set of observables and $U(\vec{\theta})$ is the PQC with a set of parameters $\vec{\theta}$. This function can be, e.g., $C(\vec{\theta}) = \text{Tr} \left[ \rho(\vec{\theta}) H \right]$, where $H$ is the Hamiltonian of a system we want to obtain the ground state. The computation of this cost function is performed by making measurements on the output states of the circuit. In this example, a Hamiltonian of spin $-1/2$ particles could be decomposed in terms of Pauli strings that will be measured for the computation of the mean values (27). For this step, $\vec{\theta} = \vec{\theta}_0$ and $\{\rho_k\} = \rho_0$.

4. First update of the parameters, taking the initial vector $\vec{\theta}_0 \rightarrow \vec{\theta}_i$.

5. Optimization loop:

a) Execution of the circuit with parameters $\vec{\theta}_i$ on the trial state, $\rho_0 \rightarrow \rho(\vec{\theta}_i)$;

b) Cost function calculation $C(\vec{\theta}_i) = f \left( \rho_0, \{O_k\}, U(\vec{\theta}_i) \right)$;

c) Check of a stop criteria, to verify if the value achieved is optimal:

i. If it is, stop and export $\vec{\theta}^*$;

ii. If it is not, optimization of parameters using the cost function $\vec{\theta}_i \rightarrow \vec{\theta}_{i+1}$.

Restart the loop by setting $i + 1 \rightarrow i$.

The performance of a VQA is directly connected to these three main elements and it will be better or worse depending on the choice made for the combination. The most usual optimization methods are based on gradients calculation, applying computations by finite differences and analytical expressions for parameter shifts (12, 28). However, there are other proposals including natural gradients, relying on the structure of the state or parameter spaces (17, 18). Either way, the major problems about variational quantum algorithms usually fall over the proper choice of cost function and circuit ansatz. Over the cost function, because it should satisfy the requirements of encoding the solution of a particular problem when it is optimal, being classically hard to compute (so the quantum
Figure 1 – Schematic representation of the execution of a Variational Quantum Algorithm. A cost function $C(\vec{\theta})$, a trial state $\rho_0$, an ansatz $U(\vec{\theta})$ and an optimizer are given as inputs. The iterative execution of the hybrid loop is done until a stop criteria is achieved, giving as output the optimal state, $\rho(\vec{\theta}^*)$, optimal value of the cost function, $C(\vec{\theta}^*)$, optimal circuit, $U(\vec{\theta}^*)$, or the optimal parameters, $\vec{\theta}^*$.

Source: Adapted from CEREZO et al. (12).

The versatility of VQAs is mainly connected to the encoding of the problem in the cost function. If the problem can be encoded in a cost function satisfying the above criteria there is at least an expectation that the problem can be solved using the hybrid algorithm. To exemplify, let us talk about two possibilities for the cost function. A first example, in the scope of quantum problems, is the following entanglement witness

$$C(\vec{\theta}) := \text{Tr}\left[(H - E_\text{sep})\rho(\vec{\theta})\right],$$

being $H$ a hamiltonian of a quantum system, $E_\text{sep}$ the lowest energy eigenvalue of a separable eigenstate of the hamiltonian and $\mathbb{I}$ the identity operator acting on the space of states. This cost function satisfies the criteria for an entanglement witness, being smaller than zero if the state $\rho(\vec{\theta})$ is entangled and greater or equal if the state is separable. This way, when $C(\vec{\theta})$ is minimized below 0, we can say that there are entangled states with energies below the separable eigenstate of lowest energy (30), and the optimal set $\vec{\theta}^*$ allows the circuit to build such state. The task of detecting entangled eigenstates below a particular energy is useful in the context of hamiltonians that present an entanglement gap, i.e., when there is an energy gap between the ground state and the first excited state.
that is separable. The separable state energy \( E_{\text{sep}} \) can be estimated applying a variational quantum eigensolver to obtain the minimum energy eigenstate of the Hamiltonian with a circuit comprised only of local gates and an input separable state. This VQA is going to construct only separable states, therefore the minimum energy obtained has to be of a separable eigenstate of the Hamiltonian. If this witness is optimized and show entangled states below the first separable eigenstate, it is possible to say that if the energy of the system is below this value, the system is entangled (31).

Another important example is the application of VQAs to data classification. In this case, the cost function considers a set of labelled data, being \( \{ \rho_k \} \) the set of labelled data and \( \{ y_k \} \) the labels. This set of states can be inherently quantum, in the case of classification of quantum states, or can encode a classical dataset. In this last case, a encoding procedure should be considered (12). The objective of this method is to find the label of an unlabelled state. Considering the initially unlabelled state as the input of the circuit, the idea is to know the optimal parameters such that the mean value of an observable considering the output state is exactly the specific label of the input state. This way, the cost function is defined as the error when comparing the real label of the labelled state, \( y_k \), with the label provided by the circuit as \( \text{Tr} \left[ U(\tilde{\theta}) \rho_k U^\dagger(\tilde{\theta}) O \right] \). Therefore, the cost function is

\[
C(\tilde{\theta}) := \sum_k \left\{ y_k - \text{Tr} \left[ U(\tilde{\theta}) \rho_k U^\dagger(\tilde{\theta}) O \right] \right\}^2
\]

where \( O \) is an observable arbitrarily defined, chosen to perform the task. When this function is minimized, the optimal parameters are used in the circuit so the input state with unknown label is transformed in a way such that, when obtaining the mean value of \( O \), the correct label of that state is given and the classification is performed.

The trainability of the cost function still remains a concern and can be connected to the occurrence of large regions where the cost function landscape is very flat, turning the calculations of gradients and optimization into a hard procedure (12, 29). This phenomenon is called a barren plateau in the literature of VQA and machine learning. The causes of barren plateaus are still a contemporary topic of research and some of the studies connected their appearance to the locality of the cost function, e.g., considering a \( k \)-local Hamiltonian, using the complete Hamiltonian as the cost function can lead to barren plateaus, however considering terms with smaller “locality”, the landscape is less flat (19). Other reasons can be noise on the quantum circuit (32) or other characteristics of the PQC as high expressibility values, which leads us to the discussion about the circuit ansatz.

\( A \) \( k \)-local Hamiltonian is an operator composed of a sum of elements that act on at most \( k \) qubits, i.e., composed of a sum of tensor products with elements different from the identity in at most \( k \) subspaces.
2.2 Parameterized quantum circuits

The parameterized quantum circuit applied in the VQA context is usually called ansatz, so in this section we use the terms interchangeably. The chosen name is due to the nature of the choice of the circuit, which is made usually based on guesses or heuristics. Some proposals try to harness the characteristics of the problem to be solved to define the structure of the circuit (problem inspired ansätze) (21, 22), while others are based on different inspirations (problem agnostic ansätze) (33). The usual structure of a ansatz is presented in Fig. 2, where $U(\vec{\theta})$ is subdivided into the sequential application of $L$ unitaries, such that

$$U(\vec{\theta}) = U_1(\vec{\theta}_1)U_2(\vec{\theta}_2) \cdots U_L(\vec{\theta}_L).$$

(2.5)

The number of sequential unitaries, $L$, is called the total number of layers of the circuit. The unitary applied in each of the layers is often the same in structure, however the parameters in each of them can be different. The number of layers needed to solve a particular problem can vary a lot and, sometimes, a large number is required so the optimization can be completed. However, it is worth remarking that this can harm the execution in real quantum computers, as it would imply in high depth circuits.

Figure 2 – Decomposition of a parameterized quantum circuit or ansatz, $U(\vec{\theta})$, in terms of the sequential application of $L$ unitaries, $U_i(\vec{\theta}_i)$. The total number $L$ is called number of layers of the circuit.

Source: Adapted from CEREZO et al. (12).

Perhaps the most famous example of a problem agnostic ansatz is the Hardware Efficient Ansatz (HEA). The inspiration for the structure is based on quantum computer architectures, with the objective of minimizing the circuit depth in an attempt of reducing error accumulation. So, despite the fact of being problem agnostic, this ansatz has a
strong dependence on the choice of the particular architecture (12,34). Usually, instead of picking a hardware and then defining the possible connections between qubits and gates that can be applied, it is considered that nearest neighbours interactions between qubits are possible (33).

In the case of combinatorial optimization problems, an important ansatz is the Quantum Alternating Operator Ansatz (QAOA) (24). Its structure is based on the application of the circuit digitalization of the evolution generated by two non-commuting hamiltonians. One of them encodes the combinatorial problem of interest, $H_P$, and is built of Pauli strings of only Pauli-Z operators. The other one, $H_X$, is based on Pauli strings of Pauli-X operators, which will introduce coherences in the computational eigenstates of the Pauli-Z operator. The hamiltonian that generates the evolution is $H = H_P + H_X$ and, using the Trotter-Suzuki decomposition (35),

$$e^{-it(H_P+H_X)} = \lim_{L\to\infty} (e^{-itH_P/L}e^{-itH_X/L})^L, \quad \hbar = 1$$

which gives a way to generate the evolution of the complete hamiltonian considering the individual evolutions of $H_P$ and $H_X$. Notice that this decomposition would require an infinite number of layers to be reliably implemented. If we consider a finite number of applications, we can obtain an approximation of this evolution in the form

$$U \approx \prod_{k=1}^{L} e^{-iH_P\gamma_k/L}e^{-iH_X\beta_k/L},$$

being $L$ of finite size. We can substitute the time dependencies by parameters, so the digitalization of the evolutions will be given by a parameterized quantum circuit. Considering different parameters for each hamiltonian and for each repetition, we are going to have the structure of the QAOA as

$$U(\vec{\gamma}, \vec{\beta}) = \prod_{k=1}^{L} e^{-iH_P\gamma_k}e^{-iH_X\beta_k},$$

so the PQC is based on the alternated application of the evolutions given by the individual hamiltonians.

In fact, the QAOA is based on the quantum annealing problem, where two hamiltonians, one with known and easy to prepare ground state and another whose ground state is sought, are interpolated as a function of time (27). The total hamiltonian is written as $H = s(t)H_P + (1 - s(t))H_X$, where $s(0) = 0$ and, after the complete evolution, $s(\tau) = 1$. The time evolution of this hamiltonian is then decomposed with the time ordered Trotter-Suzuki decomposition and translated to the parameters language. A more detailed discussion of this reasoning is given in Ref. (27).
The characteristics of the PQC have strong influence over the trainability of the cost function and some of them can also lead to barren plateaus. Two of the main contributions of quantum circuits to the appearance of barren plateaus, even in the context of zero noise, happen when they are highly expressible (26) and entangling (36). The expressibility of a quantum circuit is connected to how evenly distributed are the states it generates in the space of states (Chaps. 3 and 5). On the one hand, the more uniformly distributed are the states, the higher the chance of building the objective state that minimizes the cost function for an arbitrary problem. On the other hand, this can lead to a phenomenon called concentration of measure (discussed in Chap. 6), which results in a exponentially close to zero variance of the cost function (26), a characteristic of barren plateaus. Usually, a 2—design (Chap. 3) is already sufficient so the phenomenon occurs. In the case of highly entangling circuits, the argument can be connected to the fact that the reduced states will be close to maximally mixed states and local measurements will harm the information needed to construct the cost landscape (29,36). Still, PQCs do not have necessarily to be applied in the context of VQAs and can be useful for building random states, states generated by $t$—designs and entangled states. This way, their study is motivated by other research subjects.

Therefore, the study of characteristics of parameterized quantum circuits from the point of view of expressibility and multipartite entanglement generation is very important to understand how and where they can be efficiently applied. In some contexts, highly entangling circuits are needed, so the entangled ground states of systems can be built (37). However, there are situations where too much entanglement will harm the performance and a well-suited amount is necessary to optimization (38,39). Also, entanglement is a quantum resource and is very important to quantum advantage, so a careful study of its generation is essential. The expressibility identifies the ability of the circuit of generating arbitrary states and can have very deep connections with entanglement (40). This way, in the next chapters we are going to discuss the major concepts in the understanding of expressibility and entanglement, so we can talk through how their quantifiers can be related in the context of PQCs depending on particular connections of qubits in quantum hardware.
3 HAAR MEASURE AND $t$–DESIGNS

Many are the situations in Physics where we have to assign probabilistic descriptions to phenomena. Sometimes this can happen because the best model of the problem lacks complete information, therefore only events with certain probabilities are accessible. Other times, the dynamics is best described by a chaotic model or the problem is too complicated to be completely treated with a unique dynamical description and introducing probabilities is the best approach (41–43). In the specific scenario of Quantum Theory, where the dynamics of closed systems is usually described by a unitary matrix, a “randomness” on the dynamics can be introduced in the form of random matrices and sampled considering a well-suited probability measure. Thinking about this probabilistic approach to unitaries and matrices that are, in fact, representations of groups in the space of states, we are going to introduce the concepts of Haar measure and $t$–designs starting with a description of mean values of functions of group elements.

3.1 Haar measure

Given $\mathcal{G}$ a finite group and $f : \mathcal{G} \to \mathbb{C}$ a function that associates a complex number to every element $g \in \mathcal{G}$, the mean value of $f$ over the group is defined as (44)

$$
\mu(f) := \frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} f(g),
$$

where $|\mathcal{G}|$ is the number of elements of the group. This mean value possesses some very interesting properties concerning the group action. Firstly, we can say that

$$
\mu[f(g)] = \mu[f(hg)] = \mu[f(gh)] = \mu[f(g^{-1})], \forall h \in \mathcal{G}.
$$

These are called the invariance properties of the means over groups (44). We are going to give arguments for the proofs of the equalities for multiplication from the right by an element of the group and for the inverse. The argument is the same for left multiplication. Starting with the right multiplication, we have

$$
\mu[f(hg)] = \frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} f(hg).
$$

However, by the definition of a group (45,46), if $h, g \in \mathcal{G} \Rightarrow hg \in \mathcal{G}$. This way, as the sum is over all the elements of the group and $hg$ is again an element of the group, the sum runs over all the elements of the group for $hg$ analogously to $g$, and then $\mu[f(hg)] = \mu[f(g)]$. Next, for the inverse case, $f(g^{-1})$, every element in the group has an inverse in the group
and being it the only one, summing over all the inverses is the same as summing over all
the elements in the group, therefore \( \mu[f(g)] = \mu[f(g^{-1})] \). Notice also that \( \mu(f) \) satisfies: if
\( f(g) = 1 \ \forall g \in \mathfrak{G} \), then \( \mu(f) = 1 \), so the mean is normalized. This mean satisfies positivity,
as if \( f(g) \geq 0 \Rightarrow \mu(f) \geq 0 \).

Here, we defined the mean only for finite groups hitherto, but it can be generalized
to infinity groups, compact\(^1\) or non-compact with restrictions (44,48). Some interesting
examples are the following (44): for the \( SO(2) \) or \( U(1) \),

\[
\mu(f) := \frac{1}{2\pi} \int_{-\pi}^{\pi} f(\theta) d\theta. \tag{3.4}
\]

As the groups \( SO(2) \) and \( U(1) \) are isomorphic, the mean can be written in the same way
(\( \theta \) has an one to one correspondence to the elements of both groups). This formula is
valid if the integral is finite. Notice that this integration has an element that was already
presented in the finite group case: the “volume” of the group as a normalization of the
measure due to compactness, in this case, \( 2\pi \). If we assign \( f(\theta) = 1, \forall \theta \), the mean is
normalized.

The next example of the \( (\mathbb{R}_+, \cdot)^2 \) group show a case where the mean is invariant,
but the group does not satisfy compactness

\[
\mu(f) := \int_{0}^{\infty} f(x) \frac{1}{x} dx. \tag{3.5}
\]

Due to the condition of compactness not being satisfied, the mean is not normalized.

An invariant integration measure of this kind over the topological space of groups
(with some extra peculiarities) is called a Haar measure (44,48). As our great interest are
the unitary groups, we are going to devote most of the attention to them. The unitary
groups are always compact, as a consequence of the decomposition of the topological
space of the group as a subset of an Euclidean real space and due to being a bounded
and closed subset (Heine-Borel theorem) (49). This way, we are going to talk about the
Haar measure only over compact groups.

The Haar theorem states that given a compact group \( \mathfrak{G} \), there is an integration
measure \( d\mu(g) \) in \( \mathfrak{G} \) called Haar measure, satisfying that if the mean value

\[
\mathbb{E}(f) = \int_{\mathfrak{G}} f(g) d\mu(g) \tag{3.6}
\]

\(^1\) Here, we are not going to be precise about the definition of compactness of topological
manifolds. In this text, we use “finite volume” as a notion of compactness, however this is
not strictly precise. A proper definition can be found in Szekeres book (47).

\(^2\) The group where the elements are in the positive real set, \( \mathbb{R}_+ \), and the composition operation
is the multiplication, \( \cdot \).
is finite, then the measure is invariant under the group action, with the same properties presented in Eq. (3.2). Also, the measure can be normalized, \( \int_{G} d\mu(g) = 1 \), and satisfies positivity as introduced before.

Now, the unitaries in the unitary group can be assigned to matrices/operators acting in the space of states by the representation map that takes elements of the group to the set of automorphisms\(^3\) of the vector space. The connection between the group and the transformations in Quantum Theory is direct. The Haar measure is defined over the group space and assigns a weight to each of the unitaries, which can be assigned to a probability measure over the same space due to its properties (41). This way, connecting both concepts, with the Haar measure we have a tool to sample random operations and calculate statistical moments of functions of operations in the space of states.

Some examples are on point. In the context of quantum reference frames (50), two parties, Alice and Bob, can share reference frames described by Quantum Theory and that are connected by a transformation\(^4\), let’s say a unitary transformation \( U \in U(d) \). There will be situations where Alice have no information about how Bob’s frame is related to hers. This will introduce an uncertainty over the \( U \) transformation, so, if Bob prepares a state \( \rho \) and Alice wants to represent it in her reference frame, she would have to weight every possible frame transformation \( U \) in the state Bob gives her and take the mean value as

\[
G[\rho] := \int_{U(d)} d\mu(U) U \rho U^\dagger,
\]

where \( U \) is the representation of the element in the space of states and \( G[\rho] \) is the so obtained state in Alice’s reference frame. We used the letter \( U \) for both the unitary and its representation. Here, the Haar measure is directly introduced as a probability measure over the elements of the unitary group and the function of the unitaries is, in fact, an operator. Sometimes the process \( G \) is called G-twirling (50).

Another interesting application is the No-Free Lunch Theorem for Quantum Machine Learning (51). In a machine learning label task, we want to build a model that relates a state to a label. This can be, in the quantum realm, the classification of states as pure or mixed, as separable or entangled, for example. But this type of model requires some kind of training using labeled states and considering a specific labeling function that connects the set of states to the set of labels that we are trying to achieve. If we consider all possible functions, or, in the quantum case, unitaries, that could relate the sets of states and labels, we could quantify how well on average the model we built would

\(^3\) Automorphisms \( f \) are bijective linear transformations defined from a vector space to itself, i.e., \( \text{Aut}(V) := \{ f : V \to V | f \text{ invertible and linear} \} \), \( V \) vector space.

\(^4\) This can be, e.g., two phase reference frames. In this case, the two reference frames are related by transformations \( U \in U(1) \).
perform in the different situations. This gives some intuition into what will be the machine learning models performance if we change the class of problem we are dealing with. A bona-fide quantifier of how well the machine learning model performs a task is the probability of the unitary model we built, $V$, gives the wrong answer to the unitary we want to achieve, $U$. This is called the quantum risk function $R_{U}(V)$. To obtain the mean over all possible tasks, $U$, we calculate the average of $R_{U}(V)$ over all unitary operations, using the equation (51)

$$
\mathbb{E}_{U}[R_{U}(V)] = \int_{U(d)} d\mu(U) R_{U}(V) = \frac{d}{d+1} - \frac{1}{d(d+1)} \int_{U(d)} d\mu(U) \left| \text{Tr}(U^\dagger V) \right|^2,
$$

(3.8)

where the final integral is a function of the entries of the unitary operator $U$, which is weighted using the Haar measure. The name “no-free lunch” comes from the fact that a particular machine learning algorithm that presents the best performance for a particular labeling function will have a limited performance on average over every possible labeling function (51).

### 3.2 Unitary and polynomial designs

These examples present the relevance of the Haar measure and its most interesting characteristic: When used as a probability measure, it will be the uniform distribution over the space of unitaries. This way, it provides the possibility of performing the exact calculation of mean values of functions that depend on operators acting on the space of states (48). Now, the Haar measure performs the task of uniform sampling perfectly. A different problem that can be proposed is, given an ensemble of operations in the unitary group, how close the weighted functions estimates calculated with this ensemble can be to those obtained with the real uniform Haar measure? This question motivates the definition of $t$–designs and frame potentials.

**Definition 1. (Unitary $t$–design)** Let $U(x) \in U(d)$ be a unitary representative of the equivalence class $U(x) \sim e^{i\phi}U(x)$, where $U(x) \in PU(d) = U(d)/U(1)$, and $\mu$ denote the normalized Haar measure on $PU(d)$. Call a countable set $I$ endowed with a weighted function $w : I \to [0, 1]$, such that $\sum_{x \in I} w(x) = 1$, a weighted set and denote it as $(I, w)$. Then, a finite weighted set $(I, w), I \in PU(d)$, is called a weighted $t$–design in dimension $d$ if

$$
\sum_{x \in I} w(x)(U(x)^\otimes t)^\dagger \otimes U(x)^\otimes t = \int_{PU(d)} d\mu(x)(U(x)^\otimes t)^\dagger \otimes U(x)^\otimes t.
$$

(3.9)

---

5 We are considering the projective space due to the form of the integrals and sums: The unitaries are taken in a tensor product with their conjugates. Therefore, if the results are valid for $U$, then they are valid for $e^{i\phi}U, \forall \phi$, justifying the definition over $PU(d)$ without loss of generality.
The integrals up to the $t$–th power of the products of the unitary operators are called the moments of the distribution. This way, when we say a weighted set is a $t$–design, we are saying that the related ensemble reproduces the moments of the calculated with the Haar measure up to the $t$–th order. Then, every quantity calculated up to this order with the ensemble $(\mathcal{I}, w)$ will share exactly the properties of the one calculated with the Haar measure (52). This definition relaxes the conditions needed to obtain a uniform invariant sampling over the space of unitaries: The Haar integral will not be needed if the objective is to obtain results that are equivalent to their only up to the $t$–th moment.

A different definition of unitary $t$–designs is also given in terms of the degree of polynomials whose means can be calculated using the weighted set. This form is completely equivalent to the former one. However, it is going to be more useful when we talk about the mean values of entanglement quantifiers over the circuits in Chap. 6. For completeness, then, we introduce the definition of polynomial $t$–designs.

**Definition 2. (Unitary $t$–design via polynomials)** Let \( \{U(x)\}_{x=1}^{K} \subset U(d) \) be a finite set of unitary operators acting on the space \( \mathbb{C}^d \). If the set is such that for every polynomial \( P_{(t,t)}(U) \) of degree at most \( t \) in the elements and complex conjugate elements of the matrix \( U \)

\[
\frac{1}{K} \sum_{x=1}^{K} P_{(t,t)}(U(x)) = \int_{U(d)} d\mu(x) P_{(t,t)}(U(x)) \tag{3.10}
\]

is satisfied, we say the set is a unitary $t$–design. \( d\mu(x) \) is the Haar measure over \( U(d) \).

The unitary $t$–design definition is useful to understand which are the conditions over an ensemble of unitaries needed to obtain a sampling that is equivalent to the one obtained with the Haar measure, but does not provide a specific way to test how close or far a given ensemble is from achieving the objective. To accomplish the task, we define the frame potential, which relates a mean quantum channel obtained with the ensemble and the induced via the Haar measure.

**Definition 3. (Frame potential)** The frame potential is the 2–norm (Hilbert-Schmidt (55)) distance between the $t$–fold channel induced by the Haar ensemble and the one induced by the ensemble of interest. The $t$–fold channel induced by the ensemble \( \varepsilon \) is defined as

\[
\Phi^{(t)}_{\varepsilon}(\cdot) := \int_{\varepsilon} (U^{\otimes t})^\dagger(\cdot) U^{\otimes t} dU. \tag{3.11}
\]

The frame potential will be written in the form

\[
F^{(t)}_{\varepsilon} := \frac{1}{|\varepsilon|^2} \sum_{U,V \in \varepsilon} \left|\text{Tr}(U^{\dagger}V)\right|^{2t}, \tag{3.12}
\]

for discrete ensembles and

\[
F^{(t)}_{\varepsilon} := \int_{\varepsilon} \left|\text{Tr}(U^{\dagger}V)\right|^{2t} dUdV, \tag{3.13}
\]
for continuous ensembles.

The connection between the two definitions is made by the following theorem, which provides a useful way to quantify the “Haarness” of an arbitrary ensemble of unitaries.

**Theorem 1.** (43,52) For any ensemble \( \varepsilon \) of unitary operators is valid that

\[
F^{(t)}_{\varepsilon} \geq F^{(t)}_{\text{Haar}},
\]

with equality if and only if \( \varepsilon \) is a \( t \)-design.

**Proof.** We are going to calculate the 2-norm of the difference between the \( t \)-th moment generated with the \( \varepsilon \) ensemble and with the Haar measure. This quantity is

\[
S := \int_{\varepsilon} (U^{\otimes t})^\dagger \otimes U^{\otimes t}dU - \int_{\text{Haar}} (U^{\otimes t})^\dagger \otimes U^{\otimes t}dU.
\]

Taking the square of the 2-norm

\[
0 \leq ||S||^2 \geq \text{Tr}(S^\dagger S),
\]

where we can write

\[
S^\dagger S = \int_{U,V \in \varepsilon} (UV^\dagger)^{\otimes t} \otimes (U^\dagger V)^{\otimes t}dUdV - \int_{\text{Haar}} (UV^\dagger)^{\otimes t} \otimes (U^\dagger V)^{\otimes t}dUdV - \int_{V \in \varepsilon} \int_{\text{Haar}} (UV^\dagger)^{\otimes t} \otimes (U^\dagger V)^{\otimes t}dUdV + \int_{\text{Haar}} (UV^\dagger)^{\otimes t} \otimes (U^\dagger V)^{\otimes t}dUdV.
\]

Now, as \( \text{Tr}[(UV^\dagger)^{\otimes t} \otimes (U^\dagger V)^{\otimes t}] = \text{Tr}(U^\dagger V)^{2t} \), we have

\[
\text{Tr}(S^\dagger S) = \int_{U,V \in \varepsilon} \left| \text{Tr}(U^\dagger V)^{2t} \right| dUdV - 2 \int_{\text{Haar}} \int_{U \in \varepsilon} \left| \text{Tr}(U^\dagger V)^{2t} \right| dUdV + \int_{\text{Haar}} \int_{U \in \varepsilon} \left| \text{Tr}(U^\dagger V)^{2t} \right| dUdV.
\]

The crossed terms are symmetric due to \( \left| \text{Tr}(U^\dagger V)^{2t} \right| = \left| \text{Tr}(V^\dagger U)^{2t} \right| \), so they are grouped in the second integral. By definition, the first and last terms in Eq. (3.18) are \( F^{(t)}_{\varepsilon} \) and \( F^{(t)}_{\text{Haar}} \), respectively. Also, the crossed term can be rewritten using the properties of the Haar measure. We are going to do this using a finite discrete group Haar measure to have some insight. As the properties are shared by the continuous compact group Haar measure, the results are the same.

First, considering the continuous case, we have the integral
\begin{align}
\int_{\text{Haar}} \int_{U \in \varepsilon} |\text{Tr}(U^\dagger V)|^{2t} dU dV. & \quad (3.19)
\end{align}

Notice that, despite the fact that \( \varepsilon \) is a continuous non-uniform sampled ensemble, we still have a finite number of \( U \in \varepsilon \) and we can always use the Haar measure invariance to take \( V \mapsto U V, \; dV \mapsto dV \) by invariance. This way, the term \( U^\dagger V \) is taken to \( V \), excluding the \( \varepsilon \) ensemble part. Therefore

\begin{align}
\int_{\text{Haar}} \int_{U \in \varepsilon} |\text{Tr}(U^\dagger V)|^{2t} dU dV = \int_{\text{Haar}} |\text{Tr}(V)|^{2t} dV. & \quad (3.20)
\end{align}

Now, we are going to show that, in fact

\begin{align}
\int_{\text{Haar}} \int_{U \in \varepsilon} |\text{Tr}(U^\dagger V)|^{2t} dU dV = \int_{\text{Haar}} |\text{Tr}(U^\dagger V)|^{2t} dU dV = \int_{\text{Haar}} |\text{Tr}(U^\dagger V)|^{2t} dU dV. & \quad (3.21)
\end{align}

If we map the problem to the discrete case, we have

\begin{align}
\int_{\text{Haar}} \int_{U \in \varepsilon} |\text{Tr}(U^\dagger V)|^{2t} dU dV \mapsto \frac{1}{|\mathcal{G}|^2} \sum_{g \in \mathcal{G}} \sum_{h \in \mathcal{G}} |\text{Tr}(g^{-1} h)|^{2t}. & \quad (3.22)
\end{align}

Notice that both \( g \) and \( h \) are elements of \( \mathcal{G} \). From this, we can say that calculating the sum over all the \( h \) of \( |\text{Tr}(g^{-1} h)|^{2t} \) is the same as summing over all the elements of the group \( |\text{Tr}(h)|^{2t} \), because if \( h, g \in \mathcal{G} \Rightarrow g^{-1} h \in \mathcal{G} \). This way, the sum over \( g \) will be only a multiplicative factor \( |\mathcal{G}| \) and

\begin{align}
\frac{1}{|\mathcal{G}|^2} \sum_{g \in \mathcal{G}} \sum_{h \in \mathcal{G}} |\text{Tr}(g^{-1} h)|^{2t} = \frac{1}{|\mathcal{G}|} \sum_{h \in \mathcal{G}} |\text{Tr}(h)|^{2t}. & \quad (3.23)
\end{align}

Going back to the original continuous case, we proved the equality

\begin{align}
\int_{\text{Haar}} \int_{U \in \varepsilon} |\text{Tr}(U^\dagger V)|^{2t} dU dV = \int_{\text{Haar}} |\text{Tr}(U^\dagger V)|^{2t} dU dV = F_{H\text{aar}}^{(t)}. & \quad (3.24)
\end{align}

Plugging this result into Eq. (3.18), we finally have that

\begin{align}
0 \leq ||S||^2_2 = F_{\varepsilon}^{(t)} + F_{H\text{aar}}^{(t)} - 2F_{H\text{aar}}^{(t)} \Rightarrow F_{\varepsilon}^{(t)} \geq F_{H\text{aar}}^{(t)}. & \quad (3.25)
\end{align}

This inequality is saturated only when the 2-norm of \( S \) is zero, i.e., when the \( \varepsilon \) ensemble constitutes a unitary \( t \)-design and the moments are the same. The frame potential is, therefore, an important tool to test how well a given ensemble will do the job of sampling as the Haar measure and the first estimate we are seeking to analyze
ensembles of unitaries. The notion of frame potentials can be extended also to states and the quantity will be explicitly employed as a descriptor of the expressibility of quantum circuits. A proper introduction of the topic is given in Sec. 5.1.
4 ENTANGLEMENT

The renowned characteristic of Quantum Computing and Quantum Information is the possibility of achieving the “quantum advantage” (56), a limit where tasks performed in quantum systems have performances that surpass the ones performed with classical computation alone. To cross this border, important problems to be solved are the proper control of quantum systems above the limit of decoherence and the exploration of characteristics that are inherently quantum. These only quantum characteristics are reliable resources to rely on, as they are the peculiarities not observed for classical methods, such as coherence and entanglement. In fact, some of the milestones of quantum information applications, namely the protocols of teleportation, superdense coding and Bell theorem based cryptography, use quantum entanglement as the most important element (57).

This way, quantum entanglement is not only a nice spice in quantum circuits, but a very important feature that should be analyzed when studying the performance and possibilities for parameterized quantum circuits. Our approach in this chapter will be directed towards quantification and classification of entanglement. In this sense, the definitions and proofs are driven and justified in terms of how entanglement can be operationally determined. We begin tackling the peculiarities of quantum entanglement defining it for pure states, as this work is not concerned with mixed global states.

Definition 4. (Entangled States) (57) Consider a composite quantum system whose Hilbert space is given by the tensor product of the $N$ Hilbert spaces of the subsystems, $\mathcal{H} = \bigotimes_{i=1}^{N} \mathcal{H}_i$. We say a pure state is entangled if it does not admit a decomposition as a tensor product of local states, i.e., given $\rho := |\psi\rangle\langle\psi|$ entangled state of the composite system,

$$\rho \neq \bigotimes_{i} \rho_i \text{ or } |\psi\rangle \neq \bigotimes_{i} |\psi_i\rangle.$$  \hspace{1cm} (4.1)

States that are not entangled are called separable states.

4.1 Bipartite entanglement and entanglement quantifiers

The above definition classifies states either as entangled or separable, but does not provide a way to know whether a state is in one class or in the other. This classification per se will not be very useful if the desire is to use entanglement as a resource for doing tasks, because the “amount of entanglement” would also be a necessary quantity, but doing it is an interesting start. To do so, the Schmidt decomposition theorem will be presented and discussed. The theorem is formulated in the context of pure states and bipartite
entanglement, i.e., when the entanglement is considered between two subdivisions of the composite system.

**Theorem 2. (Schmidt Decomposition)** (35) Let $|\psi\rangle$ be a pure state of a composite system $AB$, with $\dim(H_A) \equiv n_A$ and $\dim(H_B) \equiv n_B$, supposing $n_A \geq n_B$. Then there are orthonormal states $|i_A\rangle$ for $H_A$ and $|i_B\rangle$ for $H_B$, such that every arbitrary pure state in $H = H_A \otimes H_B$ can be written

$$|\psi\rangle = \sum_{i=1}^{n_B} \lambda_i |i_A\rangle \otimes |i_B\rangle,$$

(4.2)

where $\lambda_i$ are non-negative real numbers satisfying $\sum_i \lambda_i^2 = 1$. This is called the state Schmidt decomposition and the number of non-zero $\lambda_i$ is called the state Schmidt number.

**Proof.** Let $\{|j\rangle\}_{j=1}^{n_A}$ be an orthonormal basis for $H_A$ and $\{|k\rangle\}_{k=1}^{n_B}$ be an orthonormal basis for system $H_B$. We can write every arbitrary vector in $H = H_A \otimes H_B$ in the decomposed form

$$|\psi\rangle = \sum_{j,k} b_{jk} |j\rangle |k\rangle,$$

(4.3)

being $b = [b_{jk}]$ a $n_A \times n_B$ matrix, as the index $j$ runs from 1 to $n_A$ and $k$ from 1 to $n_B$. Every complex matrix admits a singular value decomposition (35), so we can write the $b$ matrix as

$$b_{n_A \times n_B} = U_{n_A \times n_A} d_{n_A \times n_B} V_{n_B \times n_B},$$

(4.4)

where $U$ and $V$ are unitary matrices of dimension $n_A$ and $n_B$, respectively, and $d$ is a real positive semidefinite diagonal matrix in the first $n_B$ columns and in the first $n_B$ rows and zero in the rest. Explicitly,

$$d_{n_A \times n_B} = \begin{bmatrix} D_{n_B \times n_B} \\ O_{n_A - n_B \times n_B} \end{bmatrix}.$$

(4.5)

Now, if we introduce this decomposition in the form of the arbitrary state $|\psi\rangle$,

$$|\psi\rangle = \sum_{i,k=1}^{n_A} \sum_{j=1}^{n_B} D_{ij} U_{ji} V_{ik} |j\rangle |k\rangle;$$

(4.6)

setting $|i_A\rangle := \sum_{j=1}^{n_A} U_{ji} |j\rangle$ and $|i_B\rangle := \sum_{k=1}^{n_B} V_{ik} |k\rangle$, we can verify that each of the so obtained sets forms an orthonormal set in $H_A$ and $H_B$, due to the sets $\{|j\rangle\}$ and $\{|k\rangle\}$.

---

1 Here, we apply the notation $|j\rangle |k\rangle \equiv |j\rangle \otimes |k\rangle$. 
being orthonormal basis. In fact, the set \( \{|i_B\rangle\}_{i=1}^{n_B} \) is a basis for \( \mathcal{H}_B \); this is not true for \( \{|i_A\rangle\}_{i=1}^{n_B} \), because the dimension of \( \mathcal{H}_A \) is bigger than \( \mathcal{H}_B \). Finally, if we set the elements of the diagonal matrix \( D_{ii} \equiv \lambda_i \), then

\[
|\psi\rangle = \sum_{i=1}^{n_B} \lambda_i |i_A\rangle \otimes |i_B\rangle.
\]  

(4.7)

Now, the connection between the Schmidt decomposition and classification of entanglement can be predicted: the decomposed state is written as a sum of product states, in other words, separable pure states. If the Schmidt number is equal to one, i.e., there is only one term in the sum, the state is certainly separable and is not entangled. This will be precisely the result of the next corollary.

**Corollary 1.** A pure state \( |\psi\rangle \) of a composite system \( AB \) is separable (or “not-entangled”) if and only if it has Schmidt number equal to one.

**Proof.** We start by stating the simplest part. If a state has Schmidt number equal to one, then it can be written in the Schmidt decomposition as

\[
|\psi\rangle = \sum_i \lambda_i |i_A\rangle |i_B\rangle = \lambda_i |i_A\rangle |i_B\rangle = |i_A\rangle |i_B\rangle,
\]  

(4.8)

which is a separable state, by definition. We used \( \lambda_i = 1 \) due to the normalization of the state.

To complete the proof, we introduce a discussion about the density matrix of the pure state. We firstly state a simple conclusion about separable pure states. Given a separable pure state of the system \( AB \), \( \rho = \rho_A \otimes \rho_B \), the reduced states, i.e., \( \rho_A \) and \( \rho_B \), are obviously pure. Now, this will lead to the following result. The density matrix related to \( |\psi\rangle \) is given as

\[
\rho := |\psi\rangle \langle \psi| = \sum_{i,j} \lambda_i \lambda_j |i_A\rangle \langle j_A| |j_B\rangle \langle i_B|.
\]  

(4.9)

Tracing out one of the subsystems,

2 Here the reason why the choice is made when building the \( b \) matrix with \( n_A \geq n_B \) becomes clear: if this was chosen the other way around, the set \( \{|i_B\rangle\} \) would have \( n_A > n_B \) elements and would not be orthonormal.

3 Care must be taken. Here, the superposition of pure product states can generate an entangled state. This is completely different from the case of separable mixed states, where a convex combination is considered and represents a statistical mixture related to classical uncertainty about the prepared separable state.
\[ \rho_A = \text{Tr}_B(\rho) = \sum_{i,j} \lambda_i \lambda_j |i_A\rangle \langle j_A| \delta_{ij} = \sum_i \lambda_i^2 |i_A\rangle \langle i_A|, \]  

which is the reduced density matrix related to system \( A \). The notation \( \text{Tr}_B \) indicates the partial trace over subsystem \( B \) (35). This is the spectral decomposition of the reduced density matrix and, therefore, the number of non-zero \( \lambda_i \) (Schmidt number) is the dimension of the image of \( \rho_A \) as an operator or its rank\(^4\). The result follows directly: if the state \( \rho \) is separable, \( \rho_A \) has to be pure or a state of rank 1, implying that the Schmidt number is equal to one.

One of the consequences of this last part of the proof is that entangled states have reduced states that are not pure, i.e., mixed. Therefore, the reduced states will present classical uncertainties due to the fact that the complete information only can be accessed considering the global state. The Schmidt decomposition is, therefore, an operational way to classify bipartite states: the state will be entangled iff\(^5\) the Schmidt number is different from one. An example of this are the Bell states, which are already in the decomposed form, e.g.,

\[ |\psi^+\rangle = \frac{1}{\sqrt{2}} (|01\rangle + |10\rangle), \]  

whose Schmidt number is equal to two.

Classifying pure quantum states as entangled or separable in bipartitions is an important task and also can lead to other ways of quantifying entanglement. Some proposals generalize the concept of Schmidt number to mixed states (59) and also build ways to quantify bipartite entanglement from the Schmidt decomposition (60). Even more, the Schmidt number was applied to compare the performance of a quantum computation to a classical simulation; Vidal showed that if under any bipartition at all times the Schmidt number is polynomial in the number of qubits, the task can be classically performed (57).

However, by itself, the decomposition does not quantify entanglement in a closed way. To introduce the quantification of entanglement, the axiomatic approach will be considered, where entanglement quantifiers have to satisfy two basic conditions that can be made stronger or added with others, if convenient. This axiomatic approach is in consonance with quantum resource theories (61), which are going to be presented implicitly when talking about entanglement as a resource.

\(^4\) The rank of a linear operator \( L : V \rightarrow W \), between vector spaces \( V \) and \( W \), is defined as \( \text{rank}(L) := \text{dim}([\text{Im}(L)]) \) (58), where \( \text{Im}(L) \) is the image of the linear operator (the proper definition of image is given in App. A).

\(^5\) If and only if.
Entanglement can be thought as a non-local resource in states, a quantity that is used to perform tasks and is shared between parties. As a limited “natural resource”, it is not easily created and we should think about a set of operations which cannot increase the amount of entanglement. This set of operations will be the Local Operations and Classical Communication (LOCC), due to the non-local nature of the correlation: We can perform changes locally (local operations, already thought as quantum) and it should not increase the resource. Classical communication is usually considered a task that does not require and does not increase quantum resources, being naturally added to the set. Also, there will be a set of states which do not have the resource and cannot be used to perform tasks requiring it. These will be the not-entangled states: the set of separable states (57,61).

Now, this specifies the framework where entanglement can be worked out as a resource. The question still not answered is: How entanglement can be quantified? Following the axiomatic approach, we introduce the definition of entanglement quantifiers on the Hilbert space where density operators are defined.

**Definition 5. (Entanglement Quantifier)** (61) A positive real-valued function from the set of density operators of a Hilbert space $H$ of the form $f : \mathcal{D}(H) \rightarrow \mathbb{R}_{\geq 0}$ is called an entanglement quantifier if satisfies the minimum requirements:

- **Monoticity under LOCC:** If $\Phi(\cdot)$ is a LOCC, then considering a state $\rho \in \mathcal{D}(H)$,
  \[ f(\rho) \geq f(\Phi(\rho)). \] (4.12)

- **Vanishing for separable states:** If $\sigma$ is a state in the set of separable states, then
  \[ f(\sigma) = 0. \] (4.13)

The conditions in Def. 5 give quantitative interpretation about the concepts discussed in paragraphs above. The first condition makes precise the non-increasing over LOCC condition, while the second one states the existence of states which do not have the entanglement resource, in other words, separable states. Other conditions that could be added to the definition of a “resource quantifier” are convexity, reasonable for mathematical reasons, or subadditivity (61,62).

One important quantifier in the above sense for bipartite pure states entanglement is the entropy of entanglement. This quantifier is defined as the von Neumann entropy of the reduced density matrix of the subsystems when considering a bipartite system $AB$, i.e. (55,62),

\[ E(\rho) := S(\text{Tr}_A \rho) = S(\text{Tr}_B \rho), \quad S(\rho) := -\text{Tr} [\rho \log_2 \rho], \] (4.14)

being $S(\rho)$ the von Neumann entropy of the state $\rho$. 
The entropy of entanglement satisfies the minimum requirements for a quantifier in Def. 5. Its importance is related to the first works about distillation and concentration of entanglement over pure states and, in fact, for pure bipartite states in the asymptotic regime the entropy of entanglement is equal to the distillable entanglement and to the entanglement cost. This is a condition for reversibility of an entanglement theory under LOCC, as every entanglement quantifier with reasonable restrictions should be bounded above by the entanglement cost and below by the distillable entanglement; given that for pure states asymptotically all quantifiers reduces to the entropy of entanglement, there is a unique entanglement quantifier and the reversibility is possible. In other words, we can establish a constant rate of conversion between two arbitrary pure quantum states (from a number of systems in the state 1 to a set of maximally entangled and then from this set to a number of systems in state 2) similar to the Carnot efficiency of thermal machines. This is why reversibility is established: we can go from a number of copies of state 1 to a number of copies of state 2 and conversely from 2 to 1, if we assure that the total entanglement does not increase. This result is valid only in the asymptotic case for pure bipartite states. Entanglement theory in the asymptotic regime under LOCC was already proven to be irreversible if mixed states are included, due to the existence of states that cannot be used to distillate entanglement, however have a nonzero entanglement cost, the bound states. In fact, recent results where the allowed operations are the more general set of nonentangling operations, which can include any operation that does not generate entanglement, e.g., LOCC, showed that entanglement theory is irreversible.

The quantification of entanglement using the von Neumann entropy is reflected by the relation of this entropy with the purity of the input state. The quantity has two properties: it is minimal and equal to zero when the input state is pure and is maximal and equal to \( \log_2(d) \) when the input state is maximally mixed. The \( d \) stands for the dimension of the subsystem. We saw that for separable states, \( \rho_{\text{sep}}, \text{Tr}_A(\rho_{\text{sep}}) \) and \( \text{Tr}_B(\rho_{\text{sep}}) \), namely the reduced density matrices, have to be pure states. Therefore, the entropy of entanglement is zero. Also, a maximally entangled bipartite pure state will have reduced density matrices that are maximally mixed. This can be observed for the case of any of the Bell states. Considering the singlet state,

\[
|\psi^-\rangle = \frac{1}{\sqrt{2}}(|01\rangle - |10\rangle)
\]

\[
\Rightarrow \rho = |\psi^-\rangle \langle \psi^-| = \frac{1}{2}(|01\rangle \langle 01| + |10\rangle \langle 10| - |01\rangle \langle 10| - |10\rangle \langle 01|).
\]

(4.15)

Tracing out the subsystem of the first particle, which we are going to call A,

---

6. The amount of maximally entangled states that can be obtained from a given state by the means of LOCC.

7. The amount of maximally entangled states needed to produce the given state via LOCC.
\[ \rho_B = \frac{1}{2}(|0\rangle\langle 0| + |1\rangle\langle 1|), \quad (4.16) \]
which is a maximally mixed state for the other subsystem, B. This will give an entropy of entanglement equal to \( \log_2(2) = 1 \). Therefore, the entropy of entanglement is a normalized entanglement quantifier.

Expanding the standard von Neumann entropy using the Mercator series, we can obtain another interesting entanglement quantifier (68). Considering the expansion
\[
\ln(x) = (x - 1) - \frac{(x - 1)^2}{2} + \frac{(x - 1)^3}{3} - \frac{(x - 1)^4}{4} + \cdots, \quad (4.17)
\]
we can obtain a linear approximation of the logarithm in the von Neumann entropy by considering only the first term, which is going to give the linear entropy
\[
S_L(\rho) = - \text{Tr}[\rho(\rho - 1)] = 1 - \text{Tr}(\rho^2), \quad (4.18)
\]
and we can recognize it as the impurity of the state \( \rho \), i.e., one minus the purity \( \text{Tr}(\rho^2) \).

Calculating this quantity for the reduced state of one part in a bipartite system, we define the linear entropy of entanglement
\[
E_L(\rho) := S_L(\text{Tr}_A \rho). \quad (4.19)
\]
This quantity will be central when we obtain the Meyer-Wallach entanglement quantifier in terms of the purity of the reduced states and also for the generalization of the quantifier for systems with different bipartition sizes in the next section.

### 4.2 Multipartite entanglement

Up to now, we only have discussed bipartite entanglement. When we start thinking about a number of partitions that is greater than two, there will be not only many quantifiers as in the case of bipartite entanglement out of the asymptotic limit, but also different degrees of bipartite entanglement can be shared between different partitions (69).

An example of this characteristic is a state of the form
\[
|\psi\rangle_{ABC} = \frac{1}{2}(|00\rangle_{AB} + |11\rangle_{AB}) \otimes (|0\rangle_C + |1\rangle_C), \quad (4.20)
\]
which is maximally entangled considering the subsystem \( AB \), but is separable when considering the bipartition \( AB - C \). We can use the entropy of entanglement to quantify the entanglement between the bipartitions. Consider the bipartition \( AB - C \). The state is obviously separable, then the entropy will result in zero. Now, when considering a bipartition \( A - BC \), we can calculate the reduced density matrix tracing out the subsystem \( A \). This gives the state...
The state $\rho_{BC}$ is block diagonal in the basis \{00, 01, 10, 11\}$_{BC}$ and it can be diagonalized. The eigenvalues obtained are \{0, 0, 1/2, 1/2\}, giving as a result an entropy of entanglement equal to one. When compared with states that present maximum tripartite entanglement, as the GHZ (Greenberger-Horner-Zeilinger) state, $\frac{1}{\sqrt{2}}(|000\rangle + |111\rangle)$, we can notice that there is a coincidence in the value of entanglement when taking the bipartition $A – BC$: both the example and the GHZ have maximum entropy of entanglement, despite the qubit $C$ being separable in the total state in the example $|\psi\rangle_{ABC}$. This way, bipartite entanglement quantifiers solely cannot characterize entanglement in the multipartite scenario.

Another important characteristic of multipartite entanglement arises when we think about the existence of equivalence classes in the set of entangled states. Considering the case of pure single copies of states of a quantum system, we can ask which are the entangled states that can be obtained from each other under a particular set of operations. These would be equivalence classes of entangled states, in the sense that the states in any of them can be connected to each other using operations in the chosen set. We must choose wisely the set of operations, so there are a finite number of equivalence entanglement classes and we are not lost in a sea of infinitely many classes.

Before, we said that LOCCs are an important set of operations and they appear in many instances when talking about entangled states. This set is a promising choice for the set of operations to build the equivalence classes. We are going to understand what are the effects of this choice by considering the most simple case of a bipartite system. First of all, it was shown in Ref. (70) that, for the case of pure states, the LOCC-equivalence of states is identical to the equivalence under local unitaries (LU). Therefore, we can restrict the study to how states are equivalent under the tensor product of unitaries. Considering the Schmidt decomposition, Eq. (4.2), a pure state of two qubits $|\psi\rangle \in \mathcal{H}_A \otimes \mathcal{H}_B$ can be decomposed as

$$|\psi\rangle = \sum_{i=1}^{2} \lambda_i |i_A\rangle |i_B\rangle = \lambda_1 |1_A\rangle |1_B\rangle + \lambda_2 |2_A\rangle |2_B\rangle,$$

being the sets \{|1\rangle, |2\rangle\}$_{A,B}$ orthonormal vector basis in $\mathcal{H}_A$ and $\mathcal{H}_B$. Notice that in this case there is only one free parameter for the definition of the state, as the coefficients shall satisfy $\lambda_1^2 + \lambda_2^2 = 1$. We can consider a LU transformation that change from the basis \{|1\rangle, |2\rangle\}$_{A,B}$ to the computational basis (71). We are going to write simply \{0, 1\} without the subindexes $A, B$ for the computational basis. Giving
\[ U \otimes V : \begin{cases} 
U := |0\rangle_{1A} + |1\rangle_{2A} 
V := |0\rangle_{1B} + |1\rangle_{2B}, 
\end{cases} \] (4.23)

then

\[ U \otimes V |\psi\rangle = \lambda_1 |00\rangle + \lambda_2 |11\rangle. \] (4.24)

This state can be written in terms of another parameter \( \theta \in [0, \pi/2] \) in an one to one correspondence if we set \( \lambda_1 \equiv \cos(\theta) \) and \( \lambda_2 \equiv \sin(\theta) \), therefore

\[ U \otimes V |\psi\rangle = \cos(\theta) |00\rangle + \sin(\theta) |11\rangle. \] (4.25)

Notice that an arbitrary \(|\psi\rangle\) state is equivalent to \( U \otimes V |\psi\rangle \) under a LU and the free parameter does not change in the transformation. Therefore, no LU transformation can take states with different values of \( \theta \) into each other and there shall be infinitely many equivalence classes of states under LU, or, equivalently, LOCC, which are then continuously parameterized by \( \theta \). This way, we have no hope that LOCC will be the wisest choice for defining equivalence classes of entangled states considering single copies.\(^8\)

These equivalence classes can be built using a different set of operations, however very close in spirit to the LOCC. If we consider LOCCs with a related probability of success in achieving the transformation, we obtain the set of stochastic-LOCC (SLOCC). Two equivalent states under SLOCC can be obtained from each other with a certain non-vanishing probability and can be used to perform the same tasks, although with possibly different probabilities of success (72). We said that two states can be obtained from each other by means of LOCC iff they are related by LU (70). If we consider the set of SLOCC operations, this condition is relaxed to the condition that two states are equivalent under SLOCC iff they are related by an invertible local operator (ILO) (72). ILO does not change local ranks of reduced density matrices, therefore we cannot transform states with different local ranks into each other by the means of SLOCC (72). This constraint will be essential in building the equivalence classes of entangled states, as the different classes will have different local ranks.

Considering the two qubits case, we have two possibilities for the local ranks for the states: (i) if the reduced state is pure, and (ii) if the reduced state is mixed. This way, we can already see the two possible equivalence classes in the set of two qubits states. If the state is separable, the reduced states will be pure and the local ranks are equal to 1. If the state is entangled, the reduced states will be mixed and the local ranks are equal to 2;

\(^{8}\) A disclaimer: in fact, when considering many copies of the state in the asymptotic limit, the LOCC will be enough to classify the equivalence classes of entangled pure bipartite states into two classes: separable or Bell states (65). For the multipartite case, this is not true anymore (72). We chose to exemplify the case of single copies because the reasoning is more direct and will lead straight to the use of stochastic-LOCC in the multipartite entanglement case.
as the local spaces are dimension 2, there is only one possible set, because any state can be converted to a decomposition of two terms in the computational basis. This first set defines the separable states, while the second defines the equivalence class of Bell states, the entangled states.

Now, we can turn the attention to the more complex case of three qubits, whose Hilbert space is the tensor product $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B \otimes \mathcal{H}_C$, being $\mathcal{H}_i, i = A, B, C$, one qubit spaces. In this case, considering the SLOCC classification (72), we have 6 equivalence classes:

1. The separable states with all local ranks equal to 1:

   $$|\psi\rangle = |A\rangle \otimes |B\rangle \otimes |C\rangle ;$$  
   
   (4.26)

2. The three different biseparable states that are separable in one qubit and maximally entangled in the other two, changing only the separable subsystem (one local rank equal to 1 and two local ranks equal to 2):

   $$|\psi\rangle = \begin{cases} 
   |A\rangle \otimes (|B\rangle + |C\rangle) \\
   (|A\rangle + |B\rangle) \otimes |C\rangle \\
   (|A\rangle + |C\rangle) \otimes |B\rangle 
   \end{cases} ;$$  
   
   (4.27)

3. The states with all local ranks equal to 2, which decompose into two classes of states:

   a) The W (Wolfgang) states (72) that can be written as a sum of three terms

   $$|W\rangle = \frac{1}{\sqrt{3}}(|001\rangle + |010\rangle + |100\rangle);$$  
   
   (4.28)

   b) The GHZ (Greenberger-Horne-Zeilinger) (73) states that can be written as a sum of two terms

   $$|GHZ\rangle = \frac{1}{\sqrt{2}}(|000\rangle + |111\rangle).$$  
   
   (4.29)

The GHZ state can be regarded as the maximally entangled state of 3 qubits (72). Also, when we trace out any of the qubits, the reduced GHZ is separable, while the $W$ is highly entangled (considering bipartite mixed state entanglement). This can be understood by the fact that the entanglement of the GHZ state is shared between the three parties and cannot be thought as a composition of three and two parties entanglement. We say that the W state is robust to the loss of information of 1 qubit. This remains true to the generalized case of $W$ states (74).
In the case of a number of qubits greater or equal to 4, there are infinitely many nonequivalent classes of entangled states (72) by the classification of SLOCC and we can see that the multipartite case is not only different from the bipartite case when compared using bipartite entanglement quantifiers, but also has completely different properties for the entanglement the parts can share. This existence of infinitely many classes under SLOCC classification did not limit the entanglement classification for systems with more than 3 qubits. Novel proposals have been made and subdivided the space of states into equivalence classes under other assumptions, each of them with elements inequivalent under ILO, therefore, with infinitely many classes under SLOCC inside them. However, even within these different classifications, the number of equivalence classes gets bigger and bigger with the number of qubits, being, in the case of 4 qubits, nine considering the method in Ref. (74) and thirty four using the method presented in Refs. (75, 76). In the first method, the study is directed towards the 4 qubits case, while in the second one the proposed method is for a general number of qubits.

4.2.1 Meyer-Wallach and Scott quantifiers

The problem introduced now is how to quantify the multipartite entanglement, instead of entanglement between bipartitions solely. This is an important problem for quantum information, as the applications involve many coupled spins and the quantification or analysis of entanglement between them. Two important quantifiers of multipartite entanglement are the $n$-tangle (77) and the $n$-concurrence (78), which can be generalised to the mixed states case. From a perspective of quantifying entanglement and understanding the different values of entanglement depending on the state, with different values for states as $W$, $GHZ$ and biseparable, another important quantifier is the Meyer-Wallach and its generalisation, the Scott quantifier.

Meyer and Wallach (79) introduced a quantifier for global multipartite entanglement using a clever result from the wedge product between two vectors. The wedge product can be thought as a generalization of the cross product, whose norm squared will have a direct relation with the angle between the vectors involved. We will write the squared norm of the wedge product as (80)

$$D(\vec{a}, \vec{b}) \equiv |\vec{a} \wedge \vec{b}|^2 = |\vec{a}|^2|\vec{b}|^2 - |\vec{a} \cdot \vec{b}|^2. \quad (4.30)$$

The definition makes explicit that when $\vec{a} \parallel \vec{b}$, $D(\vec{a}, \vec{b}) = 0$. Also, when $\vec{a} \perp \vec{b}$, we have the maximum value of the wedge product squared norm for a given pair $\vec{a}, \vec{b}$, $D(\vec{a}, \vec{b}) = |\vec{a}|^2|\vec{b}|^2$. To understand how this contributes to the quantification of entanglement between parties, we define a linear map from $n$ to $n - 1$ qubits states and prove the following proposition.

Let $(\mathbb{C}^2)^{\otimes n}$ be the space of states of $n$ qubits with a basis labeled by strings $\{b_1, ..., b_n\}$, $b_j \in \{0, 1\}$. For $\lambda \in \{0, 1\}$, define the map $i_j : (\mathbb{C}^2)^{\otimes n} \rightarrow (\mathbb{C}^2)^{\otimes n-1}$ as
\[ i_j(\lambda) \langle b_1...b_j...b_n⟩ := \delta_{\lambda b_j} \langle b_1...\hat{b}_j...b_n⟩, \]  

(4.31)

where the hat symbol, \( \hat{b}_j \), means the absence of the \( j \)-th qubit in the initial state. This linear map does the job of projecting to the 0 or 1 states of the \( j \)-th qubit and gives as output the state of the rest of the system when projected. For example, if we consider the state \( |\varphi⟩ = \frac{1}{\sqrt{2}} (|001⟩ + |100⟩) \), calling the first qubit 1, the action would be \( i_1(0) |\varphi⟩ = \frac{1}{\sqrt{2}} |01⟩ \) and \( i_1(1) |\varphi⟩ = \frac{1}{\sqrt{2}} |00⟩ \). We now can dig into how this is interesting to quantify entanglement.

**Proposition 1.** Given a \( n \) qubit state \( |\psi⟩ \), the bipartite entanglement between the \( k \)-th qubit and the rest of the system is maximized with respect to the entropy of entanglement when \( D(i_k(0) |\psi⟩, i_k(1) |\psi⟩) \) is maximum and minimized when it is minimum. In other words, the entanglement is maximum when the projected states are orthogonal and minimum when they are parallel.

**Proof.** To start the proof, we introduce a notation for simplification. Let \( i_k(0) |\psi⟩ \equiv |\tilde{u}_k⟩ \) and \( i_k(1) |\psi⟩ \equiv |\tilde{v}_k⟩ \) be the projected not necessarily normalized states. The \( \tilde{\ } \) symbol indicates the state is not normalized, while \( \hat{k} \) indicates a state of every qubit, but the \( k \)-th. This way, we can write the complete state \( |\psi⟩ \) as

\[ |\psi⟩ = |0_k⟩ \otimes |\tilde{u}_k⟩ + |1_k⟩ \otimes |\tilde{v}_k⟩, \]

(4.32)

being \( |0_k⟩ \) and \( |1_k⟩ \) the basis states of the \( k \)-th qubit. The associated density operator will be

\[ \rho = |\psi⟩⟨\psi| = |0_k, \tilde{u}_k⟩⟨0_k, \tilde{u}_k| + |0_k, \tilde{u}_k⟩⟨1_k, \tilde{v}_k| + |1_k, \tilde{v}_k⟩⟨0_k, \tilde{u}_k| + |1_k, \tilde{v}_k⟩⟨1_k, \tilde{v}_k| \]

(4.33)

and tracing out the \( k \)-th qubit, we have that the reduced density matrix of all other qubits is given by

\[ \rho_k = \text{Tr}_k(\rho) = |\tilde{u}_k⟩⟨\tilde{u}_k| + |\tilde{v}_k⟩⟨\tilde{v}_k|. \]

(4.34)

We can calculate the purity of this state, even though the states \( |\tilde{u}_k⟩, |\tilde{v}_k⟩ \) are not normalized. This calculation will allow the analysis of bounds in the purity of the state, that we are going to associate with the orthogonality. Finally, this result can be associated with characteristics of the von Neumann entropy: It is maximum when the state is maximally mixed and minimum when the state is pure. Taking the square of the reduced density matrix and then calculating its trace, we have
\[ \text{Tr}[(\rho_k)^2] = |\langle \tilde{u}_k | \tilde{u}_k \rangle|^2 + |\langle \tilde{v}_k | \tilde{v}_k \rangle|^2 + 2 |\langle \tilde{u}_k | \tilde{v}_k \rangle|^2. \] (4.35)

Now we can finally look at how this equality depends on the inner product between states. The first two terms depend only on the normalization of states \( |\tilde{u}_k \rangle \) and \( |\tilde{v}_k \rangle \). The last one will saturate the purity above if \( |\langle \tilde{u}_k | \tilde{v}_k \rangle|^2 = 1 \) and below if \( |\langle \tilde{u}_k | \tilde{v}_k \rangle|^2 = 0 \). This way, if the states differ only with a phase, being “parallel”, the purity of the reduced state is the highest. An equivalent statement is saying that the state \( |\psi \rangle \) is separable in the bipartition \( k \)-th qubit-rest. Now, when the states are orthogonal, we will have the least purity value, giving the highest entanglement possible for the same bipartition.

\[ \square \]

The above proof depends on the normalization of the projected vectors, but it is complete in the sense of minimization or maximization of purity. To explicitly visualize how it works, we propose two extreme examples for 2 qubits: One separable state and one Bell state. For an arbitrary separable state

\[ |\psi \rangle = (a |0_A \rangle + b |1_A \rangle) \otimes |\phi_B \rangle, \] (4.36)

such that \( |a|^2 + |b|^2 = 1 \) and \( |\langle \phi_B | \phi_B \rangle|^2 = 1 \). Plugging this into Eq. (4.35)

\[ \text{Tr}[(\rho_A)^2] = |a|^4 |\langle \phi_B | \phi_B \rangle|^2 + |b|^4 |\langle \phi_B | \phi_B \rangle|^2 + 2|a|^2 |b|^2 |\langle \phi_B | \phi_B \rangle|^2 = (|a|^2 + |b|^2)^2 = 1, \] (4.37)

implying the reduced state is, indeed, pure and the entropy of entanglement is zero. Now, considering the \( \Phi^+ \) Bell state, \( |\Phi^+ \rangle = |0_A \rangle \otimes \frac{1}{\sqrt{2}} |0_B \rangle + |1_A \rangle \otimes \frac{1}{\sqrt{2}} |1_B \rangle \), the result would be

\[ \text{Tr}[(\rho_A)^2] = \frac{1}{4} |\langle 0 | 0 \rangle|^2 + \frac{1}{4} |\langle 1 | 1 \rangle|^2 = \frac{1}{2}, \] (4.38)

implying a maximally mixed state and a maximum entanglement.

Now, the cleverness on the definition of Meyer-Wallach entanglement quantifier can be truly appreciated in the following definition.

**Definition 6. (Meyer-Wallach entanglement quantifier)**: Given the linear map \( i_j(\lambda) \) that takes \( n \) qubits states to \( n - 1 \) qubits states, projecting over the components of the \( j \)-th qubit, and the squared norm of the wedge product \( D(|\psi \rangle, |\phi \rangle) \), the Meyer-Wallach (MW) multipartite entanglement quantifier of a \( n \) qubits state \( |\psi \rangle \) is defined as

\[ Q(|\psi \rangle) := \frac{4}{n} \sum_{k=1}^{n} D(i_k(0) |\psi \rangle, i_k(1) |\psi \rangle). \] (4.39)
The Meyer-Wallach quantifier computes the contribution of every bipartition between one qubit and the rest of the system to the total entanglement using the wedge product. This reflects the total global entanglement and also, with the proper $4/n$ normalization, runs from 0, for a completely separable state, to 1, for some classes of entangled states. We are going to prove the MW satisfies the minimal requirements for entanglement quantifiers in a weaker form (79), but is still interesting for our applications. In the first part of the theorem we consider a different approach from the original reference. The second part is similar, but here we provide a detailed discussion.

**Theorem 3.** The Meyer-Wallach quantity is zero iff the state is separable and is invariant under local unitary operations, constituting an entanglement quantifier under Def. 5.

**Proof.** The first part of the proof is vanishing for separable states. This is going to be argued considering directly Eq. (4.35) of Prop. 1 for the purity of the reduced state. Considering the linear operator notation and a $n-$qubit state $|\psi\rangle$, the purity of the reduced state tracing out the $k-$th qubit is

$$\text{Tr}[(\rho_k)^2] = |\langle \psi | i_k^t(0)i_k(0) |\psi \rangle|^2 + |\langle \psi | i_k^t(1)i_k(1) |\psi \rangle|^2 + 2|\langle \psi | i_k^t(0)i_k(1) |\psi \rangle|^2. \quad (4.40)$$

Now, if the state $|\psi\rangle$ is separable in every bipartition one qubit-rest, the purity in the above equation will be always maximum, therefore the vectors $i_k(0)|\psi\rangle$ and $i_k(1)|\psi\rangle$ differ only by a phase for every $k$. This way

$$D_k \equiv D(i_k(0)|\psi\rangle, i_k(1)|\psi\rangle) = 0 \quad \forall k. \quad (4.41)$$

As $Q(|\psi\rangle)$ is defined as the sum of $D_k$, $k \in [1, n]$, it is equal to zero for a separable state. Now, if we assume $Q(|\phi\rangle) = 0$, then $D_k = 0$, $\forall k$. The purity of the reduced state is then maximal for every $k$ and the state $|\phi\rangle$ is separable.

The second part of the proof is about the invariance under local unitaries of the MW. Firstly, the Meyer-Wallach quantifier is invariant under unitaries acting only on $(\mathbb{C}^2)^{\otimes n-1}$. This can be seen by the fact that the wedge product $D(|\psi\rangle, |\phi\rangle)$, defined in $(\mathbb{C}^2)^{\otimes n-1}$, is invariant under unitaries acting on the states. Giving $U : (\mathbb{C}^2)^{\otimes n-1} \rightarrow (\mathbb{C}^2)^{\otimes n-1}$ unitary,

$$D(U |\psi\rangle, U |\phi\rangle) = |U |\psi\rangle|^2|U |\phi\rangle|^2 - ||\psi\rangle U^\dagger U |\phi\rangle|^2$$

$$= ||\psi\rangle|^2 |\phi\rangle|^2 - |\langle \psi |\phi\rangle|^2 = D(|\psi\rangle, |\phi\rangle). \quad (4.42)$$

Therefore each of the $D_k$ will not be affected by transformations of this kind. Now, we are going to consider the invariance of the wedge product with a general transformation.
acting only in one qubit. If we consider an arbitrary linear transformation $T^j$ acting only on the $j-$th qubit of the state $|\psi\rangle \in (\mathbb{C}^2)^\otimes n$, the action in the elements of the basis would be

$$T^j |b_1...b_j...b_n\rangle = \sum_{k=0}^{1} T^j_{k b_j} |b_1...k...b_n\rangle,$$  \hspace{1cm} (4.43)

where the subindexes in $T^j_{k b_j}$ are the elements in the $k-$th row and $b_j$ column of the matrix representation of $T^j$. For specific basis elements, this action is something like

$$T^j |b_1...0...b_n\rangle = T^j_{00} |b_1...0...b_n\rangle + T^j_{10} |b_1...1...b_n\rangle,$$

$$T^j |b_1...1...b_n\rangle = T^j_{01} |b_1...0...b_n\rangle + T^j_{11} |b_1...1...b_n\rangle.$$  \hspace{1cm} (4.44)

A general arbitrary state would then be written as

$$T^j |\psi\rangle = T^j (|0_j\rangle \otimes |A_j\rangle + |1_j\rangle \otimes |B_j\rangle),$$  \hspace{1cm} (4.45)

being $|A_j\rangle$ and $|B_j\rangle$ arbitrary states of all the qubits except for the $j-$th. Using the results in Eq. (4.44), we get

$$T^j |\psi\rangle = (T^j_{00} |0_j\rangle + T^j_{01} |1_j\rangle) \otimes |A_j\rangle + (T^j_{01} |0_j\rangle + T^j_{11} |1_j\rangle) \otimes |B_j\rangle$$

$$= |0_j\rangle \otimes (T^j_{00} |A_j\rangle + T^j_{01} |B_j\rangle) + |1_j\rangle \otimes (T^j_{01} |A_j\rangle + T^j_{11} |B_j\rangle).$$  \hspace{1cm} (4.46)

This way, it follows that

$$i_j(0)T^j |\psi\rangle = T^j_{00} |A_j\rangle + T^j_{01} |B_j\rangle;$$

$$i_j(1)T^j |\psi\rangle = T^j_{01} |A_j\rangle + T^j_{11} |B_j\rangle,$$  \hspace{1cm} (4.47)

and, taking the wedge product, the result will be

$$D(i_j(0)T^j |\psi\rangle , i_j(1)T^j |\psi\rangle) = |\det(T^j)|^2 D(\langle i_j(0) |\psi\rangle , i_j(1) |\psi\rangle).$$  \hspace{1cm} (4.48)

Therefore, each $j-$th term in the summand that defines the Meyer-Wallach quantifier is invariant also by an operation $T^j$ acting on the $j-$th qubit if the transformation satisfies $|\det(T^j)|^2 = 1$. These transformations constitute the special linear group of dimension 2, $SL(2)$. We can then say that each term in the summand, $D_j$, is invariant by the group $SL(2) \otimes U(2^{n-1})$. As in the MW there is a superposition of all the $D_j$, the invariance of $Q$ is reflected by the intersections over all the qubits

$$\bigcap_j SL^j(2) \otimes U^j(2^{n-1}) = (U(2))^{\otimes n},$$  \hspace{1cm} (4.49)
which is exactly the group of local unitary operations on each qubit. This way, the MW quantifier is invariant under local unitary operations and is zero iff the state is separable, constituting an entanglement quantifier.

In 2003, Brennen (69) obtained an important equivalent form of the Meyer-Wallach entanglement quantifier in terms of the averaged linear entropy of the reduced states considering every possible bipartition one qubit-rest of the system. By considering the Schmidt decomposition of the state of \( n \) qubits for the bipartition \( k \)-th qubit and rest of the system together with the local unitary invariance of the wedge product, we can show that the purity of the reduced state of the \( k \)-th qubit, \( \text{Tr}(\rho_k^2) \), is directly connected to the value of the wedge product calculated in the Meyer-Wallach for the same state. This way, Brennen obtained the decomposition

\[
Q(|\psi\rangle) = 4 \sum_{k=1}^{n} D(|\tilde{u}_k\rangle, |\tilde{v}_k\rangle) = 2 \left[ 1 - \frac{1}{n} \sum_{k=1}^{n} \text{Tr}(\rho_k^2) \right] = 2 \sum_{k=1}^{n} S_L(\rho_k), \quad (4.50)
\]

which provides an understanding of what is the meaning of the wedge product in the Meyer-Wallach in terms of a well-known entanglement quantifier, the linear entropy. In other words, we can think that the decomposition allows the obtainment of this multipartite entanglement quantifier in terms of the average purity of the reduced states. To compute the multipartite entanglement of a system of \( n \) qubits, with state space of dimension \( d = 2^n \), in general is necessary the complete knowledge of the state. This would require state tomography and a minimum of \( d^2 \) measurements for each sample. In terms of the averaged purity, this requires a number of measurements linear in \( n \), revealing an improvement for multipartite entanglement estimation (69).

We can see that the form in Eq. (4.50) can estimate multipartite entanglement, because it takes into account the different values of entanglement between every possible bipartition in the state. However, the sizes of the bipartitions are fixed: We are only considering divisions one qubit-rest of the system. This is not a problem in the case of three qubits that cannot be addressed considering one bipartite quantifier solely, as the values of entanglement for the states in the different classes Eqs. (4.26), (4.27), (4.28), (4.29) will be different, Table 1, and we can, in fact, use this quantifier to discern the different entanglement classes for 3 qubits. However, if we increase the dimension of the system, the fact that only bipartitions one qubit-rest are being considered will lead to degeneracies for the entanglement values for very different states. Two examples are the four qubits GHZ state and a tensor product of two Bell states \(|\phi^+, \phi^+\rangle\),
\( |\text{GHZ}_4\rangle = \frac{1}{\sqrt{2}}(|0000\rangle + |1111\rangle), \)
\( |\phi^+, \phi^+\rangle = \frac{1}{2}(|00_{AB}\rangle + |11_{AB}\rangle) \otimes (|00_{CD}\rangle + |11_{CD}\rangle), \)

whose values for the MW quantifier are both equal to 1, but considering different bipartitions will have different Schmidt numbers.

Table 1 – Meyer-Wallach entanglement for the 3 qubits entanglement classes

<table>
<thead>
<tr>
<th>State class</th>
<th>Entanglement value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Separable</td>
<td>0</td>
</tr>
<tr>
<td>Biseparable</td>
<td>2/3</td>
</tr>
<tr>
<td>W</td>
<td>8/9</td>
</tr>
<tr>
<td>GHZ</td>
<td>1</td>
</tr>
</tbody>
</table>

Source: Adapted from MEYER; WALLACH. (79)

Despite this apparent barrier of the Meyer-Wallach being degenerated for very different entangled states, it is possible to generalize this quantifier, now written in a simple form in terms of the linear entropy, for different bipartitions sizes. This is exactly the generalization proposed by Scott (81), that includes even the cases of systems of \( n \) qudits. For the special case of qubits, we have the definition below.

**Definition 7.** Considering a pure state \( |\psi\rangle \) of \( n \) qubits, \( |\psi\rangle \langle \psi| = \rho(n) \), the Scott entanglement quantifier of order \( m \) is defined as

\[
Q_m [\rho(n)] := \frac{2^m}{2^m - 1} \left[ 1 - \left( \frac{n}{m} \right)^{m-1} \sum_{|S| = m} \text{Tr} \left( \rho_S^2(n) \right) \right], \quad m \leq \lfloor n/2 \rfloor, \tag{4.52}
\]

being \( S \) a subset of size \( m \) of \( \{1, 2, \cdots, n\} \) and \( \rho_S(n) \) the reduced state tracing out the complementary set, \( S' \), such that \( S' \cup S = \{1, 2, \cdots, n\} \). \( \lfloor x \rfloor \) indicates the floor function, whose output is the greatest integer smaller or equal to \( x \).

The value of \( m \) will define the sizes of the bipartitions considered and the inverse binomial coefficient appearing in the sum is to consider the average over every possible bipartition \( m \) qubits rest in a system of \( n \) qubits. When \( m = 1 \), the original Meyer-Wallach is obtained. Also, the constraint \( m \leq \lfloor n/2 \rfloor \) is chosen so the normalization from 0 to 1 will always be valid, independent on the choice of \( n \) and \( m \). Another reason for this is that bipartitions of \( A - B \), where \( A \) has \( p \) qubits and \( B \) has \( q \) qubits will present the same purity values as if \( A \) had \( q \) qubits and \( B \) had \( p \) qubits, so there will be redundancy for \( m > \lfloor n/2 \rfloor \). This is due to \( \text{Tr} (\rho_S^2(n)) = \text{Tr} (\rho_{S'}^2(n)) \). A possible example of this is the simple case \( n = 3 \).
and $m = 1$ or $m = 2$. The correlations in both values of $m$ will be the same. Changing the values of $m$, we can exclude some degeneracies between the entanglement values for the different entanglement classes in different system sizes. The partial ordering of entangled states is not preserved under different values of $m$. For example, if we consider two states $\psi$ and $\phi$, $Q_m(\psi) \leq Q_m(\phi)$ does not imply that the same is true for $Q_m(\psi) \leq Q_m(\phi)$, $m \neq m'$. This can be explained by the fact that the different values of $m$ reflect different aspects of the global entanglement, with increasingly global nature (81). The quantifier presents maximum value 1 when the term inside brackets achieves value $(2^m - 1)/2^m$. This will happen for states whose reduced states are maximally mixed when tracing out $n - m$ qubits.

Another possible characterization of the Scott quantifier was obtained by Rigolin-Oliveira-Oliveira (82,83) and in this work will be used to perform the numerical methods and also analytical calculations. The form they proposed for a system of $n$ qubits and bipartitions with $m = 2$ is written as

$$G(2,l) := \frac{4}{3} \left[ 1 - \frac{1}{n-1} \sum_{j=1}^{n-l} \text{Tr} \left( \rho_{j,j+l}(n) \right) \right],$$

$$Q_2[\rho(n)] := \frac{2}{n(n-1)} \sum_{l=1}^{n-1} (n-l)G(2,l), \quad (4.53)$$

which provides a way to calculate the linear entropies for every possible bipartition and take the mean value. The function $G$ calculates the averaged purity considering the $l$–th possible neighbouring qubits. If $l = 1$, they are first neighbours, $l = 2$, second neighbours and so on. $Q_2$ will group all the possible $G$ and weight the values. In this work we only considered the Scott quantifier with $m = 1$ (Meyer-Wallach) and $m = 2$, but the work in Ref. (83) proposes a general formula for every possible bipartition size $m$, which is the same as the quantifier proposed by Scott, but with the bipartitions made explicit.

### 4.2.2 Paradigmatic states for comparison

In this work, we are going to compare the mean entanglement generated by different circuits with some paradigmatic states, built based on the entanglement classes for 3 qubits and on the tensor product of Bell states if the number of qubits is even, which gives entanglement values equal to the $GHZ$ case for 4 qubits. The $GHZ$ and $W$ states already have a generalisation to an arbitrary number $n$ of qubits, given as

$$|GHZ_n\rangle := \frac{1}{\sqrt{2}}(|0\rangle^\otimes n + |1\rangle^\otimes n) \quad (4.54)$$

and
\[ |W_n\rangle := \frac{1}{\sqrt{n}} \sum_{\pi} |\pi(00\cdots01)\rangle, \]  

being \(\pi\) the \(n\) possible cyclic permutations.

The other states we are going to consider are what we are going to call the \(EPR_n\) states, which are in fact a subset of the biseparable states (84). For an even number of qubits, this state was already studied in many works (79,81–83). In this work we propose the possibility for an odd number of qubits, which together with the even number is called \(EPR_n\)

\[ |EPR_n\rangle = \begin{cases} 
|\Phi^+\rangle \otimes n/2, & \text{if } n \text{ is even} \\
|0_1\rangle \otimes |\Phi^+\rangle \otimes (n-1)/2, & \text{if } n \text{ is odd} 
\end{cases} \]  

The choice of which Bell state to consider is arbitrary and \(|\Phi^+\rangle = (|00\rangle + |11\rangle)/\sqrt{2}\) could be substituted by any of \(\{|\Phi^-\rangle, |\Psi^+\rangle, |\Psi^-\rangle\}\). Also, the choice of the state in the separable part in the odd \(n\) case is arbitrary and we chose \(|0\rangle\) for simplicity.

The values of entanglement quantified using the Scott quantifier 1 and 2 on the arbitrary \(n\) case for the states \(EPR_n, n \text{ even}, GHZ_n\) and \(W_n\) were already obtained in the literature and are presented in Table 2. Together, we included the values calculated in this work for the \(EPR_n, n \text{ odd},\) and discussed in App. B.

<table>
<thead>
<tr>
<th>State class</th>
<th>Scott 1 (MW)</th>
<th>Scott 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(GHZ_n)</td>
<td>1</td>
<td>2/3</td>
</tr>
<tr>
<td>(W_n)</td>
<td>((n-1)/n^2)</td>
<td>(16(n-2)/(3n^2))</td>
</tr>
<tr>
<td>(EPR_{odd})</td>
<td>((n-1)/n)</td>
<td>((3n-5)/(3n))</td>
</tr>
<tr>
<td>(EPR_{even})</td>
<td>1</td>
<td>((n-2)/(n-1))</td>
</tr>
</tbody>
</table>

Source: Adapted from OLIVEIRA; RIGOLIN; OLIVEIRA (82) and by the author.
5 CIRCUIT DESCRIPTORS AND METHODS

The main objective of this work is the characterization of how connectivity of parameterized quantum circuits reflect in the generation of arbitrary states, as well as means and standard deviations of the generated multipartite entanglement. Given that there are well-defined and established descriptors that can be applied to parameterized quantum circuits, classifying their capability of generate entanglement or generate arbitrary quantum states (20,69,79,81–83,85), we can rely on these tools to reveal the characteristics of different quantum circuits architectures considering the possible connectivities. In this sense, this chapter presents the expressibility and entanglement quantification together with the method applied to estimate the sample size. We chose to omit the algorithms and codes, which will be available on GitHub\(^1\). To obtain the results, the Pennylane Python library was applied. Runtimes and specific details are presented in the codes.

5.1 Expressibility quantifiers

Given a quantum circuit architecture or, in the framework of variational quantum algorithms, an ansatz, natural questions that can come up are: How capable of generating arbitrary states in the space of states is this configuration? Also, how uniformly distributed the generated states are in this same space? These questions are important to the understanding of which architecture shall be applied in which specific context, given that some architectures may not access the portion of the state space where the objective state is, being not useful to the problem we are trying to solve.

We can work this characteristic of exploration of the state space defining a probability measure induced from metrics. Every metric can be used to define a volume element that, in compact spaces, can be normalized to induce a probability measure (41,86). It will assign probabilistic weights to each of the regions of the state space. With that, we can build ensembles of states that are uniformly sampled over the space of states. In the case of the pure states space, the complex projective space \(\mathbb{C}P^{d-1}\), where \(d\) is the dimension of the complex space related to the system\(^2\), this can be done using the Fubini-Study metric: We build the volume element from the metric and then normalize it over the entire space of pure states, allowing the obtainment of a probability measure (86). But this can be cumbersome and also provides a new different problem that is how the generated ensemble can be related to the states generated by the particular analyzed circuit.

An interesting intervention is to introduce, instead of the probability measure over the space of states, the probability measure over the space of unitaries that act on the

---

\(^1\) Author’s profile: https://github.com/GICorrer.

\(^2\) For example, \(n\) qubits states are related to \(\mathbb{C}^{2^n}\).
states. Given a compact Lie group $\mathfrak{G}$, we can say that there is a unique invariant integration measure $d\mu(g)$ in the manifold of $\mathfrak{G}$, the Haar measure (44), discussed in Chap. 3. This measure is not only invariant by the action of the group, but also can be normalized for compact spaces and induces a probability measure (41). Denoting the unitary group of dimension $d$ as $\mathcal{U}(d)$, we can choose a fiducial pure state, $|\psi_0\rangle \in \mathbb{C}P^{d-1}$, and unitaries in $\mathcal{U}(d)$ sampled accordingly to the Haar induced probability measure, $U^i(d), i = 0, 1, \ldots$. This ensemble of unitaries is uniformly distributed in $\mathcal{U}(d)$, as the probability measure induced by the Haar measure will be the uniform one (41). An induced ensemble of uniformly distributed pure states is then obtained by acting the unitaries over the fiducial state: $U^i(d)|\psi_0\rangle, i = 0, 1, \ldots$. In fact, for pure states, the induced volume element via this method coincides with the induced by the Fubini-Study metric, manifesting the equivalence between the approaches (87).

Now, this latter proposed method gives some intuition into how unitaries can induce ensembles of states, but it does not answer the question about how well a given circuit can generate arbitrary uniformly distributed states. To answer these questions, we can, inversely, start with the circuit that would perform this task with perfection and then compare with the circuit available. We already said that the Haar induced measure over the space of states samples uniformly, therefore, the most tailored circuit in this scenario should be one that replicates the behavior of the Haar ensemble. A way to quantify how well a set of unitaries (in other words, our circuit ansatz) can mimetize a Haar ensemble up to the $t-$th moment is defining the estimator for $n$-qubits states (20)

$$A^t := \int_{\text{Haar}} (|\psi\rangle \langle \psi|)^{\otimes t} d|\psi\rangle - \int_{\Theta} (|\phi_\theta\rangle \langle \phi_\theta|)^{\otimes t} d\theta,$$

(5.1)

where the first integral is obtained by uniformly sampling with the Haar measure over the $n$ qubits state space. The second integral is given by the circuit we desire to characterize, with the sampling performed considering a uniform distribution in the cartesian space of parameters $\Theta = \{\vec{\theta}\}$, where the parameter vectors of the circuit are defined. The choice of uniformly distributed parameters is justified by a lack of bias when analysing the possibilities, so they are equally probable. This way, given an architecture, the space of parameters is uniformly sampled to produce states $|\phi_\theta\rangle$ and an approximation of the state $t-$design. This approximation is then compared to the ideal case obtained via the Haar integral. The Hilbert-Schmidt distance between these states is calculated using the 2-norm (55)

$$||A^t||_2^2 := \text{Tr}\left[(A^t)^\dagger(A^t)\right],$$

(5.2)

and, the closer this quantity is to zero, the closer the circuit generated $t-$state is to the uniform one. The Haar integral will be decomposed in terms of the projector into the symmetric subspace as (App. A)
\[
\int_{\text{Haar}} (|\psi\rangle\langle\psi|)^{\otimes t} d|\psi\rangle = \frac{\Pi_{\text{symm}}^t}{\dim(\sqrt{t}\mathbb{C}^2)^n},
\]

being $\Pi_{\text{symm}}^t$ the projector into the symmetric subspace of the system of $t$ spaces of $n$ qubits with dimension $\dim(\sqrt{t}\mathbb{C}^2)^n$ (App. A). If we define the other integral as $I_t$, then

\[
||A^t||^2 = \text{Tr} \left[ \left( \frac{\Pi_{\text{symm}}^t}{\dim(\sqrt{t}\mathbb{C}^2)^n} \right)^2 \right] - \frac{2}{\dim(\sqrt{t}\mathbb{C}^2)^n} \text{Tr}(\Pi_{\text{symm}}^t I_t) + \text{Tr}(I_t^2)
\]

\[
= -\frac{1}{\dim(\sqrt{t}\mathbb{C}^2)^n} + \text{Tr}(I_t^2).
\]

The last term can be explicitly obtained in terms of the integral as

\[
I_t^2 = \int_\Theta \int_\Phi (\langle \psi_0 | \psi_0 \rangle)^{\otimes t} d\theta d\phi 
\Rightarrow \text{Tr}(I_t^2) = \int_\Theta \int_\Phi (\langle \psi_0 | \psi_0 \rangle)^{2t} d\theta d\phi.
\]

Now, we can introduce the state frame potential, which generalizes the notion of frame potential introduced in Sec. 3.2 from ensembles of unitaries to ensembles of states. The state frame potential will be defined as (43)

\[
F^{(t)}(\epsilon) := \int\int_{\epsilon} \{ \text{Tr}[\rho UV^\dagger] \text{Tr}[\rho VU^\dagger] \}^t dUdV,
\]

where we are considering $t$ copies of the state $\rho$. This definition preserves the good properties we already had in Chap. 3. In particular, it is minimized by the Haar ensemble (43). Therefore, the state frame potential quantifies how different our ensemble of states obtained by the action of the ensemble $\epsilon$ on $\rho$ is from one generated considering a Haar ensemble of unitaries acting on $\rho$.

Let us apply this definition for the specific case where the fiducial state $\rho$ is equal to $|0\rangle^{\otimes n}$, i.e., all the $n$ qubits are in the computational basis state $|0\rangle$. This will give

\[
F^{(t)}(|0\rangle^{\otimes n}) = \int\int_{\epsilon} \{ \text{Tr}[[0\rangle^{\otimes n} UV^\dagger] \text{Tr}[0\rangle^{\otimes n} VU^\dagger] \}^t dUdV
\]

\[
= \int\int_{\epsilon} dUdV |0\rangle^{\otimes n} UV^\dagger |0\rangle^{\otimes n} VU^\dagger
\]

\[
= \int\int_{\epsilon} dUdV |0\rangle^{\otimes n} UV^\dagger |0\rangle^{\otimes n} 2t.
\]
The frame potential relative to the state $|0\rangle^{\otimes n}$ with ensemble $\varepsilon$ is written as

$$F^{(t)}_\varepsilon(|0\rangle|0\rangle^{\otimes n}) = \int \int |\psi\rangle d|\psi\rangle |\langle\psi|\phi\rangle|^2 t.$$  \hfill (5.8)

If we look closely to the trace of the square of the integral that appeared in the definition of $||A^{t}||$, Eq. (5.5), we can see that the quantities are exactly the same when defining the $\varepsilon$ ensemble to be the one generated by the circuit when randomly sampling the parameter space.

This frame potential for the state $|0\rangle \langle 0|^{\otimes n}$ is only minimized when the $\varepsilon$ ensemble is a $t$–design or, analogously, if the sampling is drawn from the Haar distributed states. Notice that

$$\int_{Haar} (|\psi\rangle \langle \psi|)^{\otimes t} d\psi = \frac{\Pi_{symm}^{t\otimes n}}{\operatorname{dim}(\mathbb{C}^{2^n})^{t}}$$

$$\Rightarrow \int_{Haar} d|\psi\rangle d|\phi\rangle |\langle\psi|\phi\rangle|^2 t = \frac{[\operatorname{Tr}(\Pi_{symm}^{t\otimes n})^2]}{[\operatorname{dim}(\mathbb{C}^{2^n})]^{2t}} = \frac{1}{\operatorname{dim}(\mathbb{C}^{2^n})^t},$$ \hfill (5.9)

where we simply took the trace of the square of the integral. This way, the state frame potential for the Haar ensemble is exactly the inverse of the dimension of the symmetric subspace and the estimator, Eq. (5.4), will be finally written as

$$||A^{t}||_2^2 = F^{(t)}_{\Theta}(|0\rangle|0\rangle^{\otimes n}) - F^{(t)}_{Haar}. \hfill (5.10)$$

To simplify the notation, we wrote the Haar frame potential of the $|0\rangle \langle 0|^{\otimes n}$ state simply as $F^{(t)}_{Haar}$, being the other related to the circuit induced ensemble under study. Now, the reason why they were introduced is clear. The quantity $||A^{t}||_2^2$ for a $t$–design can be estimated considering the Haar frame potentials and the induced by the circuit considering uniform sampling of the parameter vectors. As this strategy does not provide a unique, well-defined specific estimator and will depend on the design order, we are going to follow it with a different, but analogous, approach\(^3\). The frame potential can be rewritten as the expected value of the powers of the fidelity comparing two random states. This is visualized in (20)

$$F^{(t)}_{\Theta}(|0\rangle|0\rangle^{\otimes n}) = \int_\Theta \int_\Phi |\langle \psi_\Theta|\psi_\Phi\rangle|^2 t d\theta d\phi = E_\Theta E_\Phi [(|\langle \psi_\Theta|\psi_\Phi\rangle|^2)^t] = E[F(\theta,\phi)^t], \hfill (5.11)$$

\(^3\) In Chap. 6 we also test the characteristic of a 2-design for the circuits using Eq. (5.10) to clarify some of the results.
being $F(\theta, \phi) := |\langle \psi_\theta | \psi_\phi \rangle|^2$ the Uhlmann fidelity for pure states (88). In words, what this says is that the frame potentials of the circuits and the Haar ones are directly connected to the $t-$moments of the distribution of the fidelities. In the circuit case, the fidelities distribution is obtained as a function of parameter vectors, which are uniformly sampled. For the Haar case, the probability density function of the fidelities is obtained considering states that are uniformly sampled using the Fubini-Study measure; in a Hilbert space of dimension $d$ (89),

$$p_{\text{Haar}}(F) = (d-1)(1-F)^{d-2}. \quad (5.12)$$

This way, instead of comparing frame potentials one by one, we can compare directly the fidelities distribution obtained considering quantum states produced by the circuit under investigation and the obtained considering Haar random states. To compare the distributions, the Kullback-Leibler divergence or relative entropy will be used. Despite the fact of not being a distance in the space of probability distributions\(^4\), this is an important quantity to verify how different two probability distributions are from each other and also has an interesting interpretation. We are going to define (20,55)

$$D_{KL}(P||Q) := \begin{cases} \sum_i P(i) \log \left[ \frac{P(i)}{Q(i)} \right], & \text{if} \supp(P) \subseteq \supp(Q) \\ +\infty, & \text{else} \end{cases}, \quad (5.13)$$

where $\supp(f)$ is the support of $f$, i.e., a subset of the domain of $f$ for which the function is different from zero. Therefore, if the distributions have different supports, the relative entropy is saturated\(^5\). This quantity is measured in nats. The closer $D_{KL}$ calculated between the circuit fidelities distribution and the Haar fidelities distribution, $D_{KL}(p_{\text{circ}}(F)||p_{\text{Haar}}(F))$, is to zero, the closer the circuit generated states are to the uniformly distributed ones. When this analysis was introduced (20), the authors said that the closer this is to zero, the higher is the expressibility of the circuits. So, the decrease of $D_{KL}$ implies in the increase of the expressibility (20). Some authors chose to introduce an expressibility quantifier (instead of only talking about expressibility in the qualitative sense) that is inversely proportional to the $D_{KL}$, so there is no confusion (91). Here we will apply the original nomenclature and we are going to look only to the values of $D_{KL}$.

The relative entropy can be interpreted in terms of a difference between two entropies. Consider that a set of events indexed with $i$ occur with probabilities $P = \{P(i)\}_{i=1}^n$. If we mistakenly assumed that the distribution is given by $Q = \{Q(i)\}_{i=1}^n$,\(^4\) It does not satisfy the symmetry and triangle inequality requirements (55).\(^5\) In fact, this is a recurrent phenomenon also in distinguishability quantifiers and distances for the space of states. The trace distance, the Uhlmann fidelity and the Bures distance are examples for which when the support of two operators are orthogonal, the distance is saturated (90).
the predicted averaged uncertainty would be \(- \sum_i P(i) \log [Q(i)]\), but the real value, the Shannon entropy, is in fact \(- \sum_i P(i) \log [P(i)]\). Calculating the difference between these two quantities we find

\[- \sum_i P(i) \log [Q(i)] - \{- \sum_i P(i) \log [P(i)]\} = \sum_i P(i) \log \left[\frac{P(i)}{Q(i)}\right], \tag{5.14}\]

which is the definition of relative entropy when the support of \(P\) is contained in the support of \(Q\). In this line of thought, the quantity measures the differences one would have in protocols that depend on the real predictions of distributions associated to the set of events, in this case, \(\{P(i)\}_{i=1}^n\).

Within this framework, the numerical estimation of expressibilities of circuits can be practically implemented using classical simulators of quantum circuits: Given the architecture, an ensemble of uniformly distributed parameter vectors is generated and given as an entry to the circuit unitaries. Every pair of circuit output states are then compared using the fidelity, giving the values \(F(\theta, \phi) = |\langle \psi_\theta | \psi_\phi \rangle|^2\). A histogram is built with the values and compared with the histogram obtained with the Haar fidelities, Eq. (5.12), using the relative entropy. The closer the quantity is to zero, the closer we are to the uniform distribution of states and we say the greater is the expressibility of the circuit. A pictorial view of the process of inducing a distribution of states considering the parameter vectors given as an input to circuits is illustrated in Fig. 3. Before exploring the sample size determination and the explicit results, we are going to build a discussion about the entanglement quantifier.

![Figure 3 – Pictorial representation of the circuit induced measure over the space of states.](source: By the author.)
5.2 Entanglement quantifiers

The entanglement generated by parameterized quantum circuits has a strong dependency on the parameters and on the input states. Here, we consider as input state the zero tensor state of \( n \) qubits, \( |0\rangle^\otimes n \), so we can see the effects of creating coherences and entangling with CNOT gates. To understand the role of the structure of the circuit, we average the entanglement quantifier over an ensemble of parameter vectors. Again, as in the expressibility quantifier, the parameters are chosen uniformly at random considering independent distributions for each one of them. This quantifier was proposed in Ref. (20) and is closely connected to the entangling power of quantum evolutions (81, 92) that is, conceptually, the mean entanglement generation of a unitary operation over all the possible input separable states. We will see in Sec. 6.1 that the circuits of our work have an initial parameterized separable state preparation part, followed by connections using CNOT gates. This way, averaging over many possible separable states, we analyse the entangling power of the connections in a restricted separable states set by calculating the mean values.

We are going to consider two entanglement quantifiers to estimate the mean multipartite entanglement of the circuits, the Meyer-Wallach/Scott 1 (S1), \( Q_1 \), and the Scott 2 (S2), \( Q_2 \), in the analyses. As discussed in Chap. 4, the Meyer-Wallach quantifier presents degeneracies for the entanglement values of very different states, so instead of considering only their values, as done in the work of Ref. (20), we considered the next order Scott quantifier. The quantities we calculated are

\[
\langle Q_m \rangle_{\overline{\Theta}} = \frac{1}{N} \sum_{i=1}^{N} Q_m \left( \rho(\overline{\theta}_i) \right), \quad m = \{1, 2\}.
\]

(5.15)

The \( \langle \cdot \rangle_{\overline{\Theta}} \) symbol represents the average over the parameters space, \( \overline{\theta}_i \) is a specific vector of input parameters and \( N \) is the sample size. In the absence of \( \Theta \), it should be understood that we are considering the circuit mean entanglement. We also calculated the standard deviations, considering the same procedure, a quantity not well explored in the context of parameterized quantum circuits.

The ensemble of unitary operations sampled considering the uniform Haar measure over the unitary group manifold is often called Circular Unitary Ensemble (CUE) (41). Using this reference sampling, we can calculate average and standard deviation values of entanglement for uniformly distributed pure random states, which are used in our work as the ideal case. The quantities obtained in the literature, for \( n \) qubits (81), are

\[
\langle Q_m \rangle_{\text{CUE}} = \frac{2^n - 2^m}{2^n + 1},
\]

(5.16)

and, considering only the Meyer-Wallach (S1), the obtained result is
\[ \sigma_{CUE}^2(Q_1) = \frac{6(2^n - 4)}{(2^n + 3)(2^n + 2)(2^n + 1)n} + \frac{18 \cdot 2^n}{(2^n + 3)(2^n + 2)(2^n + 1)^2}, \]  

(5.17)

being \( \sigma_{CUE}^2(Q_1) \) the variance of S1. In our analysis we applied the standard deviation by taking the square root of the previous equation. Only the standard deviation of the \( Q_1 \) was considered, by the fact that the entanglements quantified by \( Q_1 \) and \( Q_2 \) have very similar properties in the sense we are interested in this comparison with the CUE, as it will be discussed in Chap. 6. The Meyer-Wallach entanglement quantifier is based on the linear entropy (Chap. 4), which is a \((2, 2)\) polynomial (40) and requires at least a 2-design to achieve mean values equivalent to the obtained using the CUE (Def. 2). This way, the circuits are going to replicate the mean entanglement of the CUE when they are 2-designs and it is possible to test this using frame potentials, as discussed in the previous section. We should be aware that this is a sufficient, but not necessary, condition, so circuits generating mean entanglement close to CUE are not necessarily 2-designs.

To compare the mean entanglement generated by the circuit with the mean entanglement of the CUE, we propose the normalized quantifier

\[ \frac{\langle Q_1 \rangle_{CUE} - \langle Q_1 \rangle}{\langle Q_1 \rangle_{CUE}}. \]

(5.18)

This is going to be applied in the discussion of how entanglement and expressibility are connected by the generation of random entanglement, in Chap. 6.

The last discussion performed applying the entanglement quantifiers is the comparison of circuits means and standard deviations with the entanglement of paradigmatic states, as presented in Table 2. An inspection is performed to understand how the characteristics of circuits entanglement can be traced to the paradigmatic states proposed in Subsec. 4.2.2.

### 5.3 Sample size

To determine the sample size, we considered applying the Chebyshev inequality (93) to the mean estimator. First, the Chebyshev’s inequality is a result based on Markov’s inequality stating that, if \( X \) is a random variable with finite mean \( \mu \) and variance \( \sigma^2 \), for every real value \( k > 0 \) is valid that

\[ P(|X - \mu| \geq k) \leq \frac{\sigma^2}{k^2}. \]

(5.19)

In words, the probability that the modulus of the difference between a realization of the random variable \( X \) and its mean \( \mu \) is greater or equal than \( k \) is smaller or equal than the quotient of the variance of \( X \), \( \sigma^2 \), and \( k^2 \).
We can choose this random variable to be the sum of \( N \) independent and identically distributed random variables, \( X_i \), each with mean \( \mu \) and variance \( \sigma^2 \), divided by \( N \). Here, \( N \) is the size of the sampling and the total random variable is the mean estimator. The expected value and variance of this random variable are

\[
\mathbb{E} \left( \frac{\sum_{i=1}^{N} X_i}{N} \right) = \mu
\]

and

\[
\text{var} \left( \frac{\sum_{i=1}^{N} X_i}{N} \right) = \frac{\sigma^2}{N}.
\]

Using these results in the Chebyshev inequality,

\[
P \left( \left| \frac{\sum_{i=1}^{N} X_i}{N} - \mu \right| \geq k \right) \leq \frac{\sigma^2}{Nk^2}.
\]

Now, using that \( P(Y \geq \kappa) + P(Y < \kappa) = 1 \) then, if \( P(Y \geq \kappa) \leq \xi \), we have that \( P(Y < \kappa) \geq 1 - \xi \). Substituting this relation with the variables presented in Eq. (5.22),

\[
P \left( \left| \frac{\sum_{i=1}^{N} X_i}{N} - \mu \right| < k \right) \geq 1 - \frac{\sigma^2}{Nk^2}.
\]

This inequality gives a way to choose the sample size, \( N \), in a manner that the probability that the mean estimator is different from the true mean is bigger than a certain value given in terms of a positive constant, the variance and the sample size. One option for the positive constant \( k \) is a positive multiple of the standard deviation, which is always greater than zero for non-deterministic random variables: \( k \equiv c\sigma \), implying in

\[
P \left( \left| \frac{\sum_{i=1}^{N} X_i}{N} - \mu \right| < c\sigma \right) \geq 1 - \frac{1}{Nc^2}.
\]

Therefore, choosing the range \( c \) and the confidence probability that the difference from the mean is within \( c \) of the standard deviation, the sample size is determined. In our work, we chose the confidence probability to be 98\% and the range to be 0.1 of the standard deviation. This implies that the sample size should be \( N = 10^4 \), which we applied for the estimation of the entanglement means and standard deviations. This way, we generate \( 10^4 \) input parameter vectors for the circuits, which generate \( 10^4 \) entangled states that are used for estimation. In the case of expressibilities, which generate \( 10^4 \) entangled states that are used for estimation. In the case of expressibilities, the same sample was applied, but as it is necessary two states for each computation of the fidelity \( F(\theta, \phi) := |\langle \psi_\theta |\psi_\phi \rangle|^2 \), the effective sample was \( 5 \cdot 10^3 \). In this case we did not compute the standard deviation. Discussions in the supplementary material of (20) show that using this sample size is enough so the standard deviations be within \( 10^{-4} \). Finally, for the design estimation, presented in Table 4 of Chap. 6, we considered a sample of the same size as expressibility, \( 5 \cdot 10^3 \), and 20 executions for the mean and standard deviation calculations.
6 RESULTS

In this chapter, we discuss the main contributions of this thesis, including the choices made for the quantum hardware structure considered in this work and how they affect the expressibility and entanglement quantifiers, discussed in Chap. 5, of parameterized quantum circuits. We are going to define the different graphs related to the connections that are going to be performed considering two qubits gates and then study how expressibility, the Scott/Meyer-Wallach quantifier and frame potentials can give important conclusions about the randomness and characteristics of the circuits.

6.1 Circuits choices

6.1.1 Qubits connectivities

As discussed in Chap. 2, VQA circuits are mostly based on heuristics about the problem to be solved. The structure of the connections between qubits and the local gates performed can be chosen inspired by established methods, such as the Quantum Alternating Operator Ansatz and adiabatic quantum computing (24) or Unitary Coupled Cluster Ansatz and chemistry Hartree-Fock methods (25). It can also be based on the optimization of circuit gate structure (ADAPT-VQE) (94) and many other possible heuristics. These are very plausible approaches and are in consonance with most of the methods applied in classical machine learning, where the outputs accomplish the task, even though the reason why the algorithm does it is generally not clear (95).

In our work, we decided to follow a different approach. Instead of considering heuristics and problem inspiration for the circuit structure, we considered the possible topology of connections that can be performed between qubits in currently available quantum platforms and then studied the characteristics of the circuits using the expressibility and mean entanglement figures of merit defined in Chap. 5. This kind of reasoning is similar to the one in Hardware Efficient Ansätze (12), where the gates used are chosen in order to minimize circuit depth depending on the experimental setup (33,34), usually assumed to support only nearest neighbours interactions due to the feasible implementability (33). Still, our choice is promising in the sense that it takes into account a broad set of quantum platforms connectivities and considers controlled-NOT gates as couplings, comparing the different couplings using quantifiers. This constraint on the connections between qubits has been analysed in different quantum computing topics, including pseudorandom quantum circuits (40), fault tolerant quantum algorithms (96), analysis of superconducting hardware (97) and finally VQA and PQC applications (98–100). Together with the figures of merit, the benchmark of PQCs with different connectivities will provide important data that can be used to choose the architecture based on the necessities one may have.
for the problem they are trying to solve.

The different connectivities, also called topologies, are illustrated as graphs in Fig. 4 for 4 qubits, together with their circuit representation of connections using CNOT gates. The way we presented the possible connections as graphs does not rely upon the lattice of the quantum computer, that can be, for instance, square, hexagonal and others (97, 99, 100), even though they are shown as a square lattice in the figure. If these connections can or cannot be implemented for a specific number of qubits in an architecture that has a particular lattice structure, will depend. For example, if only first neighbours connections are considered in a square lattice (vertical and horizontal edges in Fig. 4), the all-to-all topology would not be available without the need of additional gates other than CNOTs. Therefore, we are analysing the role of connection types without the constraint of choosing a specific quantum hardware. We chose to present 4 qubits as it is the minimal number of qubits such that the topologies are not degenerated (linear/star or ring/all-to-all are the same for 3 qubits). When we consider the 3 qubits system (App. C), linear/star will be identified as “linear” and ring/all-to-all will be identified as “ring”.

The no connections case is the only one that can be implemented in any choice of hardware independent of the number of qubits, as it does not require two qubits gates and only local operations are considered. The other connectivities will be available depending on the particular hardware. Linear or nearest neighbour connectivity can be implemented in many quantum platforms, as IBM (Ithaca (98), Vigo (101), Tokyo (100)) or Rigetti (99) (which has two coupled octagon lattices) quantum computers. The other possible connectivities, ring and star, are available in the same quantum computers depending on the number of qubits desired. Finally, the all-to-all is one of the hardest to construct, as it requires connections between every pair of qubits. Still, ion trap quantum computers are able to perform this connectivity (102).

![Figure 4 – Graphs of connectivities between qubits and their quantum circuit representation considering CNOT gates.](image)

Source: By the author.
In fact, any of the possible connections could be implemented in different lattices by the use of SWAP gates together with entangling gates. Nevertheless, this would have an additional cost of many gates for each of the couplings and here we are only concerned about how to rely on the architecture to harness the best of the connectivity.

The choice of CNOT for connections is arbitrary, however there is no loss (we can generate multipartite entanglement in both cases) in comparison to other options as CZ gates, even though the results can present differences. We chose CNOT because it is native\(^1\) to many quantum platforms (mainly the IBM quantum computers) and it is not a parameterized gate, so we can isolate contributions related only to connections and the ones related only to parameters, which are going to appear in local operations.

6.1.2 Structure of local parameterized gates

Even though we are considering a general framework for the connections that can be performed between qubits using the different hardware, we have to choose a particular parameterization of the circuits. In this work, the parameters are introduced only in local operations performed on each qubit. To understand how the parameterization can influence the generation of states and the characteristics of the circuits, we divide the PQCs in two classes, called Ansatz 1 and Ansatz 2. For both of them, the sequence of local unitary operations will be RX (rotation in the \(X\) direction) followed by RY (rotation in the \(Y\) direction) for each qubit. This choice is due to the fact that the sequence of operations will explore the space of one qubit, with a bias around the poles of the Bloch sphere (20), without the need of all the 3 parameters necessary to perform a uniformly distributed unitary (in the group manifold) of one qubit (103).

The ansätze are shown in Fig. 5. Ansatz 1 consists of the sequence of local unitary operations in each qubit, RX-RY, followed by the connections of the specific topology, as illustrated in Fig. 4. These circuits will generate different states considering the possible parameter vectors with each parameter of the local operations uniformly distributed, as discussed in Chap. 5. Ansatz 2 has the same structure as Ansatz 1 up to the two qubit gates part and, after that, the connections are followed by another step of local unitary operations, again with gates RX-RY. The local unitary operations after the connections will not change the entanglement created by the circuit and, therefore, both ansätze will have the same entanglement (considering entanglement quantification or classes of entanglement). Consequently, Ansatz 2 will have same entanglement characteristics, together with more freedom on the parameterization and on building states with different coherences. Comparing both ansätze, it will be possible to isolate what are the effects of entanglement generation and, together with this additional freedom on the local operations, how

\(^1\) The native gates are the quantum gates physically implemented in the quantum hardware. When a gate is not in the native set, it can be decomposed in terms of the native ones.
they affect the task of building different states. These are the structures of the circuits considering only one layer. We must remember that, for each layer, this structure will be concatenated. At first, one may think that the entanglement properties of the circuits are different for more than 1 layer, as more entangling gates will be performed after the additional local operations. In the next sections this is shown to be not true.

Figure 5 – One layer of the proposed circuits structure, called Ansatz 1 and Ansatz 2. Both ansätze have the same structure up to the connections. In Ansatz 2, the connections are also followed by local parameterized operations. The parameters shown are illustrations of the uniform distribution sampling between $-\pi$ and $\pi$.

Source: By the author.

Considering the connections of the graphs and the local gates structure of each ansatz, we can quantify the number of two qubit gates (CNOTs), local gates/parameters and the total number of operations for each ansatz and topology, depending on the number of qubits and layers. Table 3 presents these numbers for Ansatz 1 and Ansatz 2. The number of CNOTs is the same for both ansätze. Also, as each of the ansätze will have the same number of parameters and local operations comparing topologies, we only presented the number of CNOT gates together with the total number of gates. The number of operations will scale linearly as a function of the number of layers.

The table illustrates what we were already expecting: The all-to-all connectivity has an intense scale as a function of the number of qubits, increasing quadratically. The other connected topologies have a very similar increase on the number of CNOT gates, varying linearly with $n$, even though the linear and star require one less gate for each
layer. For a great number of qubits, therefore, they are very close in terms of cost of gates number. Nevertheless, we still would have to consider how hard it is to perform the connections. The linear has, in general, the simplest structure (only nearest neighbours couplings), while the ring and star can be more difficult to implement. Still, they cannot be strictly compared without choosing a particular lattice of qubits. For example, in a square lattice as presented in Fig. 4 the cost of implementing the linear and ring topologies depends only on the number of gates, as every connection is performed between neighbouring qubits.

Table 3 – Number of CNOT gates and total number of gates comparing topologies for Ansatz 1 and 2, as a function of the number of qubits $n$ and number of layers $l$.

<table>
<thead>
<tr>
<th>Topology</th>
<th>Number of CNOTs</th>
<th>Total number Ansatz 1</th>
<th>Total number Ansatz 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>No connections</td>
<td>0</td>
<td>$(2n)l$</td>
<td>$(4n)l$</td>
</tr>
<tr>
<td>Linear</td>
<td>$(n-1)l$</td>
<td>$[(n-1)+2n]l$</td>
<td>$[(n-1)+4n]l$</td>
</tr>
<tr>
<td>Ring</td>
<td>$nl$</td>
<td>$[n+2n]l$</td>
<td>$[n+4n]l$</td>
</tr>
<tr>
<td>Star</td>
<td>$(n-1)l$</td>
<td>$[(n-1)+2n]l$</td>
<td>$[(n-1)+4n]l$</td>
</tr>
<tr>
<td>All-to-all</td>
<td>$\frac{n(n-1)}{2}l$</td>
<td>$\left[\frac{n(n-1)}{2}+2n\right]l$</td>
<td>$\left[\frac{n(n-1)}{2}+4n\right]l$</td>
</tr>
</tbody>
</table>

Source: By the author.

6.2 Numerical simulations: the role of local parameterization

In this section we present the numerical results of expressibility and entanglement for both ansätze, changing the number of qubits and number of layers. The discussion will start with expressibility and entanglement, using Meyer-Wallach/Scott 1, for Ansatz 1 and then observe the relations with Ansatz 2. We are going to see that the entanglements for Ansatz 1 and 2 have similar behavior, so this way of presenting the results will be more beneficial for the reasoning. The graphs and tables presented here are a selection of the results and any additional data (for example, relative entropy for a fixed number of qubits not presented in this section) can be found in App. C.

6.2.1 Ansatz 1

6.2.1.1 Expressibility

We begin with the expressibility considering fixed numbers of qubits and changing the number of layers (circuit concatenations). Fig. 6 presents the behavior of Ansatz 1 considering only 4 and 8 qubits for all topologies, with a linear y-axis scale and Fig. 7 presents 4, 6, 7 and 8 qubits for connected topologies, considering a logarithmic y-axis scale. This division is done to understand first the behavior of the no connections case
together with the other topologies (Fig. 6) and then to do a detailed study of the connected topologies (Fig. 7).

From Fig. 6, we can see that the no connections case saturates as a function of the number of layers, an effect that is independent of the dimension of the system for the studied numbers of qubits. This is an expected result for spaces with entangled states (any \( n > 1 \)). The input state is separable and the no connections circuit does not generate entanglement, so only the separable region of state space is explored. As an arbitrary random state sampled from the uniform probability measure will have, on average, nonzero entanglement \( (81) \), it will never be possible to achieve values for the relative entropy closer to zero. The saturation values vary and we observed them to be between 0.20 and 0.25 nats. The saturation at this value is not observed for the connected topologies and they evolve to values closer to zero as the number of circuit concatenations increase.

Another interesting characteristic is that, at only 1 layer, there is not much difference between the no connections circuit and the connected topologies. Even though these other circuits generate entanglement, the freedom on building states with different coherences is not enough for them to be closer to the uniform random case than the no connections topology if we apply them only once. This effect is observed at any studied dimension. We already can see that, for the dimension of 4 qubits (Fig. 6 (a)), the connected topologies evolve in a very similar manner to values close to 0. For the higher dimension of 8 qubits (Fig. 6 (b)), a hierarchy between the different topologies starts to build up.

\[ D_{KL} \text{ (nats)} \]
\[ \text{Number of layers} \]
\[ \text{Source: By the author.} \]

Now, we focus on the differences between the connected topologies as a function of the number of layers looking at Fig. 7. Increasing the number of layers, the circuits can get closer to the uniform random case and this possibility of evolution is independent on the topology, even though there are differences on how steep is this decrease of \( D_{KL} \). The

![Figure 6 – Ansatz 1: relative entropy as a function of the number of layers for all connectivities, considering the case of (a) 4 qubits and (b) 8 qubits. Source: By the author.](image-url)
behavior implies that the topology of the quantum computer does not matter too much if we take a naive approach and increase the depth of the quantum circuit unrestrictedly, implying in error accumulation and also requiring a greater control of the hardware for real computers due to the excess of operations. This behavior is not observed in the range of parameters studied for the 4 qubits case, Fig. 7 (a), as a saturation is seen to occur at $5 \cdot 10^{-3}$ nats. Similarly, for 3 qubits (App. C) a saturation occurs at the same value.

![Figure 7](image_url)

**Figure 7** – Ansatz 1: relative entropy in logarithmic scale as a function of the number of layers for all connected connectivities, considering the case of (a) 4 qubits, (b) 6 qubits, (c) 7 qubits and (d) 8 qubits.

Source: By the author.

This result, in fact, is a known characteristic of pseudorandom quantum circuits, which can evolve to a biased replication of the uniform generation of unitaries by increasing its depth \((103, 104)\) if the set of gates is universal. The circuit depth needed so the induced measure has nonvanishing support\(^2\) for every $U \in \mathcal{U}(2^n)$, $n$ number of qubits, is of order at least $\mathcal{O}(n^3 2^n)$ \((103)\). Notice that this property is different from the analysis made through $t$–designs, as this concept was introduced later in time \((52–54)\) and is based on a relaxation of the conditions imposed to the measure, only requiring replication of statistical moments calculation over a space. A measure presenting nonvanishing support for every point in the measurable space of unitary operations of $n$ qubits, $(\mathcal{U}(2^n), \mathcal{B})$, $\mathcal{B}$ Borel sigma-algebra on the space, the support of $\mu_C$ will be nonvanishing in the space. Mathematically, if $\mu_C$ is the circuit measure on the measurable space of unitary operations of $n$ qubits, $(\mathcal{U}(2^n), \mathcal{B})$, $\mathcal{B}$ Borel sigma-algebra on the space, the support of $\mu_C$ is $\text{supp}(\mu_C) := \{U \in \mathcal{U}(2^n) | \forall N_U \in \tau : (U \in N_U \Rightarrow \mu_C(N_U) > 0)\}$. $N_U$ is an open neighbourhood around $U$ and $\tau$ is the chosen topology \((105)\).

\(^2\) Here, support is in the sense of topological spaces. Conceptually, saying that a induced measure, e.g., $\mu_C$, has nonvanishing support for all points in a topological space is the same as saying that for every possible open neighbourhood around every point $\mu_C$ will present positive values. In the case of standard probability measures, $\mu_C$ will be nonvanishing in the space.
a space does not necessarily replicate the uniform measure over this same space at any or at a particular moment order. Still, this property is interesting, because it allows for universal quantum computation using the random circuit structure (103). Our circuits do not represent this property in the strict sense, as the set of gates is not universal. A possible universal set of two qubits gates is a universal set of one qubit operations together with the CNOT gate (35). To generate one qubit universal operations using only RX and RY we would need at least three parameters (35). Our circuits only apply two parameters, generating unitaries distributed on the group manifold, however not all of them and not uniformly distributed. The ansätze construction is good enough to provide high convergence rates to the uniform random case with one less operation/parameter.

The structures of standard pseudorandom circuits present some differences when compared to the structure of parameterized quantum circuits. For example, in Ref. (103), the pseudorandom circuits are composed of uniformly sampled unitary operations from $U(2)$ applied on each qubit, followed by a step of two qubits operations ZZ-Ising with angles $\pi/4$ between every pair of neighbouring qubits. Other possibilities could be to choose a random gate from a universal set of two qubit unitaries, $U(4)$, and apply it to a pair of qubits randomly chosen (not necessarily neighbours) (106) or, for qudits systems, to draw a unitary from the Haar measure in the set of two qudits operations, $U(d^2)$, randomly choose two neighbouring qudits and apply the unitary (107).

Distinctly, recent proposals more aligned to VQAs and parameterized quantum circuits involve the application of parameterized local gates and two qubits gates, instead of Haar sampling (38,39). These circuits are very close to the structures proposed here and replicate the behavior of a random circuit, up to some point. In the context of pseudorandom circuits, the analysis of their characteristics is aligned to the objective of generating Haar-random unitaries. In this more recent approach of characterizing parameterized quantum circuits (20,38,39), the final objective is not the generation of random states, but to understand how the randomness affects optimization. Understanding how the structure of the circuits will affect optimization is, therefore, essential. Even more, this understanding can lead to novel proposals outside the scope of VQA, but inspired by the properties of the circuits.

Going back to the data, at only 1 layer there is fluctuation in how close the circuits are to the uniformly distributed case and even the no connections case has a very similar performance when compared to the connected topologies. When we consider, instead of a fixed number of qubits, the evolution as a function of the number of qubits with a fixed number of layers, this feature is highlighted. Fig. 8 shows that there is no hierarchy between circuits at only 1 layer (Fig. 8 (a)), including even the no connections topology, and this is independent on the number of qubits. However, for 3 layers (Fig. 8 (b)), the

---

3 A ZZ-Ising gate can be defined as $ZZ(\theta) := \exp\left(-i\frac{\theta}{2} \sigma_z \otimes \sigma_z\right)$. 

hierarchy is established and gets more pronounced for increased dimensions. The same occurs for 5 layers (Fig. 7 (d)).

This is also observed in Fig. 7: in the case of 4 qubits (a), there is not much difference between the evolutions and this is also true for 3 qubits (App. C). Increasing the dimension, we can see that the hierarchy of the evolutions as a function of the number of layers gets greater, starting to appear in 6 qubits (b) and has the extremal observed case in 8 qubits (d). It is possible to say that the star case has the slower decrease, followed by the linear and all-to-all almost together and, finally, the ring with the steepest decrease. Therefore, we can place an important relation between the evolution of relative entropies and the connectivities of the circuits. For smaller dimensions, this influence is not so important, however, greater dimensions will imply in more influence of the structure of the connections to the generation of uniformly distributed states. The striking feature is that the connections between qubits are intrinsically connected with the entanglement, as it is generated by the two qubits gates, and we are going to discuss the characteristics of entanglement to understand how it affects the generation of states.
6.2.1.2 Entanglement

Fig. 9 presents the values of entanglement considering the subtraction between the mean for the uniformly distributed case (CUE) and the circuit induced means, for different dimensions. It is important to recall that this CUE mean will depend on the dimension, as depicted in Eq. (5.16), so the plots are normalized with respect to the value of $\langle Q_1 \rangle_{CUE}^4$ for each dimension. As a function of the number of layers, the entanglement comparison evolves to zero, independently on the topology or on the dimension of the system. This is a result of the convergence of the circuits with uniformly sampled parameters to the uniform random unitaries case, as discussed for the $D_{KL}$ in Fig. 7 and 8.

The evolution to the CUE mean is a characteristic of many different systems and also occurs for many different entanglement quantifiers. Important examples are the parameterized quantum circuits presented in Refs. (38–40), whose Meyer-Wallach, von

\[ \langle \cdot \rangle_{CUE} \]

The notation $\langle \cdot \rangle_{CUE}$ indicates the mean over the Circular Unitary Ensemble (CUE).
Neumann and many orders of the Rényi entropies achieve high entanglement values equal to random mean values with increasing number of layers. In the case of pseudorandom circuits, the Meyer-Wallach convergence can be used as a necessary condition of randomness of the circuit (40). Other established examples are quantized versions of chaotic classical maps, e.g., the kicked rotor (81) or the baker’s map (108), which saturate entanglement quantifiers in the parameters regions where the classical map is chaotic.

Usually, this can be interpreted as the generation of arbitrary states due to the convergence of the unitary circuit to the Haar random case. However, this can be understood by connecting the behavior of chaotic and complex systems, such as information scrambling, operator spreading, the Bohigas-Giannoni-Schmit conjecture\(^5\) (39) and times of relaxation (104) with the behaviors of random circuits. This would lead to important conclusions about the states generated by both kinds of systems and how they can be used in the advancement of physical knowledge. One could apply quantum circuits to generate states analogous to chaotic many-body systems (110), to understand complexity and entanglement generation of unitaries in a more general approach (43,111) or even to comprehend how information scrambling can harm optimization of parameters in parameterized quantum circuits (39). All these possibilities are the center of many recent research approaches.

How fast is the convergence to zero will depend on the topology of the circuit. Circuits generating entanglement closer to the mean calculated with the uniform measure already at the first layer have a faster convergence. The ring circuit always generates mean entanglement values closer to or bigger than the CUE mean, followed by linear together with all-to-all, and, finally, the star. We can see that the hierarchy observed for the decay of the relative entropy as a function of the number of layers is exactly the same as this hierarchy for entanglement evolution.

Before, we discussed that the relative entropy decay is very similar for the different topologies in smaller dimensions (3 and 4 qubits), however, increasing the dimension, a hierarchy between the circuits is built. In contrast, the data presented in Fig. 9 shows that the entanglement hierarchy exists already at the smaller dimensions (Fig. 9 (a)). This implies that, regarding Ansatz 1, the entanglement generated by the circuits of smaller dimensions is not directly correlated to the decay of the relative entropy. At bigger dimensions, from 5 to 8 qubits, the correlation is observed and values closer to zero in Fig. 9 (b), (c) and (d) imply in a steeper decay of relative entropy.

\(^5\) The Bohigas-Giannoni-Schmit (BGS) conjecture states that the dynamics of a quantum system with chaotic classical analogue will be driven by a Hamiltonian with spectrum that follows the Gaussian Unitary Ensemble (GUE), Gaussian Orthogonal Ensemble (GOE) or the Gaussian Symplectic Ensemble (GSE) depending on the symmetries. (109).
Figure 9 – Ansatz 1: normalized subtraction of the CUE ensemble mean minus the circuit mean of the Meyer-Wallach quantifier for all connected topologies as a function of the number of layers for (a) 4 qubits, (b) 6 qubits, (c) 7 qubits and (d) 8 qubits. The analytical value used for the CUE mean depends on the dimension and is given in Eq. 5.16.

Source: By the author.

The mean entanglement for generic states, Eq. (5.16), increases with the dimension of the system and is very close to maximal entanglement for high dimensional systems \((81, 108)\). Also, comparing the Meyer-Wallach standard deviation of states generated by the circuits with the CUE standard deviation, Fig. 10, we can see that circuits whose mean values are closer to the uniform random distribution also possess standard deviations closer to the uniform case. The decay to the random case is slower for circuits whose initial value (at 1 layer) is already very close.

The reference CUE standard deviation goes exponentially to 0 with the dimension of the system \((81, 108)\), Eq. (5.17)\(^6\), so the generic states are highly entangled and do not deviate a lot from the mean value. This is a possible justification for why the effects of generating entanglement with characteristics closer to the CUE are more influential to higher dimensions, above 4 qubits: There is not much freedom on which are the generic states if we consider high dimensional systems and this will impact the evolution to the uniformly random distributed states. For high dimensions, if the entanglement generated by the circuits does not possess the properties of the entanglement of generic states, the relative entropy decay will be braked.

\(^6\) An effect detailed in a few paragraphs, when the standard deviation as a function of the number of qubits is presented.
Figure 10 – Ansatz 1: standard deviation of the Meyer-Wallach quantifier for all connected topologies as a function of the number of layers for (a) 4 qubits, (b) 6 qubits, (c) 7 qubits and (d) 8 qubits. The traced line indicates the standard deviation values for the CUE, which depends on the dimension and is given in Eq. 5.16.

Source: By the author.

One could argue that the reason why this correlation exists is the fact that the ring circuit is closer to generating uniformly distributed states at 1 layer when compared to linear/all-to-all or star, therefore its entanglement values are closer to the CUE mean. There are two arguments in opposition to this conclusion. Firstly, in Fig. 8 (a), it is possible to see that the values of the relative entropy comparing each of the circuits for different dimensions and 1 layer do not respect a particular ordering and even the no connections has values closer to the uniform random distribution of states than the connected topologies. Another strong argument is based on the notion of frame potentials. In Chap. 5, we showed that how close a particular ensemble of unitaries is to a $t$−design can be determined using frame potentials, by the means of Eq. (5.10). The closer it is to zero, the closer an ensemble is to a $t$−design. In this same chapter, we discussed that the Meyer-Wallach entanglement quantifier is a $(2,2)$ polynomial and that a $2$−design is sufficient to replicate the behavior of the Haar obtained mean, as defined in Def. 2. Table 4 shows that there is no ordering between the circuits values for the comparison with a $2$−design. This way, circuits generating entanglement closer to the random uniform mean are doing so because of the structure of the connections and not because of the randomness of the states being closer to a distribution that can replicate the mean values of entanglement. The complete table, including 3 and 5 qubits, is presented in App. C.
Table 4 - Ansatz 1 values for the quantity $\|A^{t=2}\|_2^2 = F_{t=2}^{(t=2)} - F_{J=2}^{(t=2)}$, that compares the circuit with a 2–design, depending on the topology and on the number of qubits, $n$. The mean values and standard deviations were obtained over 20 independent calculations.

<table>
<thead>
<tr>
<th>Topology</th>
<th>$n = 4$</th>
<th>$n = 6$</th>
<th>$n = 7$</th>
<th>$n = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>No connections</td>
<td>$(6.5 \pm 0.5) \cdot 10^{-3}$</td>
<td>$(1.2 \pm 0.1) \cdot 10^{-3}$</td>
<td>$(4.6 \pm 0.7) \cdot 10^{-4}$</td>
<td>$(1.6 \pm 0.3) \cdot 10^{-4}$</td>
</tr>
<tr>
<td>Linear</td>
<td>$(6.6 \pm 0.7) \cdot 10^{-3}$</td>
<td>$(1.2 \pm 0.1) \cdot 10^{-3}$</td>
<td>$(4.5 \pm 0.6) \cdot 10^{-4}$</td>
<td>$(1.7 \pm 0.3) \cdot 10^{-4}$</td>
</tr>
<tr>
<td>Ring</td>
<td>$(6.7 \pm 0.6) \cdot 10^{-3}$</td>
<td>$(1.2 \pm 0.1) \cdot 10^{-3}$</td>
<td>$(4.3 \pm 0.6) \cdot 10^{-4}$</td>
<td>$(1.7 \pm 0.3) \cdot 10^{-4}$</td>
</tr>
<tr>
<td>Star</td>
<td>$(6.8 \pm 0.5) \cdot 10^{-3}$</td>
<td>$(1.2 \pm 0.1) \cdot 10^{-3}$</td>
<td>$(4.4 \pm 0.6) \cdot 10^{-4}$</td>
<td>$(1.6 \pm 0.3) \cdot 10^{-4}$</td>
</tr>
<tr>
<td>All-to-all</td>
<td>$(6.6 \pm 0.6) \cdot 10^{-3}$</td>
<td>$(1.2 \pm 0.2) \cdot 10^{-3}$</td>
<td>$(4.5 \pm 0.8) \cdot 10^{-4}$</td>
<td>$(1.6 \pm 0.3) \cdot 10^{-4}$</td>
</tr>
</tbody>
</table>

Source: By the author.
In Fig. 11, the evolution of the mean entanglement as a function of the number of qubits is shown for different number of layers. As stated above, the ring circuit always generates mean entanglement higher or closer to the CUE mean, followed by linear/all-to-all almost together and then star, independently on the dimension or number of layers. Increasing the number of layers, the circuits converge to the CUE entanglement values, being the ring the first to achieve a very similar behavior and, at higher dimensions, the entanglement values get very close to 1.

One interesting characteristic is that the generations of entanglement for the linear and all-to-all connectivities are almost the same, up to fluctuations, for all dimensions and number of layers (Fig. 11 (a), (b) and (c)). The number of CNOTs for the linear circuit is \((n - 1)l\), while for the all-to-all, \(n(n - 1)l/2\), \(n\) number of qubits and \(l\) number of layers. From this, we can say that the entangling gates are not being performed in an optimized manner for the all-to-all circuit, as the number of CNOTs and the complexity of the connections are the greatest among the topologies and a simpler structure is generating equivalent entanglement.
Figure 11 – Ansatz 1: mean of the Meyer-Wallach quantifier for all connected topologies as a function of the number of qubits for (a) 1 layer, (b) 3 layers and (c) 5 layers. The blue line indicates the analytical values of the CUE depending on the dimension of the system and is given in Eq. 5.16.

Source: By the author.

To visualize why, consider an example of 1 layer of Ansatz 1, with 4 qubits and the all-to-all connectivity. The parameterization is going to be fixed as shown in Fig. 12. A Hadamard gate $H$ acting on the input $|0\rangle$ computational basis state is analogous to the sequence $RX-RY$ acting on the same input with parameters

$$H |0\rangle = RX(0)RY \left(\frac{\pi}{2}\right) |0\rangle = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle),$$

(6.1)

where the matrices are written in the computational basis $\{ |0\rangle, |1\rangle \}$. We are going to choose the parameterization of the first qubit as $RX(0)$ and $RY(\pi/2)$, so a Hadamard is applied, and on the other qubits nothing is done in the local operations ($RX(0)$ and $RY(0)$) and then apply the all-to-all connections. We divided the action of the connections...
in two steps to clarify what is happening. After step 1, a \( GHZ_4 \) state is generated, i.e., \((|0\rangle^{\otimes 4} + |1\rangle^{\otimes 4})/\sqrt{2}\), which is a maximally entangled state according to the Meyer-Wallach quantifier \((Q_1(GHZ_4) = 1)\). After step 2, the state will be a tensor product of a Bell state and computational 0 states,

\[
|\psi\rangle_{\text{out}} = \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle) \otimes |0\rangle \otimes |0\rangle.
\]

which has entanglement according to the Meyer-Wallach equal to 1/2. This way, even though the all-to-all connectivity is generating a maximally entangled state in the first step, it is destroying the entanglement in step 2, because CNOTs are unitary operations of two qubits and can destroy entanglement. From the results of Fig. 11, we can say that different parameter vectors, on average, will create and destroy entanglement on the process, generating a mean close to the linear case with many more entangling gates.

If the wish is to generate highly entangled states, on average over uniformly distributed parameters, a better choice of ansatz would be to distribute the local operations between entangling gates, so the chance of destroying entanglement by the sequential application of CNOTs is reduced. Nevertheless, the all-to-all circuit can generate highly entangled states if a proper choice of parameters is done. A way to do that is by the optimization of the parameters, searching for entangled states (37). This process will depend on a cost function and has possible complications involving the trainability, as discussed in Chap. 2.

Looking to how entanglement change considering the different dimensions at 1 layer (Fig. 11 (a)), a slight increase is observed for the ring, linear and all-to-all connectivities, while an almost constant value is observed for the star. These differences can be related to the characteristics of the connections: On the one hand, the star circuit only connects one qubit to every other, so the local prepared state of the central qubit has a strong
influence over the entanglement generation. This, in addition to increasing the difficulty of entangling the other qubits between them, will influence the variation of the entanglement depending on the dimension. With more qubits, we are still coupling only one qubit to the others, but the other qubits will still be decoupled, so the entanglement saturates. On the other hand, circuits as ring, linear and all-to-all will have more possibilities of couplings when the number of qubits increases, favoring the generation of multipartite entanglement between different parts of the system. The star will have the possibility of increasing the entanglement with more layers due to the contribution of the local operations on other qubits to the global entanglement generated, so the values will have a weaker dependency on the central qubit.

A similar analysis of the evolution as a function of the number of qubits is presented for the standard deviation in Fig. 13. At only 1 layer (Fig. 13 (a)), the standard deviation of the star and ring circuit do not change a lot, however there is a slight decrease for the linear and all-to-all, again with a very close behavior. Increasing the number of layers, the circuits approach the CUE standard deviation in a very similar manner as discussed for the mean value.

The most interesting feature of the CUE standard deviation is the exponential decay, which the circuits can replicate partially (star, linear, all-to-all) or very closely (ring) at 5 layers (Fig. 13 (c)). This exponential decay of the standard deviation is a consequence of the concentration of measure (26, 36) on the space of states, which is a phenomenon characterized by Levy’s lemma (112). According to Levy’s lemma, if \( f: S^k \rightarrow \mathbb{R} \) is a sufficiently slow varying function\(^7\) from a sphere of dimension \( k, S^k \), to the real numbers and \( X \in S^k \) is a point chosen uniformly at random, i.e., sampled according to a uniform probability measure on the sphere, the probability that \( f(X) \) differs from the average value of \( f \) on the sphere decays exponentially to zero as a function of the dimension \( k \). The space of pure states for a \( n \) qubits system without the constraints on the global phase or normalization is \( \mathbb{C}^{2^n} \). The elements in this space can be represented as \( 2 \cdot 2^n \) real vectors. Imposing normalization, the set is represented as \( 2 \cdot 2^n - \)dimensional real vectors with unit norm, i.e., a sphere \( S^{2 \cdot 2^n - 1} \).\(^8\) This way, the space of pure states is always isomorphic to a sphere and it is possible to consider Levy’s lemma. How fast is the exponential decay will depend on how slow is the function variation and the entropy of entanglement is know to be “slow enough” so the effect is observed (112).

From these observations, we can understand why the standard deviation decays exponentially to zero with the dimension and justify the discussions above connecting

\(^7\) Dictated by the characteristic Lipschitz constant of the function, conceptually equivalent to the maximum gradient value.

\(^8\) If we consider an element in \( \mathbb{C}^{2^n} = \bigotimes_j^{2^n} \mathbb{C} \), it is described by \( 2 \cdot 2^n \) real numbers, the real, \( x_j \), and the imaginary, \( y_j \), part for every \( z_j \in \mathbb{C} \), \( z_j = x_j + iy_j \). Imposing unit norm is requiring that \( \sum_j^{2^n} x_j^2 + \sum_j^{2^n} y_j^2 = 1 \), the equation of a \( 2 \cdot 2^n - 1 \) unit sphere.
the concentration of the standard deviation with the decrease of the relative entropy. Any generation of generic states will be affected by this characteristic and this will have strong influences on the training of parameterized quantum circuits when considering possible VQA applications (26, 36). The phenomenon is called concentration of measure due to the fact that functions will concentrate around mean values, so this is analogous to have a measure that is concentrated around a particular region of the space.

In this first part, discussing the relations between how expressible is the circuit and its entanglement, we are only going to employ the MW/S1 quantifier, as the S2 does not provide any additional information in this sense. Fig. 14 shows that the evolutions and saturations of entanglement for both quantifiers are closely related. The same behavior is observed, together with the same hierarchy between the circuits.

![Graph](image)

Figure 13 – Ansatz 1: standard deviation of the Meyer-Wallach quantifier for all connected topologies as a function of the number of qubits for (a) 1 layer, (b) 3 layers and (c) 5 layers. The blue line indicates the analytical values of the CUE depending on the dimension of the system and is given in Eq. 5.17.

Source: By the author.
Figure 14 – Ansatz 1: comparison between the entanglement of the different connectivities considering the two different quantifiers presented in this work, Meyer-Wallach/Scott $m = 1$ (S1) and Scott $m = 2$ (S2), where the numbers indicate the sizes of the bipartitions. The graphs present the cases of (a) S2, 4 qubits, (b) S1, 4 qubits, (c) S2, 8 qubits and (d) S1, 8 qubits.

Source: By the author.

6.2.2 Ansatz 2

In this subsection the discussion will be made without separating expressibility and entanglement quantifiers. Fig. 15 shows a comparison between the entanglement generated by Ansatz 1 (A1) and Ansatz 2 (A2) for systems with 4 and 8 qubits. They present little to no differences, independent on the number of qubits (this is also true for other dimensions not presented, as seen in App. C). When defining the ansätze, we discussed that Ansatz 1 and 2 should present the same entanglement considering only 1 layer, but this is not necessarily true for more layers as the effects of the differences due to additional local operations could change the superpositions and entanglement generation. By the data in Fig. 15, the additional local operations between entangling steps do not affect output entangled states. Therefore, the additional randomness introduced will have influences only on the expressibility of the circuits. A slight difference is observed for the all-to-all connectivity at 2 layers, but it disappears for 3 layers. This result is interesting because both ansätze will have equivalent entanglement and we can isolate effects due to the local parameterized gates.
As entanglement was already discussed in detail for Ansatz 1 and will have the same properties for Ansatz 2, we turn our attention to the relative entropy and which are the differences between ansätze. In Fig. 16, the peculiarities of Ansatz 2 start to appear: Already at 1 layer, the circuits present a distinction between the no connections and the connected topologies, which have a smaller relative entropy. Ansatz 2 takes advantage of the generated entanglement without additional cost of two qubits gates by changing local coherences with the local unitaries. Introducing more local parameters it is possible to increase the expressibility of the circuits. Another property observed is that the hierarchy between circuits already exists at only one layer, even for the smaller dimension of 4 qubits.

In Fig. 17 the more interesting characteristics of Ansatz 2 can be seen in detail using a logarithmic scale. At smaller dimensions, Fig. 17 (a) and (b), the evolution of the relative entropy for Ansatz 2 is close to the evolution of Ansatz 1, however, the values for 2 layers of Ansatz 1 are equivalent to only 1 layer of Ansatz 2. For example, in (a), the saturation value of $5 \cdot 10^{-3}$ nats is achieved already at only 2 layers, while it takes at least 4 layers in the case of Ansatz 1. In (b), a saturation is achieved at around $1 \cdot 10^{-3}$ nats, while for Ansatz 1 the circuits still have a decreasing relative entropy for 5 layers and above $1 \cdot 10^{-3}$ nats. From this point of view, the structure of Ansatz 2 is optimized to achieve the uniform distribution of states, applying less entangling gates and more local operations.
Increasing the dimension of the system, Ansatz 2 still has a steepest decrease of $D_{KL}$ as a function of the number of layers when compared to Ansatz 1, but this equivalence of 2 layers of A1 to achieve the same values of 1 layer of A2 is not true anymore and more layers are necessary for A2, so the decrease is slower. Up to 3 layers, the effects of local parameters in A2 are very beneficial, decreasing quickly the relative entropy. However, at 4 and 5 layers, we can see that the evolutions start to get erratic, increasing instead of decreasing as in the case of ring topology in Fig. 17 (b), (c) and (d), so the randomness introduced by the local parameters harms the decrease and more layers are not necessarily a condition to obtain circuits closer to the uniform case.
In the case of Ansatz 1, the entanglement is not so influential at smaller dimensions and the effects of generating entanglement close to the uniformly distributed ensemble are more appreciable for systems with more than 4 qubits. Now, Ansatz 2 presents a hierarchy between topologies already at 1 layer and the effects of generating the entanglement of generic random states are influential from the very beginning. This seems to contradict the discussion made before, but the new elements introduced in Ansatz 2 have to be taken into account: The additional step of local operations will provide more freedom on what are the states that can be built using the circuit. For every entangled state produced in Ansatz 1, Ansatz 2 can create many different states without changing the entanglement. In this sense, generating entanglement closer to the CUE mean is not useful in the smaller dimensions case if one does not have freedom on the local coherences (as observed for A1), but can be valuable if we have access to additional local operations. Still, without this “local freedom”, tuned entanglement generation can be very useful in higher dimensions.

These observations are in consonance with results presented in Ref. (20). In this work, there are circuits structures whose mean entanglement generated at 1 layer are very close to the CUE mean, however present relatively lower expressibility values when compared to other circuits with entanglement farther from the CUE mean. It is necessary to highlight that those circuits have very distinct connection structures when compared between them (including the existence or lack of parameterized two qubit gates), which is an analysis very different from the one presented in our work. Going beyond that, remarkably, one of the referred circuits\textsuperscript{9} has an expressibility increase as a function of the number of layers that surpass many others which do not possess the same entanglement characteristics. Therefore, even though the mean entanglement possess the characteristics of a uniformly distributed state, the parameterization of this circuit does not provide enough freedom to construct generic states at small layer numbers. By increasing the number of parameters, the circuit can quickly achieve high expressibility values\textsuperscript{10}. The results of expressibility evolution as a function of number of number of 2 qubits operations is presented in the supporting information of Ref. (20). This parameter can be seen as equivalent to the number of layers here, as there the number of 2 qubits gates only increases with repeating layers.

It is also important to stress the peculiarities of our results. The use of the Meyer-Wallach and other entanglement quantifiers to characterize pseudorandom circuits is not recent. The work of Ref. (40) studies how the topology of connections and the different gates applied locally to qubits will influence the evolution to a pseudorandom circuit with concatenations. These two parameters are taken into account to verify the convergence

\textsuperscript{9} In Ref. (20) called “Circuit 2”.

\textsuperscript{10} Another example in this same work (Ref. (20)) is “Circuit 9”, that is capable of generating the entanglement of the CUE ensemble in only one layer, but has low expressibility and the sole generation of entanglement is not enough.
to pseudorandom circuits and the mean entanglement is used as a second diagnostics of convergence. Despite the apparent degeneracy of our work with those results, here we are looking to a new kind of circuits (PQCs) and entanglement is not only a diagnosis, but an influence to the convergence. Also, the occurrence of convergence is not our final objective and we studied regimes where the circuit is relatively distant from a pseudorandom circuit (1 layer) and how this influences its behavior relatively close to a pseudorandom circuit (5 layers). The results in this section provide a characterization of different topologies available in contemporary quantum hardwares, that can be employed in many different contexts with different requirements depending on the application.

6.3 Numerical simulations: comparison with entanglement of paradigmatic states

In this section we discuss how the mean entanglement values can be compared to the entanglement of the paradigmatic states, using the Meyer-Wallach/Scott 1 and Scott 2. The conditions were divided into two groups: even number of qubits, Fig. 18, and odd number of qubits, Fig. 19, due to the differences of the paradigmatic states $EPR_{\text{even}}$ and $EPR_{\text{odd}}$.

In Fig. 18, the first noticeable aspect is how the S2 entanglement quantifier is capable of breaking the degeneracy of states $GHZ_n$ and $EPR_{\text{even}}$ that appears in the left column (Fig. 18 (a), (c) and (d)). The only situation where this is not possible is in (b), as S2 assumes the same value for both states. It is hard to draw conclusions comparing the entanglement of the circuits with the entanglement of these paradigmatic states, as the two quantifiers have very different values for them. In the case of S1, only circuits of higher dimensions have mean values close to and standard deviations including these states, as seen in Figs. 18 (e) and 19 (d). However, looking at S2, it appears that circuits linear, ring and all-to-all have entanglement values close to the $EPR_{\text{even}}$, however are getting farther from $GHZ_n$ with increased dimension, Fig. 18 (d) and (f).

The $W_n$ state, conversely, has properties very close to the star circuit. Independent of the dimension, including the odd number of qubits in Fig. 19, and of the quantifier, S1 or S2, the star topology at 1 layer always generate entanglement with means close to or standard deviations including $W_n$. Therefore the characteristics of its entanglement have very similar properties to the $W_n$ states. When the number of layers is increased, the star entanglement gets farther, but this is expected as it is loosing its initial properties and converging to the entanglement of generic states. At 2 layers and considering odd number of qubits, the star circuit is close to the entanglement of $EPR_{\text{odd}}$, as seen in Fig. 19 (b), (c), (d) and (e). The $EPR_{\text{odd}}$ states will have entanglement very closely connected to circuits linear and all-to-all, at only one layer. This is seem using both quantifiers and for all odd dimensions.

The ring topology, which has the entanglement properties closer to the entangle-
ment of generic states and presents the steepest evolution to the uniformly distributed generation of states, has entanglement means and standard deviations that usually do not match any of the paradigmatic states. This match only occurs at the 3 qubits dimension. In this sense, we can say that the generic states entanglement is not well described only by the means of specific paradigmatic states. This conclusion was also made in Ref. (108) when quantifying the amount of genuine multipartite entanglement generated by chaotic quantum dynamics using the $n$–tangle quantifier, that is maximal only for $GHZ_n$ states. Generic states present entanglement characteristics that saturate entanglement quantifiers in high dimensions and, in the multipartite case of Scott quantifiers, the ordering of entangled states is not well defined. States more entangled considering a specific $m$ not necessarily are more entangled considering a different $m'$. This is seen comparing the entanglement of states $EPR_n$ and $GHZ_n$. S1 has values for $GHZ_n$ that are greater than or equal to for $EPR_n$, but S2 has values the other way around. Still, generic states will always be highly entangled, so it is hard to connect their characteristics with the paradigmatic states studied here.
Figure 18 – Mean entanglement values of the quantifiers Meyer-Wallach/Scott 1 (S1) and Scott 2 (S2), for all the topologies considering even number of qubits. The dashed lines are the values for the paradigmatic states: dark purple is the $W_n$, red the $GHZ_n$ state and blue the $EPR_{even}$ state. The first column presents the values for $S1$ and the second column for $S2$. The rows are organized with increasing number of qubits, this way (a) $S1$, 4 qubits, (b) $S2$, 4 qubits, (c) $S1$, 6 qubits, (d) $S2$, 6 qubits, (e) $S1$, 8 qubits and (f) $S2$, 8 qubits.

Source: By the author.
Figure 19 – Mean entanglement values of the quantifiers Meyer-Wallach/Scott 1 (S1) and Scott 2 (S2), for all the topologies considering odd number of qubits. The dashed lines are the values for the paradigmatic states: dark purple is the $W_n$, red the $GHZ_n$ state and green the $EPR_{even}$ state. The first column presents the values for S1 and the second column for S2. The rows are organized with increasing number of qubits, this way (a) S1, 3 qubits, (b) S1, 5 qubits, (c) S2, 5 qubits, (d) S1, 7 qubits and (e) S2, 7 qubits. The S2 is not defined when $n = 3$ qubits, as $m \leq \lfloor n/2 \rfloor$.

Source: By the author.
7 CONCLUDING REMARKS

The research field of Quantum Technologies is intensely changing and new proposals have been dissected and explored to understand which are the viable future directions. This intensity can be very challenging, as new scientific material is constantly being released, while we observe the rise and fall of methods. The main motivation of our work was the characterization of a building block, the Parameterized Quantum Circuits, in one of these recently proposed methods: Variational Quantum Algorithms. We considered different circuit structures based on the capabilities of available quantum computers in the contemporary NISQ era, encoded in the connectivities between qubits. To compare these connectivities, we chose the expressibility and entanglement capability (mean entanglement) quantifiers, proposed and well known in the VQAs field. It is important to highlight that these quantifiers characterize the static behavior of these circuits. We are not considering the dynamical behavior generated when the circuit is trained, a characteristic of VQA. Still, our characterizations are of great importance for the dynamical behavior, as they can be correlated with the algorithm performance.

We began the thesis by discussing and defining the main properties of uniformly distributed states and entanglement, ingredients needed to understand the quantifiers. These chapters pointed out how the generation of states with these properties is very useful in different contexts and paved the way to the definition of the quantifiers used in the work.

Following, the results chapter started with the definitions of the circuits chosen for this work, Ansatz 1 and 2, which differ only in the local gates and parameterization after entangling operations. We then presented the expressibility and entanglement of Ansatz 1. A saturation of the expressibility as a function of the number of layers for the no connections circuit was observed, due to the inability of generating entanglement. A striking result is that the values observed for the no connections at only 1 layer is comparable to the connected topologies, even without entanglement generation. At this point, there is no hierarchy between the different topologies for every studied dimension. When inspected in detail, the connected topologies evolve to zero very closely in the smaller dimensions of 3 to 5 qubits. However, with increased number of qubits, 6 to 8, a hierarchy between topologies is established. The ring circuits evolves faster to $D_{KL} = 0$ nats, followed by linear/all-to-all almost together and finally star. The expressibility saturated in different values depending on the number of qubits. This is noticed for 3 to 6 qubits, but it seems that it would occur also for 7 and 8 if additional layers were executed.

To argue these differences, we analysed the mean entanglement, quantified using the Meyer-Wallach or Scott 1, generated by these connected topologies. The Scott 2 was
not explicitly applied in this part, as the results showed the observations are very similar as a function of the number of layers. Comparing to the mean entanglement presented by uniformly random generated states (Circular Unitary Ensemble), we noticed that the closer the mean entanglement of a topology is to the CUE value, the steepest is its evolution to maximum expressibility. However, how close these values are is independent of the dimension of the system, contrasting with the evolution of expressibilities that presents a hierarchy only at higher dimensions. We decided to have a closer look at the standard deviation of the mean entanglement generated by the circuits. The circuits generating entanglement closer to the CUE mean also generate standard deviations closer to the CUE ones, following the same hierarchy. At lower dimensions, the entanglement of uniformly distributed states has standard deviations that are not too much concentrated around the mean, so there is some freedom in the entanglement values the states can possibly have. Increasing the dimension, the mean also increases and, due to the concentration of measure phenomenon, the standard deviation exponentially decreases. This way, the states generated by the CUE are highly entangled and highly concentrated around the mean. This, considering higher dimensions, will avoid circuits generating entanglement that is not high and concentrated around the mean to evolve to the real uniformly distributed states, slowing the expressibility evolution as a function of the number of layers. Using the frame potentials, we showed that the entanglement generation is not connected to the circuits being closer or farther to a $2$–design, removing possible doubts about a possible initial biased randomness of the ring circuit. So the hierarchy ring, linear/all-to-all and then star can be justified by entanglement characteristics of the circuits. We need to stress that this correlation between entanglement and expressibility needs to be studied also from the viewpoint of other complexity/comparison to Haar quantifiers, so we can argue that there is no bias coming from the particular quantifier applied in this work. Also, further studies could apply tools from pseudorandom circuits characterization, including analytical rigorous proofs (40,104,106,107), explicitly considering generation of entanglement for each concatenation, a hypothesis not applied yet to the best of our knowledge. The study of other characteristics, as scrambling (39) or magic states generation (113), or different quantum correlations can be a very interesting future direction.

Ansatz 2 was introduced to understand which are the influences of additional local gates and parameters to expressibility when considering the same entanglement as in Ansatz 1. The entanglement plots showed that they indeed generate the same entanglement. We saw that the connected topologies will have lower values of relative entropy already at 1 layer, because the local parameterization allows to build entangled states with different local coherences, when compared to Ansatz 1. Also, the hierarchy between topologies is established already at 1 layer for Ansatz 2, with circuits generating entanglement closer to the CUE values having a steeper increase of expressibility. These results show that generating entanglement closer to CUE is not useful for smaller dimensions if
we do not have additional freedom on building local superpositions, but is very influential if we do.

When comparing the entanglement values of the different circuits with the chosen paradigmatic states $|EPR_n\rangle$, $|GHZ_n\rangle$ and $|W_n\rangle$, we applied both Scott 1 and 2 to break the degeneracies $S_1$ can present. On the one hand, the $EPR_{even}$ and $GHZ_n$ were not very useful to understand the circuits characteristics, as the $S_1$ and $S_2$ quantifiers do not agree with the identification of the states entanglement values with the circuits ones. On the other hand, the $W_n$ state has properties very close to the star circuit entanglement, a conclusion provided by both quantifiers at 1 layer. Increasing to 2 layers and considering odd number of qubits, the star circuit gets closer to the $EPR_{odd}$ entanglement. Also, $EPR_{odd}$ is very closely connected to the linear/all-to-all circuits entanglement at only one layer for every odd dimensions studied. Finally, the ring circuit, whose entanglement is the closest to the CUE, cannot be identified with any of the paradigmatic states.

In the second chapter of this thesis, we discussed how highly expressible quantum circuits can harm parameter optimization in VQAs. One of the contributions of our work is to the choice of possible connectivities between qubits that can generate entanglement and also present limited expressibility, so the optimization is not too damaged. For example, we saw that the star circuit have the slowest convergence to the Haar case as a function of the number of layers. This way, choosing an architecture with star topology, we can increase the number of parameters and the freedom of optimization and, at the same time, alleviate the drawback of high expressibility values. In terms of the capability of generating uniformly distributed states, our results also show that at only 1 layer the no connections circuit will have a performance close to connected topologies, being a less expensive alternative.

Even though the initial motivation of our work was the characterization of PQCs for applications in VQAs, the calculations led us to the realization that these circuits can replicate properties of pseudorandom circuits when we look at the generated unitaries and states by sampling the parameters randomly. This way, the value of our results is not restricted to this family of algorithms, but can be applied in contexts where random circuits are needed. The advantage of PQCs over known pseudorandom circuits is that they do not rely on changing the order of application and qubits involved in the execution of the gate set. This way, using a fixed structure circuit and classically sampling the parameters, we can generated pseudorandom states.

In our next steps, we seek to characterize these circuits when considering different probability distributions for parameters sampling (e.g., exponential, normal, $q$-exponential (114)), from the point of view of expressibility and average entanglement to understand how they will affect the random states. These results will be compared with a different tool applied for the characterization of pseudorandom circuits: The majorization method.
We plan to explore how PQC's will perform in the context of circuit based quantum reservoir computing, that relies on pseudorandom circuits to generate random states whose expectation values for some chosen local observables are given as inputs to a classical neural network. The neural network is then optimized to accomplish a task.
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APPENDIX A – SYMMETRIC SUBSPACES AND ORTHOGONAL PROJECTORS

This appendix is devoted to obtain an important relation between states generated by the invariant Haar measure and symmetric subspaces of a particular Hilbert space, applied in Sec. 5.1. Going beyond the importance of this result, the discussion here connects invariance properties of measures with orthogonal projectors. The results presented here are based on the work of Harrow (116) and Bohdanowicz (117) about symmetric subspaces, with extra detail in the calculations. The reference article begins with the particular case of symmetric groups, however, as we already introduced the invariant Haar measure for compact groups and its properties in Sec. 3.1, we are going to start with the general case and then restrict to the particularities of symmetric groups.

We begin by defining and characterizing orthogonal projectors according to the lectures of Vorobets and based on the Friedberg, Insel, Spence linear algebra book (118, 119).

Definition 8. Let $W$ be an inner product space and $V \subset W$ a subspace such that $W = V \oplus V \perp$. We define the orthogonal projector onto $V$, $\Pi_V$, as the operator that satisfies

$$\forall \vec{x} \in W \exists \vec{p} \in V, \vec{o} \in V \perp, \quad \vec{x} = \vec{p} + \vec{o};$$

(A.1)

then

$$\Pi_V(\vec{x}) := \vec{p}. \quad \text{(A.2)}$$

The defined orthogonal projector operator satisfies linearity conditions. We should be aware that this definition is a restriction of the one posed for general projector operators, for which the space is decomposed as a direct sum of two subspaces not necessarily orthogonal to each other. In the next proposition we are going to proof three characteristics of the orthogonal projector operators, the first two valid for general projectors and the last one due to the orthogonal direct sum decomposition.

Proposition 2. The orthogonal projector operator $\Pi_V$ satisfies the conditions:

1. The range$^2$ of $\Pi_V$ is $V$ and the kernel$^3$ is $V \perp$;

---

1. Direct sum, namely $W = V + V \perp$ and $V \cap V \perp = \emptyset$.
2. The range of a linear operator is defined as range$(L) := \text{span}[\text{columns}(L)]$, i.e., the space obtained from linear combinations of the column vectors of the operator (58).
3. Given a linear operator between vector spaces $V$ and $W$, $L : V \rightarrow W$, the kernel is defined as ker$(L) := \{ \vec{v} \in V | L(\vec{v}) = \vec{0}, \vec{0} \in W \}$ (58).

---
2. \( \Pi_V \) is idempotent, namely \( \Pi^2_V = \Pi_V \);

3. \( \Pi_V \) is self-adjoint, \( \Pi^*_V = \Pi_V \).

Proof. By definition, \( \Pi_V \) is zero when restricted to vectors \( \in V^\perp \), therefore \( \ker(\Pi_V) = V^\perp \). Again, by definition, the image\(^4\) of the projector \( \text{Im}(\Pi_V) \subseteq V \). Taking any \( \vec{v} \in V \), \( \Pi_V(\vec{v}) = \vec{v} \Rightarrow V \subseteq \text{Im}(\Pi_V) \). This way, \( \text{Im}(\Pi_V) = \text{range}(\Pi_V) = V \). Property 2 can be proven taking any \( \vec{x} = \vec{p} + \vec{o} \in W \), where \( \vec{x} \in V \) and \( \vec{o} \in V^\perp \), and applying \( \Pi_V \) twice

\[
\Pi^2_V(\vec{x}) = \Pi_V(\vec{p}) = \Pi_V(\vec{x}) \Rightarrow \Pi^2_V = \Pi_V. \tag{A.3}
\]

Notice that we only considered up to now that the operator generates vectors inside one subspace of a direct sum decomposition of the space \( W \), so the inner product structure was not necessary. Now, we prove property 3 by assuming that the subspaces are orthogonal. Take any two vectors \( \vec{x}, \vec{y} \in W \), decomposed as \( \vec{x} = \vec{p}_1 + \vec{o}_1 \) and \( \vec{x} = \vec{p}_2 + \vec{o}_2 \). If \( \langle \cdot, \cdot \rangle \) is an inner product on \( W \), we have that

\[
\langle \Pi_V(\vec{x}), \vec{y} \rangle = \langle \vec{p}_1, \vec{p}_2 + \vec{o}_2 \rangle = \langle \vec{p}_1, \vec{p}_2 \rangle; \tag{A.4}
\]

\[
\langle \vec{x}, \Pi_V(\vec{y}) \rangle = \langle \vec{p}_1 + \vec{o}_1, \vec{p}_2 \rangle = \langle \vec{p}_1, \vec{p}_2 \rangle,
\]

therefore, \( \langle \Pi_V(\vec{x}), \vec{y} \rangle = \langle \vec{x}, \Pi_V(\vec{y}) \rangle, \forall \vec{x}, \vec{y}, \) which is the definition of a self-adjoint operator: \( \Pi^*_V = \Pi_V \).

\[\square\]

Now, we can turn our attention to the orthogonal projectors generated using an invariant measure over the group.

Theorem 4.\(^5\) Let \( G \) be a group with an invariant normalized measure \( \mu \) and an unitary representation \( R : G \to L(V) \), where \( L(V) \) are the linear operators on the vector space \( V \). Define

\[
V^G := \{ |\psi \rangle \in V | R(g) |\psi \rangle = |\psi \rangle \forall g \in G \} \tag{A.5}
\]

and

\[
\Pi := \int_G d\mu(x) R(x), \tag{A.6}
\]

---

\(^4\) The image of a linear operator \( L \) acting between vector spaces \( V \) and \( W \) is defined as \( \text{Im}(L) := \{ L(\vec{v}) \mid \vec{v} \in V \} \) or the set of vectors obtained by the action of \( L \) (58).

\(^5\) In the original work by Harrow (116), the normalization of the measure and the unitarity of the representation are not explicitly required, however both conditions are necessary to complete the proof of the theorem.
then \( \Pi \) is an orthogonal projector onto \( V^\Phi \), satisfying the condition \( \Pi \Pi^\dagger = \Pi \).

**Proof.** To prove this theorem, we need first to show that the operator defined satisfies the characteristics of an orthogonal projector and then show that the projected subspace is indeed \( V^\Phi \). To tackle the first part, we use the invariance property of the measure. Let \( R(g) \) be a representation on the vector space \( V \) of an element \( g \in G \)

\[
R(g)\Pi = \int_\Phi d\mu(x) R(x) = \int_\Phi d\mu(x)R(gx) = \int_\Phi d\mu(gx)R(gx) = \Pi, \quad (A.7)
\]

where we just applied the invariance properties of \( d\mu \). The same result is obtained multiplying by any \( R(g) \) from the right, as the measure is left and right invariant. Now, notice that

\[
\Pi^\dagger \Pi = \int_\Phi d\mu(x)R(x^{-1})\Pi = \int_\Phi d\mu(x)\Pi = \Pi \Rightarrow \Pi^\dagger \Pi = \Pi, \quad (A.8)
\]

the condition of an orthogonal projector. Here, the unitarity of the representation \( R(g)^\dagger = R(g^{-1}) \) and normalization of the measure \( \int_\Phi d\mu(x) = 1 \) were applied to obtain the final result.

Now we are going to prove that the space where \( \Pi \) projects is \( V^\Phi \). This is easy to do using

\[
R(g)\Pi |\psi\rangle = \Pi |\psi\rangle, \; \forall |\psi\rangle \in V. \quad (A.9)
\]

This implies that \( \text{Im}(\Pi) \subseteq V^\Phi \). Finally, to show that the other side is also true, we consider a vector \( |\psi\rangle \in V^\Phi \), then

\[
\Pi |\psi\rangle = \int_\Phi d\mu(x)R(x)|\psi\rangle = |\psi\rangle, \quad (A.10)
\]

implying \( V^\Phi \subseteq \text{Im}(\Pi) \). Therefore, \( V^\Phi = \text{Im}(\Pi) \).

\( \square \)

The most important part of this theorem is that it connects invariant measures over group manifolds (which are always available for compact groups, namely the Haar measure) with orthogonal projectors over group-invariant subspaces. The definition of \( V^\Phi \) is of a space that is invariant under the action of the group, an interesting requirement in many physical situations where symmetries are presented. One example of application of these properties was presented in Sec. 3.1 with the so-called G-twirling, \( G[\rho] := \int_\Phi d\mu(x)U(x)\rho U^\dagger(x) = \Pi\rho\Pi \). This operation symmetrizes the state under the action of the group, turning it into an invariant density matrix (50).
An important symmetry for many purposes is the invariance under permutation of \( n \) qudits\(^6\), i.e., invariance under the symmetric group of \( n \) elements, \( S_n \). The group invariant subspace is called symmetric subspace in this case. We are going to define a unitary representation, the orthogonal projector onto the symmetric subspace and then deduce some characteristics of these spaces. At the end of the complete discussion, we are going to prove the theorem relating Haar measures and symmetric spaces.

Let \((\mathbb{C}^d)^\otimes n\) be the state space of a \( n \)-qudit system and \( S_n \) be the symmetric group of \( n \) elements. Considering a permutation \( \pi \in S_n \), we define a unitary representation of this group element in the space \((\mathbb{C}^d)^\otimes n\) as

\[
P_d(\pi) := \sum_{i_1, i_2, \ldots, i_n \in [d]} |i_{\pi(1)}, \ldots, i_{\pi(n)}\rangle \langle i_1, \ldots, i_n|,
\]

being \([d] = \{1, \ldots, d\}\), \(\pi(\cdot)\) the action of the permutation on the index of a qudit and \(|i_1, \ldots, i_n\rangle\) an element of the qudit space basis. The orthogonal projector obtained in Theorem 4 will be in this case

\[
\Pi_{\text{sym}}^{d, n} = \frac{1}{n!} \sum_{\pi \in S_n} P_d(\pi),
\]

because the invariant Haar measure for finite discrete groups is just \(1/|\mathcal{G}|\), \(|\mathcal{G}|\) number of elements in the group. The subspace invariant under the action of the group, \(V^\oplus\), is the subspace invariant under qudits permutations and will be named symmetric subspace of \((\mathbb{C}^d)^\otimes n\), the \(\vee^n \mathbb{C}^d\). The symbol \(\vee\) denotes the symmetric tensor product, in opposition to the antisymmetric product denoted by \(\wedge\).

We are going to state a result about how the symmetric subspace can be generated as a vector space, built from two different yet equivalent approaches. The proof require some work and will not be provided here as it does not have important connections with our main objective. For more details, the interested reader can consult (116). Consider the vector space defined as

\[
A := \text{span}\{|\phi\rangle^\otimes n \mid |\phi\rangle \in \mathbb{C}^d\},
\]

where \(|\phi\rangle\) is an arbitrary state. The generated space satisfies \(A = \vee^n \mathbb{C}^d\). A simple example to clarify the meaning is the 2-qubits case, where

\[
A = \text{span}\{|\phi\rangle^\otimes 2 \mid |\phi\rangle \in \mathbb{C}^2\} = \text{span}\{(a|0\rangle + b|1\rangle)^\otimes 2\}.
\]

\(^6\) Despite our work is completely devoted to qubits, we chose to keep the original approach in (116) and talk about the general case of qudits.
The symmetric subspace in the 2-qubits case is generated by the triplet states $|00\rangle$, $|11\rangle$ and $1/\sqrt{2}(|01\rangle + |10\rangle)$, which are trivially generated considering the set $A$ in this case. If we set $a = 0$ or $b = 0$, we build the first two states. Considering the superposition of $(|0\rangle + i|1\rangle)^{\otimes 2}$ and $(i|0\rangle + |1\rangle)^{\otimes 2}$ we build the last one, up to a normalization constant. Notice that the space $A$ is constructed already with permutation invariant states.

Now, we are going to provide another characterization for the symmetric subspace. The first one will be valuable in demonstrations and this second will be interesting for calculating the dimension of this subspace. Let $\mathbb{Z}_+$ be the non-negative integers. We define

$$I_{d,n} := \{ \vec{t} = (t_1, \ldots, t_d) | t_i \in \mathbb{Z}_+, \sum_{i=1}^{d} t_i = n \}$$

as the set of types for a given $n$-qudits space. Every type define a set of states that have a specific number of qudits in each one of the $0, 1, \ldots, d$ states. For example, considering $d = 3$ and $n = 4$, the type $\vec{t} = (3, 0, 1)$ specifies the set of states

$$\{|000\rangle, |0200\rangle, |0020\rangle, |0002\rangle\}$$

where the possible states are $\{|0\rangle, |1\rangle, |2\rangle\}$ for each qutrit. The number of states that can be built from a given type $\vec{t}$ is given by the multinomial coefficient $\binom{n}{\vec{t}} = \frac{n!}{t_1! \cdots t_d!}$, i.e., in how many ways we can arrange $n$ qudits considering that there are $t_1$ qudits in state 1, $t_2$ qudits in state 2 and so on. There is a possible resemblance between the types and Fock states, however we have to be aware that types are not vectors defined in a Hilbert space.

If $\mathcal{J}(\vec{t})$ is the set of states with the same type $\vec{t}$, we can build the permutation invariant vector

$$|s_{\vec{t}}\rangle := \sqrt{\binom{n}{\vec{t}}} \sum_{\mathcal{J}(\vec{t})} |i_1, \ldots, i_n\rangle,$$

which is invariant because it is an equally weighted superposition of states with the same type, therefore permutations will take one state to the other, and finally the space

$$B := \text{span}\{|s_{\vec{t}}\rangle | \vec{t} \in I_{d,n} \}$$

that is again the same as the symmetric subspace, $B = \wedge^n \mathbb{C}^d$. This space is less obvious than $A$, but it is simple to understand why it is a construction of $\wedge^n \mathbb{C}^d$: by definition, the vectors in $B$ are symmetric, therefore $B \subseteq \wedge^n \mathbb{C}^d$. If we act with the orthogonal projector $\Pi_{\text{sym}}^{d,n}$ on an arbitrary state, we are going to generate a superposition of all the different vectors having the same type $\mathcal{J}(\vec{t})$, which is proportional to $|s_{\mathcal{J}(\vec{t})}\rangle$. This way, $\text{Im}(\Pi_{\text{sym}}^{d,n}) \subseteq B \Rightarrow \wedge^n \mathbb{C}^d = B$. 
By the construction of space $B$ we can determine the dimension of the symmetric subspace. As $B$ is the space spanned by the $\{|s_i\rangle\forall i \in \mathcal{I}_{d,n}$, we just have to determine the number of possible $i$ considering the space $(\mathbb{C}^d)^{\otimes n}$. A type defines the number of qudits in each of the $d$ qudit states considering $n$ qudits, therefore the number of types is the same as the number of ways $n$ indistinguishable balls can be arranged into $d$ boxes. This problem is solved by the famous method of balls and bars, where $d - 1$ bars are needed to generate $d$ boxes and we consider the total number of balls: in how many ways is it possible to arrange $n + d - 1$ elements into sets of size $d - 1$ (the elements that are going to be divisors)? The answer is simply

$$\dim[\vee^n (\mathbb{C}^d)] = \binom{n + d - 1}{d - 1},$$  \hspace{1cm} (A.19)$$

Now, the $A$ space construction is going to be applied to prove the following lemma, needed into the proof of the most important result of this section.

**Lemma 1.** Considering the $d$-dimensional unitary group acting on $\mathbb{C}^d$, $\mathcal{U}(d)$, the map $U \mapsto U^{\otimes n}$, $U \in \mathcal{U}(d)$, induces an irreducible representation on the space $\vee^n \mathbb{C}^d$.

**Proof.** Consider vectors $|\psi_1\rangle, |\psi_2\rangle \in \vee^n \mathbb{C}^d$ and $|\varphi_1\rangle, |\varphi_2\rangle \in \mathbb{C}^d$, from which the vectors $|\varphi_1\rangle^{\otimes n}, |\varphi_2\rangle^{\otimes n}$ are built. The vectors are chosen to satisfy

$$\begin{cases} 
\langle \psi_1 | \cdot |\varphi_1\rangle^{\otimes n} \neq 0 \\
\langle \psi_2 | \cdot |\varphi_2\rangle^{\otimes n} \neq 0
\end{cases}$$  \hspace{1cm} (A.20)$$

and the conditions are always possible to be satisfied, as these last two vectors are in $\vee^n \mathbb{C}^d$ by the construction of space $A$. Now, define unitaries $V_i$ drawn uniformly at random from the set of unitaries satisfying $V_i |\varphi_i\rangle = |\varphi_i\rangle$, $i = 1, 2$. These unitaries can be constructed by choosing a random unitary $U_{d-1} \in \mathcal{U}(d-1)$ and embedding it in the space orthogonal to $|\varphi_i\rangle$. Notice that the vector space generated by $|\varphi_i\rangle$ is invariant under the action of $V_i$ and we can use Theorem 4 cleverly. The unitary $V_i^{\otimes n}$ averaged over the group of unitaries will generate the orthogonal projector over the subspace invariant under $V_i^{\otimes n}$, i.e., generated by $|\varphi_i\rangle^{\otimes n}$ or

$$\mathbb{E}_{V_i}(V_i^{\otimes n}) := \int_{\mathcal{U}(d-1)} d\mu V_i^{\otimes n} = (|\varphi_i\rangle\langle \varphi_i|)^{\otimes n}, \hspace{0.5cm} i = 1, 2.$$  \hspace{1cm} (A.21)$$

If we consider another unitary $W \in \mathcal{U}(d)$ that transforms $|\varphi_2\rangle$ to $|\varphi_1\rangle$ as $W |\varphi_2\rangle = |\varphi_1\rangle$, we can build unitaries $U$ that have the same action, however rely on the invariance properties

\footnote{This lemma was rephrased from the original version of Harrow (116) for a better understanding. The original version reads: $\vee^n \mathbb{C}^d$ is an irreducible representation of $\mathcal{U}_d$ under the action $U \mapsto U^{\otimes n}$.}
of $V_2$ and $V_1$, namely $U \equiv V_1^\dagger WV_2$. We can calculate an average over these $U$ considering the averages over $V_1$ and $V_2$, which gives

$$
E_U(U^{\otimes n}) = \int d\mu_1 \mu_2 (V_1 U V_2)^{\otimes n} = \langle |\varphi_1\rangle |\varphi_2\rangle^{\otimes n}.
$$

(A.22)

Now, all the necessary tools to achieve the final result are set. To say that $U^{\otimes n}$ constitute an irreducible representation on the space $\mathbb{V}^n \mathbb{C}^d$ is the same as saying that there are no invariant subspaces in $\mathbb{V}^n \mathbb{C}^d$ under the action of $U^{\otimes n}$. This condition can be reflected by $\langle \psi_1 | U^{\otimes n} | \psi_2 \rangle \neq 0$ for arbitrary vectors $|\psi_1\rangle, |\psi_2\rangle \in \mathbb{V}^n \mathbb{C}^d$, because the existence of an invariant subspace requires an upper triangular block decomposition of the matrix representation in some basis (45, 46), so this condition will avoid the reducibility of the representation. In other words, if there is an ensemble of unitaries $U$ such that, on average, this condition is valid, we achieved the result. Using Eq. (A.22),

$$
E_U(|\psi_1\rangle |\psi_2\rangle) = \langle \psi_1 \cdot |\varphi_1\rangle^{\otimes n} \langle \varphi_2 | \psi_2\rangle \neq 0,
$$

due to the initial definition of vectors $|\varphi_1\rangle, |\varphi_2\rangle$ and $|\psi_1\rangle, |\psi_2\rangle$.

We now state and prove the final result.

**Theorem 5.** If $E_\varphi$ is the average over a randomly chosen unit vector $|\varphi\rangle \in \mathbb{C}^d$ considering an uniform distribution, then

$$
E_\varphi(\varphi^{\otimes n}) := \int Haar |\varphi\rangle^{\otimes n} d|\psi\rangle = \frac{\Pi^{d,n}_s}{\text{Tr}(\Pi^{d,n}_s)} = \frac{\Pi^{d,n}_s}{\dim(\mathbb{V}^n \mathbb{C}^d)}
$$

(A.24)

**Proof.** The operator $\rho = E_\varphi(\varphi^{\otimes n})$ is “symmetrized” under the action of $U^{\otimes n}$, therefore it is in the invariant subspace and commutes with every $U^{\otimes n}$. By the Schur lemma (45) and Lemma 1, $\rho$ must be proportional to the identity in the symmetric subspace, which is exactly $\Pi^{d,n}_s$, therefore $\rho = \lambda \mathbb{I}_{\mathbb{V}^n \mathbb{C}^d}$. Requiring that $\rho$ is a physical state with trace equal to one, we find that

$$
\lambda = \frac{1}{\dim(\mathbb{V}^n \mathbb{C}^d)}.
$$

(A.25)

and, finally, joining the constant $\lambda$ with the fact that the operator is the orthogonal projector on the symmetric subspace,

$$
E_\varphi(\varphi^{\otimes n}) = \frac{\Pi^{d,n}_s}{\dim(\mathbb{V}^n \mathbb{C}^d)}
$$

(A.26)
APPENDIX B – SCOTT ENTANGLEMENT MEASURE FOR THE PARADIGMATIC ODD EPR

In this section we are going to calculate the Scott measure in the cases \( m = 1 \) (Meyer-Wallach) and \( m = 2 \) for the paradigmatic state \( EPR_n \) when the number of qubits is odd. These states will have the form

\[
|EPR_n\rangle = |0_1\rangle \otimes |\Phi^+\rangle^{\otimes (n-1)/2}.
\]  

(B.1)

Before we start the calculations, we are going to state a result for the purity of states in the Schmidt decomposition. If a state is decomposed in the Schmidt basis for the bipartition \( \mathcal{H}_A \otimes \mathcal{H}_B \), with \( m = \min \{ \dim(\mathcal{H}_A), \dim(\mathcal{H}_B) \} \) as

\[
|\psi\rangle = \sum_{i=1}^{m} \lambda_i |i_A\rangle \otimes |i_B\rangle,
\]

(B.2)

the reduced states for system \( A \) and \( B \) will have the same eigenvalues in a different basis. If \( |\psi\rangle\langle\psi| = \rho \), the reduced state for subsystem \( B \) is

\[
\rho_B = \text{Tr}_A(\rho) = \sum_{i=1}^{m} \lambda_i^2 |i_B\rangle\langle i_B|,
\]

(B.3)

and analogously for \( A \). This way, the Schmidt coefficients provide all the information we need to characterize the subsystems locally, as they provide a kind of spectral decomposition of the subsystems in the local basis. Also, the reduced states will have identical probabilities. If we take the square of the reduced matrix and then calculate the complete trace of this, we are going to achieve the purity, which is given in terms of the Schmidt coefficients as

\[
\text{Pur}(\rho_B) \equiv \text{Tr}(\rho_B^2) = \sum_{i=1}^{m} \lambda_i^4,
\]

(B.4)

which we are going to apply in the next results.

B.1 Scott 1 or Meyer-Wallach entanglement measure

In the Meyer-Wallach case, using Eq. (4.50) in terms of the purity of the reduced states, we only need to determine the values of the purities when we trace out one qubit. In the state \( |EPR_{odd}\rangle = |0_1\rangle \otimes |\Phi^+\rangle^{\otimes (n-1)/2} \) we only have two possible cases: The separable qubit and a qubit inside of a Bell state, which will all have the same purity by symmetry. For the separable qubit case we can argue that the purity of the reduced state has to be one, as the reduced state in a separable state is pure. Now, we are going to consider
qubits inside Bell states. To do so, a subscript on the ket states will be used to index the subsystems, so we can change the position of the vectors in the tensor product to have a better visualization of the Schmidt decomposition, without losing the information about which is the subsystem we are manipulating. To simplify the notation and without loss of generality, we are going to consider the “first” qubit inside a Bell state, namely qubit 2. Reading

\[
|\text{EPR}_n\rangle = |0_1\rangle \otimes \frac{1}{\sqrt{2}}(|00_{23}\rangle + |11_{23}\rangle) \otimes \Phi^+ \otimes (n-1)/2-1
\]

where \(\tilde{\Phi}\) stands for the product of Bell states in the rest of the qubits not explicitly indexed. This state is already in the Schmidt decomposition considering the bipartition qubit 2 and the rest of the system. This way, we can calculate the purity using the Schmidt coefficients as in Eq. (B.4), to obtain \(\text{Pur}(\rho_2) = 1/2\). By the symmetry of the state, there will be \(n - 1\) qubits in this situation (all of them, except for the separable one), we will have a contribution of \(1/2(n - 1)\) to the purity sum. Substituting in Eq. (4.50), we obtain

\[
Q_1(\text{EPR}_n) = 2 - \frac{1}{n} \sum_{k=1}^{(n-1)/2} \text{Tr}(\rho_k^2) = 2 \left[ 1 - \frac{1}{n} \left( 1 + \frac{1}{2}(n - 1) \right) \right] = \frac{n - 1}{n}. \tag{B.6}
\]

B.2 Scott 2

Now, to calculate the Scott measure of order 2 for the state, we are going to consider the decomposition proposed by Rigolin-Oliveira-Oliveira, Eq. (4.53). We will have to consider different possible neighbours, \(l\), for the fixed bipartition cut of 2 qubits and rest of the system. We are going to compute \(G(2, l)\) for different \(l\) values and show that, in fact, there are only two possibilities. The notation for subscripts here will be the same as in the previous section.

First we consider the case \(l = 1\), i.e., bipartitions 2 qubits and the rest of the system where these 2 qubits are first neighbours. When the 2 qubits are the qubits inside one of the Bell states in the decomposition, named here \(j\) and \(j + 1\), we have

\[
|\text{EPR}_n\rangle = |\phi_{j,j+1}^+\rangle \otimes \left(|0_1\rangle \otimes |\Phi^+\rangle \otimes k\right), \tag{B.7}
\]

where the \(k\) are every other pair of qubits in a Bell state. Using, again, the Schmidt decomposition, we see that the contribution for the purity sum will be \(\text{Pur}(\rho_{j,j+1}) = 1\). There will be \((n - 1)/2\) such cases, contributing to the purity sum with \((n - 1)/2\). We have also the term analogous to the one in the previous section, where we consider one
qubit from a Bell state and the separable $|0\rangle_1$. We already calculated the contribution for the purity and concluded it will be $1/2$. Finally, we will have the case including one qubit from each of two neighbouring Bell states and the rest of the system. If we analyse the case of the first two Bell states for simplicity of notation,

$$|EPR_n\rangle = |0_1\rangle \otimes \left( \frac{|00_{23}\rangle + |11_{23}\rangle}{\sqrt{2}} \right) \otimes \left( \frac{|00_{45}\rangle + |11_{45}\rangle}{\sqrt{2}} \right) \otimes |\Phi^+\rangle^\otimes k,$$

$$= \frac{1}{2}\{ |00_{34}\rangle \otimes |00_{25}\rangle \otimes |\varphi\rangle + |01_{34}\rangle \otimes |01_{25}\rangle \otimes |\varphi\rangle +$$

$$+ |10_{34}\rangle \otimes |10_{25}\rangle \otimes |\varphi\rangle + |11_{34}\rangle \otimes |11_{25}\rangle \otimes |\varphi\rangle \},$$

(B.8)

where we defined $|\varphi\rangle \equiv |0_1\rangle \otimes |\Phi^+\rangle^\otimes k$. Considering the purity calculated using the Schmidt coefficients, we have $\text{Pur}(\rho_{34}) = 4 \cdot 1/2^4 = 1/4$. There will be $(n-1)/2 - 1$ such cases, contributing with $(n-3)/2 \cdot 1/4 = (n-3)/8$. Putting altogether,

$$\sum_{j=1}^{n-1} \text{Tr}(\rho_{j,j+1}^2) = \frac{n-1}{2} + \frac{1}{2} + \frac{n-3}{8} = \frac{5n-3}{8},$$

(B.10)

and, finally,

$$G(2,1) = \frac{4}{3} \left[ 1 - \frac{1}{n-1} \frac{5n-3}{8} \right] = \frac{3n-5}{6(n-1)}.$$  

(B.11)

Now, we can start the other possible case, $l \geq 2$. We already know all the possible values the purity can take, given that the state is symmetric. We only have to count the different possibilities and sum them. There will be

- One case involving the separable $|0_1\rangle$, contributing with $1/2$;

- $n-1-l$ possible $l$–th neighbours including qubits from different Bell states, contributing with $(n-1-l)/4$. This can be seen by the fact that there all qubit will have a neighbour $l$ qubits ahead, up to the $n-l$ qubit. However, as this case excludes the first qubit, there will be $n-1-l$ such cases.

Resulting in the purity sum

$$\sum_{j=1}^{n-l} \text{Tr}(\rho_{j,j+l}^2) = \frac{n-1-l}{4} + \frac{1}{2} = \frac{n+1-l}{4}.$$  

(B.12)

and

$$G(2,l \geq 2) = \frac{4}{3} \left[ 1 - \frac{1}{n-l} \frac{n+1-l}{4} \right] = 1 - \frac{1}{3(n-l)}.$$  

(B.13)
We can now turn to $Q_2$ as presented in Eq. (4.53) and sum everything up

$$Q_2(EPR_n) = \frac{2}{n(n-1)} \left[ (n-1)G(2,1) + \sum_{l=2}^{n-1} (n-l)G(2,l \geq 2) \right]; \quad (B.14)$$

the term inside bracket has a part already defined in terms of $n$, proportional to $G(2,1)$ and a part that depends on $l$. By performing the sums

$$\sum_{l=2}^{n-1} (n-l) \left( 1 - \frac{1}{3(n-l)} \right) = \sum_{l=2}^{n-1} \left( n - \frac{1}{3} \right) - \sum_{l=2}^{n-1} l = \left( n - \frac{1}{3} \right) (n-2) - \frac{n(n-1)-2}{2}. \quad (B.15)$$

and the entanglement measure will finally be

$$Q_2(EPR_n) = \frac{2}{n(n-1)} \left[ \frac{5-8n+3n^2}{6} \right] = \frac{3n^2-8n+5}{3n(n-1)} = \frac{3n-5}{3n}. \quad (B.16)$$
APPENDIX C – ADDITIONAL DATA

In this section we are going to present the complementary data of conditions discussed in Chap. 6, but not presented at that point to simplify the results presentation and discussion. The data will not be discussed, as all the features were already treated in the main text chapters.

![Figure 20 – Ansatz 1: relative entropy in logarithmic scale as a function of the number of layers for all connected connectivities, considering the case of (a) 3 qubits, (b) 4 qubits, (c) 5 qubits, (d) 6 qubits, (e) 7 qubits and (f) 8 qubits.](image)

Source: By the author.
Figure 21 – Ansatz 2: relative entropy in logarithmic scale as a function of the number of layers for all connected connectivities, considering the case of (a) 3 qubits, (b) 4 qubits, (c) 5 qubits, (d) 6 qubits, (e) 7 qubits and (f) 8 qubits.

Source: By the author.
Figure 22 – Ansatz 1: normalized subtraction of the CUE ensemble mean minus the circuit mean of the Meyer-Wallach measure for all connected topologies as a function of the number of layers for (a) 3 qubits, (b) 4 qubits, (c) 5 qubits, (d) 6 qubits, (e) 7 qubits and (f) 8 qubits. The analytical value used for the CUE mean depends on the dimension and is given in Eq. 5.16.

Source: By the author.
Figure 23 – Ansatz 2: normalized subtraction of the CUE ensemble mean minus the circuit mean of the Meyer-Wallach measure for all connected topologies as a function of the number of layers for (a) 3 qubits, (b) 4 qubits, (c) 5 qubits, (d) 6 qubits, (e) 7 qubits and (f) 8 qubits. The analytical value used for the CUE mean depends on the dimension and is given in Eq. 5.16.

Source: By the author.
Figure 24 – Ansatz 1: standard deviation of the Meyer-Wallach measure for all connected topologies as a function of the number of layers for (a) 3 qubits, (b) 4 qubits, (c) 5 qubits, (d) 6 qubits, (e) 7 qubits and (f) 8 qubits. The traced line indicates the standard deviation values for the CUE, which depends on the dimension and is given in Eq. 5.17.

Source: By the author.
Figure 25 – Ansatz 2: standard deviation of the Meyer-Wallach measure for all connected topologies as a function of the number of layers for (a) 3 qubits, (b) 4 qubits, (c) 5 qubits, (d) 6 qubits, (e) 7 qubits and (f) 8 qubits. The traced line indicates the standard deviation values for the CUE, which depends on the dimension and is given in Eq. 5.17.

Source: By the author.
Table 5 – Ansatz 1 values for the quantity $\|\mathcal{A}^{t=2}\|^2 = F^{(t=2)}_{\langle 0|0\rangle^n} - F^{(t=2)}_{Haar}$, that compares the circuit with a 2-design, depending on the topology and on the number of qubits, $n$, for all qubits numbers. The mean values and standard deviations were obtained over 20 independent calculations.

<table>
<thead>
<tr>
<th>Topology</th>
<th>$n = 3$</th>
<th>$n = 4$</th>
<th>$n = 5$</th>
<th>$n = 6$</th>
<th>$n = 7$</th>
<th>$n = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>No connections</td>
<td>$(1.3 \pm 0.1) \cdot 10^{-2}$</td>
<td>$(6.5 \pm 0.5) \cdot 10^{-3}$</td>
<td>$(3.0 \pm 0.3) \cdot 10^{-3}$</td>
<td>$(1.2 \pm 0.1) \cdot 10^{-3}$</td>
<td>$(4.6 \pm 0.7) \cdot 10^{-4}$</td>
<td>$(1.6 \pm 0.3) \cdot 10^{-4}$</td>
</tr>
<tr>
<td>Linear</td>
<td>$(1.3 \pm 0.1) \cdot 10^{-2}$</td>
<td>$(6.6 \pm 0.7) \cdot 10^{-3}$</td>
<td>$(3.0 \pm 0.3) \cdot 10^{-3}$</td>
<td>$(1.2 \pm 0.1) \cdot 10^{-3}$</td>
<td>$(4.5 \pm 0.6) \cdot 10^{-4}$</td>
<td>$(1.7 \pm 0.3) \cdot 10^{-4}$</td>
</tr>
<tr>
<td>Ring</td>
<td>$(1.3 \pm 0.1) \cdot 10^{-2}$</td>
<td>$(6.7 \pm 0.6) \cdot 10^{-3}$</td>
<td>$(3.0 \pm 0.3) \cdot 10^{-3}$</td>
<td>$(1.2 \pm 0.1) \cdot 10^{-3}$</td>
<td>$(4.3 \pm 0.6) \cdot 10^{-4}$</td>
<td>$(1.7 \pm 0.3) \cdot 10^{-4}$</td>
</tr>
<tr>
<td>Star</td>
<td>$-$</td>
<td>$(6.8 \pm 0.5) \cdot 10^{-3}$</td>
<td>$(3.0 \pm 0.3) \cdot 10^{-3}$</td>
<td>$(1.2 \pm 0.1) \cdot 10^{-3}$</td>
<td>$(4.4 \pm 0.6) \cdot 10^{-4}$</td>
<td>$(1.6 \pm 0.3) \cdot 10^{-4}$</td>
</tr>
<tr>
<td>All-to-all</td>
<td>$-$</td>
<td>$(6.6 \pm 0.6) \cdot 10^{-3}$</td>
<td>$(3.0 \pm 0.3) \cdot 10^{-3}$</td>
<td>$(1.2 \pm 0.2) \cdot 10^{-3}$</td>
<td>$(4.5 \pm 0.8) \cdot 10^{-4}$</td>
<td>$(1.6 \pm 0.3) \cdot 10^{-4}$</td>
</tr>
</tbody>
</table>

Source: By the author.