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ABSTRACT

PUPIM, L. Chiral Majoranas morphing into corner states in ordinary
QAH/SC systems. 2022. 95p. Dissertation (Master in Science) - Instituto de Física de
São Carlos, Universidade de São Paulo, São Carlos, 2022.

Today, the realization of Majorana states is one of the most sought after results in con-
densed matter. The focused attention on this issue comes from the desire of using these
states to create robust topological quantum computers. This quest may be accomplished
through many paths as there are several proposals for Majorana platforms. One of the
most recent paths involves high-order topological superconductivity. Here, we study a
junction formed by a quantum anomalou Hall system and an s-wave superconductor,
known for hosting chiral Majorana edge states, and show that by tuning parameters this
system can exhibit a 2nd-order phase with Majorana corner states. We model this sys-
tem via a single Dirac cone describing the surface state of a 3D topological insulator
in close proximity to a superconductor. We characterize this system through the lens of
the symmetries of the Hamiltonian and electronic transport within the non-equilibrium
Green’s function formalism. Our results extend the previous analysis from Qi et al. (1),
which only found first-order topological phases in a similar system. We show that four
Majorana corner states can emerge our QAH-SC setup within the previously proposed
chiral phase. In addition, we conjecture that these corner states are correlated to the
formation of “domain walls” in the pairing function due to the presence of boundaries
(edges and corner). We also show that these states are protected by a pair of magnetic
mirror symmetries. Moreover, in the absence of a topological invariant to characterize
this high-order phase, we determine an effective phase diagram for our finite system by
looking at the zero-bias conductance peaks. Through a characteristic e2/h zero-bias peak
and looking at the lowest energy states wave-function, we find a wide region in the (µ,∆)
parameter space corresponding to the 2nd-order phase with Majorana corner states. This
work extends our knowledge not only about this particular model Hamiltonian but also
about how we can find high-order topological superconductor phases.

Keywords: Majorana fermion. Topological superconductivity. High-order topological su-
perconductivity. Majorana corner states.





RESUMO

PUPIM, L. Transformando Majoranas quirais em corner states em sistemas
QAH/SC ordinários. 2022. 95p. Dissertação (Mestrado em Ciência) - Instituto de
Física de São Carlos, Universidade de São Paulo, São Carlos, 2022.

Hoje, a criação de estados de Majorana é um dos resultados mais procurados em matéria
condensada. A grande atenção para essa questão decorre da ideia de usar esses estados
para a criação de um computador quântico topológico. Existem diversos caminhos para
completar essa missão, uma vez que existem diversas plataformas para os estados de
Majorana. Um dos caminhos mais recente envolve supercondutividade topológica de alta
ordem. Neste trabalho, nós estudamos a junção entre uma superfície no regime de efeito
Hall quântico anômalo (QAH) e um supercondutor (SC) do tipo s, conhecida por possuir
estados quirais de Majorana nas bordas, e mostramos que variando os parâmetros desse
sistema, ele exibe uma fase topológica de segunda ordem com Majorana corner states.
Nós modelamos esse sistema através de um único cone de Dirac descrevendo o estado de
superfície de um isolante topológico 3D em proximidade com um supercondutor. Através
da análise das simetrias do Hamiltoniano e propriedades do transporte eletrônico usando
o formalismo das funções de Green de não-equilíbrio, nós caracterizamos esse sistema.
Nossos resultados estendem a análise feita por Qi et al. (1), que encontrou apenas fases
de primeira ordem em um sistema similar. Mostramos que quatro Majorana corner states
emergem no nosso sistema, dentro da fase ordinária proposta anteriormente. Além disso,
nós conjecturamos que esses estados estão correlacionados com a formação de domínios de
massa na função de pareamento do supercondutor devido a presença de bordas (arestas
e vértices). Nós também mostramos que esses estados são protegidos por um par de
simetrias de reflexão magnética. Além disso, na ausência de um invariante topológico
para caracterizar essa fase de alta ordem, nós determinamos um diagrama de fases efetivo
para o nosso sistema finito através de picos de condutância em zero-bias. Através de
um pico caracteristico de e2/h e do perfil da função de onda, encontramos uma região
larga no espaço de parâmetros (µ,∆) que corresponde a fase de segunda ordem com
Majorana corner states. Além do conhecimento sobre este particular Hamiltoniano, este
trabalho estende nosso conhecimento sobre como obter supercondutores topológicos de
alta ordem.

Palavras-chave:Férmion de Majorana. Supercondutividade topológica. Supercondutivi-
dade topológica de alta ordem. Majorana corner states.
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1 INTRODUCTION

The term “Majorana fermion” was coined after the italian physicist Ettore Ma-
jorana, who discovered this particular solution of the Dirac equation. The remarkable
feature of his solution is its self-adjointness (2), i.e., the creation and annihilation op-
erators for that solution are equal. In physical terms, this means that the particle and
anti-particle represented by that solution are equal.

Although we are still looking for Majorana particles within the Standard Model zoo
(3,4), the appearance of the word “Majorana” in the scientific literature has exponentially
increased in the last couple of decades, as exemplified in Fig. 1 for APS journals. However,
this popularity has nothing to do with high-energy physics. In fact, it was the condensed
matter community that brought the term into vogue again.

In the next pages, I would like to introduce the concept of the condensed matter
Majorana. To this end, I will answer why so many people are interested in this elusive
particle and how people usually envision bringing it to reality. Moreover, I will present
the main results and the structure of this work that aims to extend our knowledge on the
how question.

Figure 1 – Number of times that the term “Majorana” was used either in the abstract or
title in APS journals over a given period of time. The white part of the 2020-
2024 bar is a projection (through an exponential fitting) for the next couple
of years. Source: By the author.
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Why Majoranas?

The reason that brought Majorana particles into the spotlight in the 21st century,
as mentioned, was the possibility of emulating these particles in the condensed matter
realm. More specifically: the possibility of having Majorana quasi-particles (excitations)
through the collective behavior of electrons. However, the condensed matter Majoranas
are not predicted to exist as free propagating fermions as originally proposed by Ettore
Majorana, but rather as non-abelian bound states in 1D (or 2D) (5–7).

Figure 2 – Diagram of two nonequivalent braid operations between two Majorana states.
If we braid the “strings”, the left operation ends up crossed “strings”, while
the right operation will have the “strings” separated. Source: By the author.

Note that these Majorana bound states are not ordinary fermions, i.e. they do not
follow the fermionic exchange (commutation) rules. Instead, their commutations are ex-
plained through a braiding group, c.f. Refs. (7-8). This unusual feature made Majoranas
strong candidates to create topological qubits and therefore to devise a topological quan-
tum computer (TQC) due to the possibility of performing logical operations by moving
(and braiding) non-abelian anyons around each other (9–11).

Here, the term “topological” comes from the fact that the Majorana states are
topological excitations, i.e., they live at the boundary between a topologically trivial and
a non-trivial region (e.g., edge states) in a given system or bounded to a defect (e.g., a
superconducting vortex). This topological nature guarantees robustness to these states,
i.e., they should exist as long as the topology of the system does not change (which
is equivalent to not closing the bulk gap). Furthermore, as we use spatially separated
Majorana modes to create qubits and perform logical gates, local environment noise cannot
create decoherence in the qubits (12-13).
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“How Majoranas?”

Now that we briefly showed why Majoranas are getting the attention that they
are getting, we will present how people often envision bringing them to reality and finally
how this dissertation intends to extend our knowledge about this issue.

The main feature of Majorana modes is that its anti-particle is the particle itself, in
terms of creation and annihilation operators γ = γ†, where (in condensed matter models)
γ is a combination of electron creation and annihilation operators c† and c, e.g. γ = (c+c†).
On the other hand, it is known (14) that the excitations of an s-wave superconducting
phase (Bogoliubons) obey a similar relation γE↑ = γ†−E↓ for a given spin and energy E.
Hence, if we can create a zero-energy∗ state and get rid of the spin condition, we would
have a Majorana excitation.

The idea found to overcome this challenge was through chiral p-wave superconduc-
tivity, often associated with the break of time-reversal symmetry (TRS) and a non-trivial
bulk topology, i.e., a topological superconducting (TSC) phase (15). Within this class of
superconductors, the pairing occurs between electrons with the same spin and therefore
the spin problem found in s-wave superconductors is solved. Now we need to make a
zero-energy state, the idea is to create a Jackiw-Rebbi (16) like soliton mode, i.e., a state
bounded to a domain wall. The first and more common ways to build this mode are: ei-
ther as an edge state at the ends of a 1D chain (5) or as a state bounded to a topological
defect, i.e., a vortex core (6).

The immediate question that arises from this idea is: in which systems do these
zero-energy states emerge? The scientific community came up with many setup proposals,
all of them with pros and cons. So far it seems that we do not have a definitive and
unique path to create Majorana zero-modes. Below we mention some of the most common
proposals†.

A straightforward path is to look for materials with intrinsic chiral p-wave pairing
and then introduce a vortex core to bind a Majorana. The downside of this method is that
intrinsic p-wave superconductivity is not easily found and, in addition, the experimental
results for some propsed candidate materials, e.g., Sr2RuO4 are still controversial (19–22).
Moreover, another disadvantage, which is shared among all proposals that aim at creating
Majorana modes through vortex cores, is the presence of other trivial sub-gap fermionic
states with finite energy bounded to the vortex (18).

In contrast with materials with intrinsic p-wave pairing, other routes have been
∗Here, zero-energy is not arbitrarily defined, i.e., the state cannot be shifted to another

energy. This pin to zero-energy happens because the bound state will always be in the middle
of the energy gap and the superconducting gap is around the Fermi energy, which defines the
excitation spectra.

†this is not an exhaustive list, for a more complete review see Refs. (17-18).
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proposed by engineering non-trivial‡ superconducting pairing. One of these routes was
proposed by Fu and Kane in their seminal work (23) that studies the heterojunction
between a trivial s-wave superconductor (SC) and a topological insulator (TI). This kind
of setup provides a 2D platform, hence we can again use vortices to make Majorana states
emerge. Moreover, When the TI is in a quantum anomalous Hall (QAH) phase, this setup
also hosts Majorana fermion edge states (1), i.e. edge states with Fermi-Dirac statistics
and γE = γ†−E. Even though these edge states are ordinary fermions, they also can be
used to perform topological quantum computation as proposed in Ref. (24).

Another “tricky” way to make topological superconductivity without resorting
to intrinsic pairing is to gather the following ingredients: a semiconductor (either a 1D
nanowire or a 2DEG) with spin-orbit coupling, a Zeeman field and a proximitized s-wave
superconductor. Within this setup, it is possible to choose the Zeeman field, the chemical
potential µ and the superconducting pairing to obtain a TSC phase with Majorana modes
at the terminations of the wire (or bounded to a vortex in the 2DEG case) (25–28).

More recently, higher-order topological superconductivity (HOTSC) has been pro-
posed as a path to Majorana zero-modes (29–38). As this path is of particular interest for
this work, let us take a deeper look at it so we can compare what has been done in the
literature with our results in this dissertation.

To produce HOTSC, a recipe, which we will call the “usual path”, was designed
and has been motivating several proposals. This recipe consists of using a TSC with
helical edge states (Kramers pairs) and adding a spatially anisotropic mass gap to the
system. Finding the appropriate mass term is the part that requires ingenuity because
it must: (i) gap out the edge states and (ii) make adjacent edges have opposite signs of
the “mass”. When these conditions are satisfied, domain walls arise at the corners and
hence trap zero-energy states, as we illustrate in Fig. 3. Alternatively, one can start with
a topological insulator (e.g., a quantum spin Hall system) and add an anisotropic mass
through the pairing function. i.e., a d-wave pairing (32,35).

‡in the topological sense of the word “trivial”.
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Figure 3 – Schematic of a 2D system showing the usual “prescription” to engineer a
HOTSC phase with Majorana corner states. The idea is to gap out edge states
with an anisotropic gap, such that the mass gaps have opposite signs along
adjacent edges, thus forming domain walls. Source: By the author.

In this work, we will see that it is possible to obtain Majorana corner states (MCS)
in a manner that does not require the anisotropic mass gap. These MCS appear in a QAH
and s-wave superconductor junction, which is known for hosting chiral Majorana edge
states (1). We conjecture that the emergence of this 2nd-order topological phase happens
due to the self arranging of the induced superconducting pairing function in the presence
of boundaries (edges and corners). It is also important to mention that this work extends
the work of Qi et al.(1) that presents the ordinary topological phases (i.e., phases with
bulk-edge correspondence associated with a Chern number) of this junction. Here, we
show that this system can host a 2nd-order phase within the proposed chiral phase, not
anticipated by Qi et al.(1).

To explore our findings, the remaining of this work is organized as follows: in
Chapter 2, we look at the model Hamiltonian that we use and its known properties
(e.g., edge states) and ordinary (bulk) phases. To this end, we will begin by introducing
a possible candidate to realize the QAH part of the QAH/SC junction: a generic 3D
topological insulator and its surface states. Then, we explore the QAH phase and what
happens when we couple the QAH layer to an s-wave superconductor. Moreover, we
introduce a lattice version of our QAH/SC Hamiltonian that will be useful as we consider
finite systems later on.

In Chapter 3, we look at the two approaches that we have used to obtain and dis-
cuss our results: a symmetry analysis of our Hamiltonian and the non-equilibrium Green’s
functions (NEGF) technique. A detailed symmetry analysis is essential to determining the
relevant symmetries for the 2nd-order TSC phase. Green’s functions allow us to perform
consistent quantum transport calculations to obtain conductances and look at properties
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such as the (local) density of states.

With the model and tools to analyze it, in Chapter 4, we look at a finite square
geometry where we see the emergence of four MCS and investigate their properties. The
panels in Fig. 4 summarizes our most important findings. We visualize these states through
their local density of states (LDOS), obtained using Green’s functions, and also through
their wave-functions, obtained via direct diagonalization of our Hamiltonian, Fig. 4 a.
Furthermore, we conjecture that the Majorana corner states are associated to the forma-
tion of phase domain wall in the pairing function, i.e., a sign change in the phase of the
superconducting pairing at the corners, Fig. 4 b., which we calculate tentatively calculate
through a simplistic procedure (not self-consistently). We further conjecture that these
phase domains appear due to the presence of boundaries (edges 4and corners).

We also show the corner states are protected by two magnetic reflection symmetries
Mx+yT andMx−yT , whereMx±y is the reflection operation through the diagonals x±y
of the square system and T is the time-reversal operation. Last but not least, we discuss
“when” (for which parameters) the MCS appear. In order to complete this last task, we
perform a transport calculation in a corner geometry (i.e., one normal lead attached to
each corner, Fig. 4 c) and a zero-bias conductance peak map (Fig. 4 d.) in the parameter
space defined by the chemical potential µ and the pairing ∆, i.e. G(E = 0, µ,∆), that
allows us to separate the known phase with chiral Majorana edge states (from Qi et al. (1))
from the new phase with Majorana corner modes. The TSC phase with chiral Majorana
edge states is characterized by the total Chern number (i.e., the sum of Chern numbers
calculated in the particle and hole subspace) N = 1 and a conductance e2/2h as shown by
Chung et al. (39). In the absence of a topological invariant§ we can only characterize the
MCS through a zero-bias conductance peak of e2/h and the shape of their wave-function
and zero eigenenergies.

§which would represent either a bulk-corner or bulk-edge-corner correspondence
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Figure 4 – Panels a. and b. show, respectively, the spatial probability density |ψBdG(~r)|2
of the lowest energy eigenstates and the real phase ϕ(r) of our calculated
pairing gap | 〈c↑,~r c↓,~r〉 |eiϕ(r) for distinct points in the phase-diagram d.. As
one moves along the black dashed arrow (see symbols), the four lowest energy
chiral Majorana modes (lowest plane in a.) evolve into four fully localized
MCSs at zero energy. The probability densities of the MCSs strongly correlate
with the emergence of the phase domains, cf. topmost planes in a. and b.. c.
Schematic of our square-shaped QAH-SC setup with one corner source (S) and
three corner drains (D). The arrows indicate the allowed transport processes,
i.e., direct tunneling and (local) Andreev reflection. d. Zero-bias conductance
G map as an effective (µ,∆) phase diagram. The white dashed lines roughly
define a subregion with a 2nd-order topological superconducting phase hosting
MCSs within the N = 1 chiral phase of Ref. (1). Here the lattice has 70× 70
sites. Source: By the author.
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2 MODEL

This chapter presents the building blocks necessary for a QAH-SC junction and,
eventually, an effective model for it. We start by looking at a candidate for the QAH
layer of the junction: a 3D topological insulator and its surface states. We will look at
their effective low-energy (continuum) Hamiltonian and at properties such as the spin
texture of the surface states. By introducing a Zeeman field, we show how to obtain
the QAH phase. Next, we introduce proximity s-wave superconductivity to the effective
Hamiltonian of the surface states. With these two ingredients, we can obtain and study the
topological superconductor phases found by Qi et al. (1). Finally, we introduce a lattice
version of our effective Hamiltonian model. The lattice Hamiltonian is used to obtain a
bulk phase diagram. Moreover, we transform the lattice Hamiltonian into the real space
representation, which enables us to consider a finite square geometry where Majorana
corner states, not anticipated by Qi et al. (1), can emerge.

2.1 3D topological insulators and their surface states

The discovery of a topological phase in HgTe quantum wells (40), that relies on
the simple idea of inverting bulk bands with different symmetries (parity in the HgTe
case); opened the route to many proposals based on the same principle. One of these
proposals is the 3D topological insulator, which can undergo a band inversion and exhibit
surface states. In this case, the band inversion is controlled by the strength of spin-orbit
terms. Moreover, there are already materials that are verified∗ to be 3D TI, some of these
materials are Bi2Se3, Bi2Te3 and Sb2Te3.

The main feature of these systems is the existence of a protected single Dirac cone
on a singular surface when the parameters are tuned to the topological phase (inverted
bands). It is worth commenting that “protected” in the previous sentence carries two
meanings. The first one: protection of the surface state existence, guaranteed by the
(inverted) bulk gap, ∼ 0.3 eV for Bi2Se3 (41), i.e. while the gap is not closed, the surface
state will remain there. The second meaning comes from time reversal symmetry and
prevents backscattering, due to the Kramers degeneracy, unless we break TRS with a
magnetic field or impurity. Note that, as the surface states are 2D, small angle scattering
can still occur. Hence this second protection is not as strong as for 1D edge states such
as observed in HgTe quantum wells (40).

∗See (17) and references within.
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Figure 5 – LDOS from ab initio calculations for the [111] surface in Bi2Se3 and Sb2Te3,
respectively. The red parts indicate available states, i.e. the electronic bands.
Near the Γ point, we see the bulk bands separated by a gap and the linear
dispersion of the surface states. Source: Adapted from ZANG et al. (41).

2.1.1 3D TI (minimal) Hamiltonian model

Now we introduce the low-energy model that effectively describes the phenomenon
of band inversion and the emergence of a surface state. To this end, we need† to look
at the four lowest energy electronic bands near the Γ point (k=0) of a 3D topological
insulator. First let us glance over the idea behind the model, without going through the
extensive calculations behind it (which can be found in (42)). Then, we will write down
the Hamiltonian and discuss its relevant symmetries.

Microscopic background

The materials that were predicted to be 3D topological insulators in (41) share the
same crystalline property of being organized in quintuple layers, with five atoms per unit
cell, Fig. 6 a. Although we have only two types of atoms (e.g. Bi and Se), they play five
different roles in the formation of the energy levels because the interaction between atoms
depends on their position in the crystal. In the family of 3d TIs that we are considering
here, there are two pairs of atoms that are equivalent under inversion through an inversion
center and one atom that is at that inversion center and therefore has no counterpart.
For example, as we illustrate in Fig. 6 c, Bi2Se3 has two equivalent Bismuth atoms under
the inversion through the inversion center, which we identify as Bi1 and Bi1′. Two of the
Selenium atoms are equivalent as well (Se1 and Se1′) and there is a third one (Se2) at
the inversion center distinct from the other two.

†it is the minimum amount of bands that allow us to see the topological phase that preserves
TRS
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Figure 6 – a quintuple layer structure of Bi2Se3 and its top (b) and side (c) views, re-
spectively, with respect to the z axis. Due to the small interaction (compared
to the other interactions in the crystal ) between the Se1 and Se1′ layers, we
can arrange the crystal in quintuple layers. Source: Adapted from ZANG et al.
(41).

The energy scale of the couplings linking two quintuple layers is Van-der-Walls
like and small‡ compared to the bonding energy between atom layers within the same
quintuple layer (42). As the link between layers will introduce irrelevant energy shifts,
we can focus on one quintuple layer and how the coupling in there will shift the orbitals
energy. Furthermore, as an approximation, we only look at how the orbitals near the
valence levels of Bi and Se, which are p orbitals§, interact with each other and shift their
energies. It is worth pointing out that this latter approximation is valid because the Fermi
surface is near those orbitals, however there is no easy proof of this fact. To properly find
the Fermi energy, one would need to do a complete band calculation (ab initio) as in Ref.
(42).

We “turn on” the interactions one by one, beginning with the ones involving larger
energy scales. We start with the chemical bonding between Bi and Se atoms, leading us
to step (I) in Fig. 7, splitting the levels in such a way that the two that remain close
to the Fermi level (dashed blue line in Fig. 7 a) are p orbitals from Bi1 (Bi1′) and Se1
(Se1′), with opposite parities. Notice that we can separate the states by their parity as
there is inversion symmetry, i.e. the inversion symmetry eigenvalues that define whether a
given state is an even (+) or odd (-) function are good quantum numbers. In Fig. 7a. we

‡Through density functional theory, Ref. (43) suggests a binding energy between 0.025−0.25
eV but not the energy shift in the orbitals.

§e.g., the valence levels of Bi is 6s2p3 and Se, 4s24p2.
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represent the p orbitals from Bi1 (Bi1′) and Se1 (Se1′) as P1±x,y,z and P2±x,y,z respectively.
For notation clarity, we do not write the spin index.

Then, we consider how the crystal symmetries affect the atomic levels, i.e. the
crystal field splitting (44) (step (II) in Fig. 7). This energy splitting (1.5 ∼ 1 eV (45))
can be seen as the breaking of the angular momentum degeneracy of an orbital level (of
an isolated atom) due to the presence of a potential generated by the other atoms. As
we see in Fig. 6, there is an asymmetry between z and the in-plane direction (x and y)
that splits the P±z orbitals towards the Fermi energy and P±x,y away from it. This splitting
process leaves only P1+

z and P2−z (which have double degeneracy due to spin) near the
Fermi level.

Using first-order perturbation theory, one can show (42) that the spin-orbit term
∝ s · L, coupling the spin s and orbital angular momentum L, splits the orbitals px±iy
and pz because of their different angular momentum. For the materials that are 3D TI,
this splitting is strong enough (0.5 ∼ 0.9 eV (45)) to invert the pz levels (with opposite
parities) from Bi and Se, as seen in b in Fig. 7, leading to what we call a topological
phase. In practical terms “topological phase” is a synonym for inverted bands, but there is
a deeper and formal meaning related to topology that associates the band inversion with
the change of some topological invariant¶ in the space defined by the Brillouin zone, we
will not explore this aspect here but the interested reader should check references (17,46).

Figure 7 – (a) illustrates how the energy levels near the valence orbitals shift as we turn
on: (I) chemical bonding; (II) crystal field splitting and (III) atomic spin-
orbit coupling, where we followed a decreasing order in energy scale. The third
coupling leads to the inversion of levels with opposite parity, for certain SOC
strength. (b), shows the energies of P1+

z and P2−z as a function of the SOC
strength x. For x > xc ∼ 0.6, we have a level inversion. Source: Adapted from
ZANG et al. (41).

¶i.e., some property or quantity that is invariant under continuum transformations
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Hamiltonian model

The minimal Hamiltonian where the topological phase emerges can be described
through the electronic bands generated from the four atomic levels (pz orbitals with ↑
and ↓ spin from Bi and Se) closest to the Fermi energy. This Hamiltonian model can
be derived from either symmetry principles or k.p theory. However, these derivations are
laborious and deviate from the idea of this chapter, which is to introduce and bring insight
into the model to be used in this work. The more avid reader can enjoy those calculations
over some coffee (probably more than some, to be realistic) reading Ref. (42).

In the basis of the atomic orbitals (see step (III) in Fig 7 a) {|P1+
z ↑〉, |P2−z ↑〉,|P1+

z ↓〉,
|P2−z ↓〉}, where ↑ (↓) stands for the spin, and P1z and P2z for the pz orbitals from Bi

and Se, respectively, the low-energy (up to O(k2)) Hamiltonian is

H3D = ε0(k)I +


M(k) A1kz 0 A2k−

A1kz −M(k) A2k− 0
0 A2k+ M(k) −A1kz

A2k+ 0 −A1kz −M(k)

 , (2.1)

where ε0(k) = C + D1k
2
z + D2k⊥, k± = kx ± iky and M(k) = M − B1k

2
z − B2k

2
⊥. Here

{A1,2, B1,2, C,D,M} are material parameters (to be determined experimentally or through
ab initio calculations) and k⊥ ≡

√
k2
x + k2

y.

Looking at the minimal Hamiltonian H3D we see that it has inversion and time-
reversal symmetries, with the corresponding operators defined by I = I ⊗ τz and T =
i σyK ⊗ I, respectively. Here K is the complex conjugation operator; σi(τi), i ∈ {x, y, z},
are the Pauli matrices acting on spin (orbital) degrees of freedom and I is the 2 × 2
identity. If D1,2 = 0, we also have a generalized particle-hole symmetry‖ around energy
E=C. Although this “accidental” symmetry seems not relevant, it allows us to perform a
trick in the calculations ahead.

2.1.2 Surface states

Having the 3D bulk Hamiltonian defined in Eq. 2.1, we now create one planar
interface with vacuum, i.e. a surface, solve H3DΨ = EΨ and look for solutions localized
at the “interface”, i.e., surface state solutions. As we see below, the system parameters
must obey a particular relation in order to surface states to occur.

More realistic calculations, taking into account a second surface (thin slab ge-
ometry), can be performed, c.f. (48). However, such calculations do not add much to

‖the generalized relation for the particle-hole operator takes into account energy shifts, so
the electron and hole band can be symmetric around energies other than 0. In mathematical
terms P is: −P†(H− 1

4TrH)∗P = H− 1
4H , where we generalized the definition from (47) to a

4× 4 Hamiltonian.
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understanding the appearance of the surface states. In what follows, we consider a single
surface/interface. This can also be viewed as an approximation to describe the top surface
of a “thick” slab or a semi-infinite system.

Let us consider an interface at z=0 while keeping the system infinite in the xy
plane. In this scenario, kx and ky are still good quantum numbers but kz is not. Hence
we do the change kz → −i∂z.

For simplicity, we take kx,y = 0 (later on, we can simply multiply the eigenvector
by a free wave eikxx+ikyy). In addition, we make an ansatz for the solution in the form
eλzψ, where λ is to be found and ψ is a position-independent 4× 1 spinor. Note that we
can “choose” this form for the solutions because the variables are separable. The equation
for the eigensolutions, with these considerations, reads

(C−D1∂
2
z )+


M +B1∂

2
z −iA1∂z 0 0

−iA1∂z −M −B1∂
2
z 0 0

0 M +B1∂
2
z iA1∂z

0 0 iA1∂z −M −B1∂
2
z

 e
λzψ = E eλzψ. (2.2)

The 2×2 block-diagonal form of the Hamiltonian makes TRS explicit, i.e. they are
related to each other through the time-reversal transformations T̃ = iσyK. Therefore, we
can look for the spin up (down) solutions ψ↑ (ψ↓) and obtain the other “automatically”,
ψσ = T ψσ′ .

The upper block equation, which will give us solutions for spin ↑, is

(C −D1∂
2
z ) +

M +B1∂
2
z −iA1∂z

−iA1∂z −M −B1∂
2
z

 eλzψ↑eλzψ = E eλzψ↑. (2.3)

Now we make one further simplification, i.e., we take D1 = 0 to obtain the particle-hole
symmetry. In this case, we look for a surface at energy E=C, i.e., in the middle of the
gap,

[
(M +B1λ

2)τz − iA1λτx
]
ψ↑ = 0. (2.4)

Multiplying Eq. 2.4 by τx, we rewrite the eigenvalue equation as:

(M +B1λ
2)τyψ↑ = A1λψ↑. (2.5)

With this procedure (“trick”), we find immediately the two eigenstates of Eq. 2.5
to be the eigenstates of τy, ψ↑+ and ψ↑− with 1 and −1 eigenvalues, respectively. Moreover,
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we find λ to be∗∗

ψ↑+ : λ = λ1,2 =
A1 ±

√
A2

1 − 4B1M

2B1
;

ψ↑− : λ = −λ1,2

. (2.6)

Thus the general solution (with spin ↑) is ψ↑(z) = (ae−λ1z+be−λ2z)ψ↑−+(ceλ1z+deλ2z)ψ↑+,
where a,b,c,d are complex constants determined by the boundary conditions. Here, these
conditions are the continuity of the wave-function at the interface ψ↑(z = 0) = 0 and its
normalizability ψ↑(z →∞) = 0. These constraints require thatM/B1 > 0 and imply that

• Re{λ1,2} < 0 for A1/B1 < 0 with a=-b and c=d=0;

• Re{λ1,2} > 0 for A1/B1 > 0 with a=b=0 and c=-d.

To obtain the solutions of the lower 2×2 block with spin ↓, we just apply the time-reversal
operation to the solutions with spin ↑.

Figure 8 – Wave function profile in the z direction for the surface state with spin ↑, ψ↑(z).
These wave functions correspond to the surface state in Bi2Se3 (yellow) and
Bi2Te3 (blue). We can see that both of them are localized near z=0. The
oscillations on the yellow plot are due to the non-zero imaginary part in its λ
solutions. In both cases, A1/B1 > 0. The parameters used (Eq. 2.6) are taken
from ab initio calculations and can be found at Table II in (17). Source: By
the author.

∗∗Note that these solutions for λ are calculated for kx,y = 0, otherwise, we would have
λ(kx, ky), c.f., Appendix A on Ref. (49). However, as we will not need the explicit form of
λ(kx, ky), we will not calculate it.
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Once we have both the spin up and down solutions ψ↑ (ψ↓), we can project our
Hamiltonian H3D into the subspace spanned by these vectors and create an effective 2D
Hamiltonian that describes these surface states

Hsurf =
〈ψ↑|H3D |ψ↑〉 〈ψ↑|H3D |ψ↓〉
〈ψ↓|H3D |ψ↑〉 〈ψ↓|H3D |ψ↓〉

⇒ Hsurf = C + A2(kyσx − kxσy). (2.7)

The effective Hamiltonian Hsurf is a massless Dirac Hamiltonian and its solutions
are readily found to be E = ±A2

√
k2
x + k2

y = ±A2k, which define Dirac cones with
positive and negative energy. The eigenvectors for these eigenenergies are ξ(kx, ky) =

1√
2

(
±e−iφk − i

)T
, where we define φk = tg−1(ky/kx). Note that the absolute value of

the velocity in these states is constant. Therefore, every state has the Fermi velocity
vF = A2/~. Furthermore, the eigenstates have a well defined spin texture in the k-space,
as we can see by calculating the expectation values

〈σx〉 = ± sinφk; (2.8)
〈σy〉 = ∓ cosφk; (2.9)
〈σz〉 = 0. (2.10)

Here the upper sign (either + or -) corresponds to the positive energy states and the
lower sign, to the negative energy states. The spin texture can be plotted together with
the dispersion relation, as we show in Fig. 9.

Figure 9 – Sketch of the energy dispersions E = ±A2k and spin texture (arrows) of the
surface states. Each of the cones has a well defined helicity/chirality (here they
are the same because we have a massless Dirac Hamiltonian). Source: Adapted
from LIU et al. (42).
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2.1.3 Quantum anomalous Hall effect

An important addition to our model is the possibility of breaking time-reversal
symmetry and simultaneously adding a mass gap to the spectrum with a Zeeman field
~m · ~σ, where ~m = (mx,my,mz) is a given constant vector. This addition will introduce
the possibility of having the Quantum anomalous Hall (QAH) phase, which is one of the
building blocks of our QAH-SC junction.

The quantum anomalous Hall phase is a topological phase with time-reversal sym-
metry broken but without a quantizing magnetic field (i.e., no Landau levels). This phase
is characterized by a gaped bulk spectrum and the presence of gapless edge states with
defined chirality†† either at interfaces with a trivial material (or vacuum) or at a domain
wall, i.e., a line where the mass gap changes sign.

Our Hamiltonian model Hsurf(k) is a Dirac-like models with spin 1/2 and time-
reversal symmetriy (T̃ = iσyK), i.e., it satisfies T̃ Hsurf(k)T̃ −1 = Hsurf(−k) (see (46)).
Now, to show that a Zeeman field breaks TRS we will make a small digression.

More generally, any 2× 2 Hamiltonian (with spin 1/2) can be written as ~A(k) · ~σ,
where ~A(k) is a generic vector and a function of k. As the TR condition implies that
T̃ ~A(k)·~σT̃ −1 = ~A(−k)·~σ, it is possible to show that this is equivalent to ~A(k) = − ~A(−k),
i.e. A(k) being odd in k. Therefore, any even (in k) or k-independent terms added to the
~A(k) vector would break TRS. As an arbitrary Zeeman field ~m · ~σ is k-independent, it
breaks TRS. However, note that not any term that breaks TRS will open a gap in the
energy spectra, which is a requirement to obtain the QAH phase. For instance, if we
consider the Zeeman field along the x direction (i.e., in-plane magnetization) mxσx in
Hsurf(k), we would have C + A2[(ky + mx)σx − kxσy], which has the same spectrum but
with the Dirac point shifted from (kx = 0, ky = 0) to (kx = 0, ky = −mx).

On the other hand, if the Zeeman term corresponds to an out-of-plane magneti-
zation mzσz the effect on the spectrum is different; the bands of Hsurf will be gaped and
the dispersion becomes E(k) = C ±

√
(~vF )2 k2 +m2

z. Furthermore, by adding this term
to our surface model Hsurf , we can identify it with the Chern insulator (46), which is
known for having a QAH phase for mz < 0. Hence, we (indirectly) showed that adding
an out-of-plane (z) Zeeman field introduces the possibility of having a QAH phase.

QAH edge state

Now, we will explicitly show the existence of the QAH edge states by performing
a similar‡‡ calculation to that of Sec. 2.1.2, i.e., we consider an interface between a (topo-
logical) region with inverted mass gap (mz < 0) and a trivial region, and look for in-gap

††i.e., the edge states momentum has direction and sign defined.
‡‡here, instead of starting with a 3D Hamiltonian to find 2D gapless states, we start from a

2D Hamiltonian to find 1D gapless states.
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states. However, here, instead of considering an interface with vacuum, we will consider
a domain wall in an infinite system. We take mz as a function of the spatial coordinate
x, such that x > 0 corresponds to the trivial region and has mz(x) > 0. For x < 0, we
consider mz(x) < 0, which corresponds to the topological region in the QAH phase. A
possible profile for the Zeeman field that would describe our proposed mass domain would
be mz ∼ tanh(x).

We use the substitution kx → −i∂x (as we did to find the surface states) in the
surface model with the Zeeman term

Hsurf+Zeeman(x, ky) = ~vF (kyσx + i∂xσy) +mz(x)σz, (2.11)

where we took the constant energy shift C=0 for simplicity. Note that, again, x and y

are separable. Hence we can look for solutions at ky = 0 that only depend on x, i.e.,
φ(x) = f(x)(a b)T , with a and b constants. At E=0,

(~vF i ∂xσy +mz(x)σz)φ(x) = 0, (2.12)

if we multiply this equation by σz (from the left), we obtain

(~vF ∂xσx +mz(x))φ(x) = 0, (2.13)

or, alternatively, ∂xf(x)b+ mz(x)
~vF

f(x)a = 0,

∂xf(x)a+ mz(x)
~vF

f(x)b = 0,
(2.14)

which yields two solutions φ±(x)§§ with a = ±b, i.e., the two eigenstates of σx,

φ+(x) = e
−

x∫
0

mz(ξ)
~vF

dξ
1

1

 (2.15)

φ−(x) = e
+

x∫
0

mz(ξ)
~vF

dξ
 1
−1

 , (2.16)

up to a normalization factor. As we considered an infinite system, only one of these
solutions can be physical, i.e. has finite norm. Which one of the solutions is the “correct”
depends on mz(x) and the sign of ~vF .

§§the generalization to ky 6= 0 is immediate; we just need to consider the full solution
φ(x, y)± = e±ikyyφ(x)±
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For illustrative purposes, let us look at mz(x)/~vF = tanh(x). We find the (phys-
ical) solution

φ+(x) = e−ln(cosh x)

1
1

 , (2.17)

centered at x = 0. By making ky 6= 0, we see that an y dependence is added to our
solution in the form of eikyy, i.e., the edge state propagates along the domain wall as a
free wave. On the other hand, the φ− solution is proportional to eln(cosh x) and diverges
for x→ ±∞.

Figure 10 – Zero-energy solution (blue) forHsurf+Zeeman and the Zeeman field profile (mass
domain) mz(x)/~vF = tanh(x) (orange). The solution is localized at the
domain wall. Source: By the author.

2.2 Topological superconductivity

Now we will show how we can obtain topological superconductivity in our QAH
model. The (possibly anticlimactic) way to achieve TSC in this scenario is just to add triv-
ial superconductivity to the model. More specifically, by adding trivial superconductivity
to a topological system, through proximity effect, we can obtain topological superconduc-
tivity (15,23,50,51). In practical terms, we will add the s-wave superconducting pairing
∆ψ†k↑ψ

†
−k↓ + ∆∗ψ−k↓ψp↑ to our Hamiltonian model¶¶.

To write the Hamiltonian with the pairing in a convenient (matrix) form we use
the Boguliubov-de Gennes formalism. This method consists in extending the Hamiltonian
basis by including the operators ψ†−kσ so the pairing ∆ψ†k↑ψ

†
−k↓ + ∆∗ψ−k↓ψp↑ becomes

¶¶a detailed derivation that justifies this approach is given in Sec. 3.2.1.
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matrix elements of the Bloch Hamiltonian. With the addition of the creation operators,
the basis becomes ξk =

(
ψk↑ ψk↓ ψ

†
−k↑ ψ

†
−k↓

)T
. In addition, we recall that {ψk, ψ−k} = 0

to write the QAH Hamiltonian with s-wave superconductivity as

H = 1
2
∑
k

ξ†khBdG(k)ξk,

hBdG(k) =
Hsurf+Zeeman(k)− µ i∆σy

−i∆σy −H∗surf+Zeeman(−k) + µ

 , (2.18)

where the 1
2 factor comes to account for the extended (doubled) basis. Furthermore, We

explicit wrote the chemical potential µ (which incorporates the term C). Here, we also
choose a gauge such as ∆ ∈ R. The upper and lower diagonal block in hBdG(k) are usually
called the electron (or particle) and hole subspaces, which form the Nambu space.

To prove that hBdG is indeed a topological superconductor we will show that
this Hamiltonian is equivalent to a p + ip superconductor, which is known for hosting
topological modes at boundaries (5) or at vortices (7); then, we explicitly calculate these
possible boundary modes and discuss some of their properties.

The first part is naturally done by performing a basis transformation. In particular,
we go to the basis that diagonalize (15) the normal part Hsurf of hBdG,

ψk± = ψ↑k ± e−iφkψ↑k√
2

, (2.19)

with φk = tan−1(kx/ky). Now we write the superconducting pairing ∆ψ†k↑ψ
†
−k↓+∆∗ψ−k↓ψp↑

in this new basis, using that

ψ↑k = ψk+ + ψk−√
2

, (2.20)

ψ↓k = eiφk
ψk+ − ψk−√

2
, (2.21)

we have ∆ψ†k↑ψ
†
−k↓+h.c. −→ ∆

2 e
iφk(c†k+c

†
−k+− c

†
k−c
†
−k−) +h.c.. Through the identification

sinφk = px and cosφk = py we see that we have a p + ip superconducting pairing (15),
i.e. ∆(k) ∝ ka + ikb for two orthogonal directions a and b.

Next, we will show how to create chiral and helical Majorana edge states by cre-
ating domains using inhomogeneous Zeeman and/or superconducting pairings.

2.2.1 Majorana edge states

Here, we consider the possibility of having spatial dependence on the mass gap
term, i.e., the superconducting pairing function ∆ = ∆(x′). We will also keep the possi-
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bility of having an inhomogeneous Zeeman term mz(x′). Again, taking ky = 0, we look
for zero-energy solutions for

hBdG(x′, ky = 0) =



mz(x′)
~vF

−∂x′ 0 ∆(x)
~vF

∂x′ −mz(x′)
~vF

−∆(x′)
~vF

0
0 −∆(x′)

~vF
−mz(x′)

~vF
∂x′

∆(x′)
~vF

0 −∂x′ mz(x′)
~vF

 . (2.22)

Moreover, we will use an ansatz for the solutions. We require that the solutions have the
form γ = ζ(x′)χ, where χ is a constant 4×1 spinor (a b c d)T and ζ(x′) a function of x to
be determined. We also impose that the solutions represent a Majorana state, i.e. γ = γ†.
Combining both conditions, we obtain that the spinor must be either

(
ψ±ν + ψ†±ν

)
, (2.23)

or
i
(
ψ±ν − ψ†±ν

)
, (2.24)

where ψ±ν is a linear combination of ψ↑ and ψ↓ that is a solution of σνψ±ν = ±ψ±ν for
ν = x, y, z, e.g. ψ+x = ψ↑ + ψ↓.

By using this ansatz, we write hBdGγ(x′, ky = 0) = 0 as

b∂x′ζ(x′) = (amz(x′)
~vF

+ d
∆(x′)
~vF

)ζ(x′); (2.25)

a∂x′ζ(x′) = (bmz(x′)
~vF

+ c
∆(x′)
~vF

)ζ(x′); (2.26)

d∂x′ζ(x′) = (cmz(x′)
~vF

+ b
∆(x′)
~vF

)ζ(x′); (2.27)

c∂x′ζ(x′) = (dmz(x′)
~vF

+ a
∆(x′)
~vF

)ζ(x′). (2.28)

Now we look for solutions obeying the constrains from our ansatz. In fact, we only detail
the calculations for the solutions of σx (ν = x) because the remaining possibilities lead to
ζ(x′) = 0, i.e. trivial solutions.

Let us start by looking at the spinor part of the possible solutions:

ψ+x(x′) + ψ†+x(x′) =⇒ a = b = c = d = 1;
ψ−x(x′) + ψ†−x(x′) =⇒ a = c = 1 and b = d = −1;

i(ψ+x(x′)− ψ†+x(x′)) =⇒ a = b = i and c = d = −i;
i(ψ−x(x′)− ψ†−x(x′)) =⇒ a = d = i and b = c = −i.

(2.29)
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Inserting these constants into the differential equations and solving them gives us the
following solutions (up to normalization):

γ1(x′) = (ψ+x + ψ†+x) exp

 1
~vF

x′∫
0

mz(u) + ∆(u)du

 ; (2.30)

γ2(x′) = (ψ−x + ψ†−x) exp

 1
~vF

x′∫
0

(∆(u)−mz(u))du

 ; (2.31)

γ3(x′) = i(ψ+x − ψ†+x) exp

 1
~vF

x′∫
0

(−∆(u) +mz(u)du

 ; (2.32)

γ4(x′) = i(ψ−x − ψ†−x) exp

 1
~vF

x′∫
0

(−∆(u)−mz(u))du

 . (2.33)

Thus, depending on the spatial profile of ∆(x′) and mz(x′), some solutions will diverge
(not physical), in the same spirit of what we discussed in Sec. 2.1.3 about the QAH edge
states. In passing, we note that if we take ∆(x) = 0, we get back the QAH solutions but
in the BdG basis, i.e.

γ1(x′) = (ψ+x + ψ†+x) exp

 1
~vF

x′∫
0

mz(u)du

 ; (2.34)

γ2(x′) = (ψ−x + ψ†−x) exp

− 1
~vF

x′∫
0

mz(u)du

 ; (2.35)

γ3(x′) = i(ψ+x − ψ†+x) exp

 1
~vF

x′∫
0

(mz(u))du

 ; (2.36)

γ4(x′) = i(ψ−x − ψ†−x) exp

− 1
~vF

x′∫
0

(mz(u)du

 . (2.37)

If we consider that the solutions with exp
(

1
~vF

x′∫
0

(mz(x′))du
)
are physical, we can rewrite

them as

φ(x′) = (γ1(x′)− iγ3(x′)) = ψ+x exp

 1
~vF

x′∫
0

(mz(u))du

 (2.38)

and the redundant BdG solution,

φ(x′)† = (γ1(x′) + iγ3(x′)) = ψ†+x exp

 1
~vF

x′∫
0

(mz(u))du

 . (2.39)
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On the other hand, if we take mz(x′) = 0, only two solutions represent real quan-
tum states; for instance, if we consider ∆(x′)/~vF = tanh(x′), only

i(ψ+x − ψ†+x)e−ln(cosh x′), (2.40)
i(ψ−x − ψ†−x)e−ln(cosh x′), (2.41)

are physical solutions. In this scenario, when we have two good solutions (for ∆ 6= 0),
we say that they are helical Majorana edge states. The adjective helical is used here to
emphasize that when ky 6= 0, one of the states propagates along one direction while the
other goes in the opposite direction. Moreover, the spin of these edge states is locked with
the propagation direction.

The other case that we will explore is when we have only induced superconductivity
∆(x′) in one region and only a Zeeman field mz(x′) in another region of the surface, e.g.
∆(x′) = ∆θ(x′) and mz(x′) = mzθ(−x′), where θ(x′) is the Heaviside step function. With
these considerations, only one of the four solutions will represent a quantum state, e.g.,
only

γ(x′) = i(ψ−x − ψ†−x) exp

 1
~vF

x′∫
0

(−∆(u)−mz(u))du


would be a physical solution, i.e., would not diverge. We call this solution a chiral Majo-
rana edge state, in contrast with the helical pair, i.e., instead of two counter-propagating
(helical) solutions, there is only one solution that propagates in one direction.

Besides the number of states bounded to a domain wall, there are other differences
between chiral and helical states. Namely, there is a distinction concerning time-reversal
symmetry: in the helical case, TRS is preserved because mz(x′) = 0 is required. Whereas
for the chiral case, we need a Zeeman field to leave just one physical state and therefore
TRS needs to be broken. Furthermore, the chiral edge state has a practical interest since
it could be used to create topological qubits through the braiding of chiral Majoranas
fermions (24).

Note that, with the exception of the zero-energy case where γ = γ†, these edge
states are indeed fermions (24), i.e., for a generic ky 6= 0 (i.e., generic energy) the usual
fermionic commutation relations are satisfied and γ†ky = γ−ky instead of γ†ky = γky .

Another point that will be discussed in the next chapter, when we introduce the
lattice version of this model, is how the bulk-edge correspondence emerges here. Straight-
forwardly, the problem that we will address is how to predict what happens at a given
interface (with vacuum) in terms of edge states, by only looking at the bulk Hamiltonian.

Last but not least, there is another important feature of the chiral Majorana edge
state that we will use to distinguish them from the Majorana corner states when we discuss
the MCS in Ch. 4. That is, the conductance through one Majorana edge state is predicted
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to be e2/2h in a two-terminal measurement. We will not reproduce the calculation that
yields this result here. the reader can find the calculation in Ref. (39).

2.3 Lattice model

To build a proper Hamiltonian model for the numerical calculations, we need to
discretize the continuum model. Instead of doing ki → ∂i and using the finite differences
method to numerically deal with the derivatives, we will put the Hamiltonian hBdG in a
fictitious lattice, c.f. (52). To this end, we must create periodicity in our model. An ad hoc
way (justified via the tight-binding method) to do this is to map

ki −→
1
a

sin(kia), (2.42)

k2
i −→

2
a2 (1− cos(kia)), (2.43)

where ‘a’ is the lattice spacing. Notice that the lattice version gives the continuum model
in the long wave length limit kia ≈ 0.

Although our mapping works just fine, one could argue that k2
i should be mapped

into 1
a2 sin(kia)2, which would also give us back the continuum model in the same limit.

However, using 1
a2 sin(kia)2 corresponds to on site and next-nearest-neighbor couplings in

real space∗∗∗, instead of the simpler nearest-neighbor couplings from the 2
a2 (1− cos(kia))

version (52).

2.3.1 Fermion doubling and Wilson mass

Before we apply the previous mapping to our model for a topological supercon-
ductor, there is an important problem that must be addressed and solved: the so-called
“fermion doubling” (53,54). Notice that if we transform a continuum Hamiltonian that
is linear in momentum, something undesirable happens: an additional fictitious “gap”
closing point appears at ki = π/a, in the Brillouin zone. This is a problem because we
would have doubled states for any energy, i.e. the dispersion would be always wrong if we
wanted to look at a given energy range, Fig. 11. Unfortunately, energy resolution (near
zero) is important to us, as we want to look at the density of states, quantum transport,
etc.

∗∗∗During the representation transformation, we Fourier transform sin(kia)2 to obtain δ(xi +
2) + δ(xi − 2) corresponding next-nearest-neighbor coupling.
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Figure 11 – Energy dispersions of a continuum Dirac Hamiltonian (blue) and its lattice
version (red). At any given energy, the lattice model shows four states, while
the continuum model only has two, this is the so-called fermion doubling
problem. Source: By the author.

The pessimistic reader may be thinking that our method of creating a lattice
version of a continuum model is doomed, as we study a Dirac like Hamiltonian (with
superconductivity). However, there is a way to circumvent this problem: the introduction
of the Wilson mass term, c.f (53,54) and references therein. The idea is to add an ad hoc
term in our Hamiltonian that will move those states near the edge of the Brillouin zone.
Thus making the lattice Hamiltonian consistent with the continuum model for small k
(long wave length limit). In our 2D scenario, this term is

2W
a2

∑
i=x,y

(1− cos(kia))σz, (2.44)

where W is a constant with a value such that the energy scale of this term is ∼ ~vF (55).
Note that this term has the continuum counterpart Wk2σz. Moreover, for ki → 0, this
term goes to 0; while for ki → π/a, it goes to 2W/a2 and will introduce a gap at that
point.

As the reader may have imagined, adding this ad hoc term in a Hamiltonian comes
at a price. The Wilson mass “trick” takes its toll in the form of a symmetry breaking. For
our model, it breaks time reversal symmetry†††, which is a small price to pay, because we
already took into account the possibility of breaking TRS with a Zeeman field, µzσz.

†††note that the Wilson term is even in k, as we argued in 2.1.3, this means that this term
breaks TRS
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Figure 12 – Energy dispersion for the continuum Dirac model in dotted blue, and for the
lattice model with the Wilson massW = ~vFa2/2 in red. Now the states near
kia = π have been lifted and both models agree for small energy. Source: By
the author.

In light of works as Ref. (56) we can imagine that this term comes from a k-
dependent version of the Zeeman field, where this dependence would come from the
gyromagnetic factor g(k) (57). Another way to frame this term is to see it as coming
from considering (which we do not describe in our model) another parallel surface that
interacts with our surface and hybridizes their levels, generating an effective term like in
Eq. 12. A detailed and formal description of this second picture can be found in Sec. 3.2
of Ref. (58).

2.3.2 Phase diagram

Now that we have our lattice Hamiltonian, following what we did for the continuum
case in Sec. 2.2, we can write its BdG form

H̃ =
∑
k

ξ†k

hlat(k)− µ ∆iσy
∆iσy −h∗lat(−k) + µ

 ξk, (2.45)

with the normal part

hlat(k) = ~vF
a

(σx sin kya− σy sin kxa) +
[
mz + 2W

a2 (2− cos kxa− cos kya)
]
σz, (2.46)

where we recall that mz is an out-of-plane Zeeman field. We can look for the possible
ordinary (i.e., first order) topological phases that emerge in this system (having in mind
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the possible edge states that we calculated) by looking at bulk bands properties. This
analysis, which was first done by Qi et al. (1) in this type of junction, is important to us
because when we discuss the emergence of Majorana corner states, we will see that they
are not predicted by the behavior of the bulk bands

Often, the main aspect investigated in ordinary topological materials is the pos-
sibility of closing and reopening a bulk gap by changing parameters of the model. The
importance of this gap closing is that the set of parameters making this system gap-
less separates regions with different “band topologies" and therefore different topological
phases. It is relevant to highlight that unless the bulk gap is closed between two points in
the parameter space, they can be adiabatically connected and hence they are still in the
same topological phase.

Here, by “different band topologies” we mean that at least one bulk topological
property (invariant) of the band structure is different in different regions. In addition
to this bulk mathematical distinction, there is a physical effect in finite geometries: the
emergence of edge states (bulk-edge correspondence). In our model, the invariant that
distinguishes the topology of the system for a given set of parameters is the total Chern
number, which we calculate in Appendix B.

Due to the calculation that we did considering domains in the pairing function
or Zeeman field, Sec. 2.2.1, we can expect three different topological phases. Each one of
them corresponding to the different behaviors at an interface (with vacuum): either one
or a pair of chiral Majorana edge states, or no edge states (trivial phase). Here, notice
that instead of considering the possibility of a helical pair of edge states, we considered
a pair of chiral Majoranas. This slight modification is due to the presence of the Wilson
mass, which breaks TRS.

The equation that tells us when the bands are gapless, as shown in Ref. (1), is
µ2 + ∆2 = m2

z. In addition, for ∆ = 0 our system is mapped into the Chern insulator(46),
which has known phases: normal insulator (mz > 0) and QAH phase (mz < 0) (58).
As a topological phase transition requires a gap closing, we will see which regions in the
parameter (with ∆ 6= 0) space are adiabatically connected to the known phases for ∆ = 0.

First, we notice that if µ > |mz| and ∆ = 0 then the chemical potential lies within
a band. Hence we have a metallic phase that is not connected to any other phase because
it is gapless. Now we look at the cases with µ < |mz|: mz > 0 and mz < 0. The first
scenario, with mz > 0 is the trivial (normal) insulator, hence if we turn a superconducting
pairing, such as we keep µ2 + ∆2 < m2

z, the system remains in a trivial phase.

On the other hand, if mz < 0 and ∆ = 0 we have the QAH phase and following
the same idea from the trivial case, we can connect the QAH phase to the region where
µ2 + ∆2 < m2

z (for mz < 0) without closing the gap. Due to this property, we expect that
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Figure 13 – Dispersion relation for different Zeeman fields mz showing the closing points
of the gap at mz = ±∆ (as µ = 0) and the gapped regions in between, which
are in different topological phases: a pair of chiral Majoranas (mz = −2∆);
a single chiral Majorana (mz = 0) and trivial phase (mz = 2∆). Here ∆ =
~vF/2a and W = ~vFa/2. Source: By the author.

the QAH will be connected to a topological superconducting phase, however we have two
possibilities, a phase with either: a single chiral Majorana or a pair of chiral edge states.
To see which one corresponds to the µ2 + ∆2 < m2

z (for mz < 0) region, we will present
an intuitive argument‡‡‡ next.

We know that this region in the parameter space is adiabatically connected to
the QAH, i.e., by taking ∆ → 0 we can go back to the QAH phase without closing the
gap. We also know that the QAH has a Dirac fermion edge state (Sec. 2.1.3) and that
this fermion corresponds to two Majorana fermions (5). Therefore, we can argue that the
phase that is connected to the QAH phase is the one that hosts two Majorana states.
Moreover, by exclusion, the region where µ2 + ∆2 > m2

z must correspond to the phase
that hosts a single chiral Majorana edge state.

‡‡‡a more formal approach can be found in Ref. (1) and in Appendix B of this dissertation.
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Figure 14 – Phase diagram showing the possible topological phases and their topological
index (c.f. Appendix B). The blue cones show the condition µ2 + ∆2 = m2

z,
where the system is gapless. Source: Adapted from QI et al.(1).

2.3.3 Real space lattice model

Now that we took care of the fermion doubling problem and have some understand-
ing of the bulk spectra, we will write the Hamiltonian in the real space representation.
This is important because we want to look at a finite square geometry version of our
Hamiltonian to search for the Majorana corner states. In the case of a finite system,
k is no longer a good quantum number and therefore we need to go to the real space
representation. To this end, we do the transformation for the fermionic operators

c~r,σ = 1√
V

∑
~k

c~k,σe
i~k·~r, (2.47)

with ~r = (i, j) being a discrete real space vector in the lattice and σ the spin.

By using the relation for c~r,σ and c†~r,σ and taking the limit ∑
~k

→ V
(2π)2

∫
d2k, we

can write the normal part of our Hamiltonian model H̃ (Eq. 2.45) in the real space
representation

Hlat =
∑
i,j

~vf
i

2a
[
c†(i,j−1)↑c(i,j)↓ − c†(i,j+1)↑c(i,j)↓ + h.c

]
−~vf

1
2a
[
c†(i−1,j)↑c(i,j)↓ − c†(i+1,j)↑c(i,j)↓ + h.c

]
+(4W

a2 + λ)
[
c†(i,j)↑c(i,j)↑ − c†(i,j)↓c(i,j)↓

]
−W
a2

[
c†(i+1,j)↓c(i,j)↑ + c†(i,j+1)↓c(i,j)↑ + h.c.

]
.

(2.48)

Once we have Eq. 2.48, the BdG version with the superconducting pairing term
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is found by transforming the superconducting terms§§§ into the real space representation
and writing the matrix form of H̃ in the basis Θ = (c(1,1)↑, c(1,1)↓, c(2,1)↑, . . . , c(N,1)↓,

c(1,2)↑, . . . , c(N,2)↓, . . . , c(N,M)↓, c
†
(1,1)↑, . . . , c

†
(N,M)↓), where N and M are the number of sites

in x and y directions,

H̃ = 1
2Θ†

 hlat ∆iσy ⊗ I(NM)

∆iσy ⊗ I(NM) −h∗lat

Θ. (2.49)

The symbol I(NM) represents the (NM) × (NM)identity matrix in the lattice Hilbert
subspace and hlat is given by hσ,σ

′

lat [(i, j), (i′, j′)] = 〈0| c(i′,j′)σ′Hlatc
†
(i,j)σ |0〉, where |0〉 is the

empty (vacuum) state.

This lattice version in real space of our model Hamiltonian (Eq. 2.49) for a QAH-
SC junction will be the one that we will use to investigate the emergence of the Majorana
corner states and calculate their properties (e.g., transport signatures) in Ch. 4. However,
the bulk version (i.e., k-space representation) in Eq. 2.45 will also be useful to us as we
will use it to calculate the symmetries of H̃. This will be important to indicate if the
MCS are protected by any of these symmetries or not. All these properties will require
techniques to perform the calculations. We will develop the necessary techniques in the
next chapter.

§§§we consider s-wave superconductivity, thus the pairing terms are momentum independent
and just couple electron and hole degrees of freedom on a given site.
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Now that we have described and defined the model that we want to investigate,
we will develop the tools that we will use in our investigation.

We begin by doing a symmetry analysis of our lattice model, i.e., we look at the
symmetries present or absent in our Hamiltonian, Eq. 2.45. This analysis is important
later on when we discuss the emergence of Majorana corner states. We want to know
whether these states are protected by any of these symmetries, i.e. whether preserving a
symmetry implies in the preservation of the corner modes at zero-energy.

Next, we move on to the Non-equilibrium Green’s functions (NEGF). This topic
is extensive enough to inspire entire books, c.f. (59), developing applications and theory,
e.g. Keldysh (60) and Kadanoff and Bayn (61). As no one would enjoy a detour that big,
I will content myself to just define the main concepts of NEGF and how we extract useful
information from them. For us, useful information will be limited to: (local) density of
state (or spin) and single particle transport quantities, e.g. linear conductance.

3.1 Symmetry analysis of the lattice model

With our lattice Hamiltonian,

H̃ =
∑
k

ξ†k

hlat(k)− µ ∆iσy
∆iσy −h∗lat(−k) + µ

 ξk, (3.1)

hlat(k) = ~vF
a

(σx sin kya− σy sin kxa) +
[
mz + 2W

a2 (2− cos kxa− cos kya)
]
σz, (3.2)

at hand, we will explore its symmetries (spatial and non-spatial). Here we recall that our
basis is ξk =

(
ψk↑ ψk↓ ψ

†
−k↑ ψ

†
−k↓

)T
.

Note that hlat(k) is the normal part of the Bloch Hamiltonian with superconduc-
tivity. However, besides particle-hole, which is enforced by the BdG formalism, we can
use the normal part

H̃lat =
∑
k

ψ†khlat(k)ψk (3.3)

to explore the symmetries of H̃. We can choose to do our symmetry analysis this way
because the s-wave pairing is transformed trivially under any other symmetry, i.e., it does
not break TRS neither spatial symmetries because it is spatially uniform.

We start our analysis by stating a fact that we already mentioned in the previous
section and chapter: time-reversal symmetry is broken in this model. As we discussed



52 Chapter 3 Methods

in Sec. 2.1.3, even terms in k proportional to any Pauli matrix break TRS in a Dirac
Hamiltonian. Here all the terms proportional to σz are even and therefore TRS is broken.
A direct verification of this fact can be done by calculating∗ that [H̃lat, T ] 6= 0, where
T = −iσyK is the representation of the TR operation, with K being complex conjugation.
Furthermore, as we have particle-hole symmetry but not time-reversal, their product
(which is the chiral symmetry) is not a symmetry of our Hamiltonian.

In addition to the non-spatial symmetries, we need to look at the symmetries from
the lattice and the products between absent symmetries, e.g., if the Hamiltonian does not
have symmetries A and B, [A, H̃lat] and [B, H̃lat] are not zero, however it is still possible
to have [AB, H̃lat] = 0.

Spatial symmetries

As we have a square lattice, it is natural to look at the dihedral group D4, which
consists of 90◦ rotations and reflections through the directions parallel to the square sides
or through the diagonals.

The first operation of D4 that we will study are 90◦ rotations, which form the C4

subgroup. In Cartesian coordinates, this subgroup maps (x, y) 7→ (−y, x). Therefore, its
action on the creation (or annihilation) operators is

C4ψ(x,y)C−1
4 = ψ(−y,x), (3.4)

where the calligraphic C4 is a representation of the group’s action, i.e., it is a 2×2 matrix.

As we will analyze our Hamiltonian in k-space, we note that the action of C4 in
ψ(kx,ky) is

C4ψ(kx,ky)C−1
4 = 1√

V

∑
(x,y)
C4ψ(x,y)C−1

4 e−i(kxx+kyy)

= 1√
V

∑
(x,y)

ψ(−y,x)e
−i(kxx+kyy)

= 1√
V

∑
(x,y)

ψ(−y,x)e
−i(kxx+kyy)

= 1√
V

∑
(x′,y′)

ψ(x′,y′)e
−i(kxy′−kyx′)

=⇒ C4ψ(kx,ky)C−1
4 = ψ(ky ,−kx).

(3.5)

To verify if C4 is indeed a symmetry of our Hamiltonian, we assume that it is and
see if this assumption leads us to a contradiction or not. Let us then assume that C4 is a

∗alternatively, one can show (46) that not having TRS is equivalent to violating the equality
T hlat(k)T −1 = hlat(−k).
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symmetry of our Hamiltonian, hence [C4, Hlat] = 0, i.e., C4HlatC−1
4 = Hlat, which implies

that

∑
k

C4ψ
†
kh(~k)latψkC

−1
4 =

∑
k

ψ†kh(~k)latψk, (3.6)

and can be rewritten, by using that C4C−1
4 = 1, as

∑
k

C4ψ
†
kC−1

4 C4hlat(~k)C−1
4 C4ψkC−1

4 =
∑
k

ψ†kh(~p)ψk;

⇒
∑
k

ψ†(ky ,−kx)C4hlat(~k)C−1
4 ψ(ky ,−kx) =

∑
k

ψ†khlat(~k)ψk;

⇒
∑
k

ψ†(ky ,−kx)C4hlat(~k)C−1
4 ψ(ky ,−kx) =

∑
k

ψ†khlat(~k)ψk;

⇒ C4hlat(~k)C−1
4 = hlat(ky,−kx).

(3.7)

Since we did not do any “logical leap”, this last equation is equivalent to the
statement that C4 is a symmetry of Hlat. Thus, if we find an operator C4 such as Eq.
3.7 is satisfied, we can claim that C4 is a symmetry of our Hamiltonian. On the other
hand, if we show that there is no operator that satisfies that equation, it means that our
assumption is false, hence C4 is not a symmetry of Hlat.

In this particular case, it is rather intuitive that the only possibility is to have
C4 = e

−iασz
2 , for a given α , because the transformation is a rotation along the z axis.

More specifically, it is a 90◦ rotation. It turns out to be true that C4 = e−i
π
4 σz satisfies the

requirement to have C4 as a symmetry of Hlat. The verification is straightforward if one
recalls that e−iπ4 σz = 1√

2(I− iσz) and σxσz = −iσy and that σyσz = iσx.

Note that the C2 group, 180◦ rotations†, is a subgroup of C4; therefore, as C4 is
a symmetry group of hlat, C2 is also a symmetry. If the reader is not convinced by this
syllogism, the verification is immediate if we take C2 = −iσz, which is equivalent to (C4)2,
i.e. two consecutive 90◦ rotations.

Next, we look at the four reflection operations Mx, My, Mx+y and Mx−y, with
the respective operators areMx,My,Mx+y andMx−y. These operations are defined by
their action in the spatial coordinates, M~r : ~r 7→ −~r, e.g., Mx : (x, y) 7→ (−x, y).

To verify if any of these operations correspond to symmetries in Hlat, we repeat
the same procedure done for C4. We find that the equations equivalent to having these

†which is equivalent to the inversion operation
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symmetries are

Mxhlat(~k)M−1
x = hlat(−kx, ky),

Myh(~k)M−1
y = hlat(kx,−ky),

Mx+yhlat(~k)M−1
x+y = hlat(ky, kx),

Mx−yhlat(~k)M−1
x−y = hlat(−ky,−kx).

(3.8)

Before we start looking for operators for the reflections or try to show that they do
not exist, we will show a visual proof of why our Hamiltonian does not have any mirror
symmetry. The fact that will help us to build this argument is that: any reflection in a
2D object can be thought of as a rotation in 3D around the reflection axis. Within this
optic, one can see that any rotation around these axes will “flip” the out-of-plane‡ terms,
i.e., as the corresponding operators to the reflections are out-of-plane rotations, they are
proportional to σx and σy, which will always change the sign of the terms with σz.

Figure 15 – Illustration of the four possible reflections symmetries in a square. It can also
be seen that reflections of a 2D object can be viewed as a rotation if that
object is embedded in the 3D space. Source: By the author.

We can also show that assuming any of the mirror operations to be a symmetry
leads to a contradiction. For brevity, let us look only at Mx, as the same steps are valid
for the remaining mirror symmetries.

Let us suppose that there exists an operatorMx such asMxh(~k)M−1
x = hlat(−kx, ky)

holds. This implies that,

Mx[
~vF
a

(σx sin kya− σy sin kxa) +
[
mz + 2W

a2 (+2− cos kxa− cos kya)
]
σz]M−1

x

= ~vF
a

(σx sin kya+ σy sin kxa) +
[
mz + 2W

a2 (+2− cos kxa− cos kya)
]
σz,

(3.9)

‡in spin space
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hence,Mx must map

σx 7→ σx,

σy 7→ −σy,

σz 7→ σz.

(3.10)

Now, let us try to build a 2× 2 operator that behaves as the mapping above requires.

The most general form of a 2 × 2 operator is ~v · ~σ, with ~v = (a, b, c, d). The
first condition is that MxσxM−1

x = σx, thus we must have c = d = 0. The action
on σz is MxσzM−1

x = σz, which implies that b = c = 0. The remaining operation
is over σy, MxσyM−1

x = −σy, implying that a=c=0. As we put all these conditions
together, we see that Mx = 0, which is absurd! The operator cannot be 0, as it would
not satisfyMxh(~k)M−1

x = h(−kx, ky), in fact it is more absurd than that becauseMx is
not even invertible. Therefore, we showed that Mx is not a symmetry of our Hamiltonian
and the same can be said about the other mirror operations. In addition, the reflection
around x should transform the spin operators as angular momentum operators (62), i.e.,
MxσxM−1

x = σx and Mxσy,zM−1
x = −σy,z which would already be conflicting with the

expected mapping ofMx for σz in Eq. 3.10.

With the analysis of the mirror operations, we exhausted the “basic” symmetries.
Summarizing, our Hamiltonian Hlat has: PHS, C4 and C2 (i.e., inversion) and it lacks TRS
and any mirror symmetry. However, as we mentioned in the beginning of this section, a
product of two operations can be a symmetry of our Hamiltonian, although neither of
the operations correspond to symmetries. Here, the products that we can investigate are
between a given mirror operation and time-reversal, which are called magnetic (in-plane)
reflection symmetries (63).

Magnetic mirror symmetries

We know how the creation and annihilation operators are transformed under the
individual symmetries T andM (here,M without any subscript index represents any of
the mirror operations). Hence, if we combine the action of both transformations, we find
the equation that the Bloch Hamiltonian must obey to have a givenMT symmetry.

Again, let us focus on the case with the reflection along the x axis,MxT . We know
thatMxc(kx,ky)σ′M−1

x = c(−kx,ky)σ′ and that (40) T c(kx,ky)σ′T −1 = iσyc(−kx,−ky)σ′ . Combin-
ing the operations, we arrive at (MxT )c(kx,ky)σ′(MxT )−1 = iσyc(kx,−ky)σ′ . Performing the
same steps (Eq. 3.7) as we did for the C4 calculation, we obtain (MxT )hlat(~k)(MxT )−1 =
hlat(kx,−ky). Now we need to verify if this equation is true for some operatorMx or not.
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Let us start by applying the TR operation T = −iσyK to the Bloch Hamiltonian,

Mx{T [~vF
a

(σx sin kya− σy sin kxa) +
[
mz + 2W

a2 (+2− cos kxa− cos kya)
]
σz]T −1}M−1

x

= −Mx{−
~vF
a

(σx sin kya− σy sin kxa)−
[
mz + 2W

a2 (+2− cos kxa− cos kya)
]
σz}M−1

x ,

(3.11)

now we need to look for anMx such as,

−Mx{−
~vF
a

(σx sin kya− σy sin kxa)−
[
mz + 2W

a2 (+2− cos kxa− cos kya)
]
σz}M−1

x =

~vF
a

(−σx sin kya− σy sin kxa) +
[
mz + 2W

a2 (+2− cos kxa− cos kya)
]
σz.

(3.12)

In this case, we find thatMx = iσx is the answer.

The same steps can be done to the remaining products and the conclusion will be
that all the magnetic reflection operationsMxT ,MyT ,Mx+yT andMx−yT correspond
to symmetries of Hlat.

3.2 Non-equilibrium Green’s functions

As we mentioned at the beginning of this chapter, we will present a “practical”
approach to NEGFs. In the same spirit of the Green’s function in differential equation
theory (64), we define the retarded Green’s function for the Schrodinger equation at a
given energy E for a Hamiltonian H,

G(E) = lim
η→0+

(E + iη −H − Σ)−1 . (3.13)

Here we have introduced the iη term to shift the poles from the real axis to avoid singular-
ities. If one had chosen the minus sign for this term, we would end up with the advanced
Green’s function, G†, which is as special as the retarded one.

The other term that we put in an ad hoc way (we will derive it in the next
paragraph) is Σ, which represents the total self-energy. For our purposes, the self-energy
effectively accounts for interactions with the environment, e.g., normal or superconducting
leads coupled to the system. One could also take into account many-body interactions,
e.g. electron-electron, as self-energies but we do not need to do that, since we already
have an effective single particle model as derived in Ch. 2.
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3.2.1 Self-energies

To elucidate the origin of the self-energy term, we perform a simplistic calculation.
Let us consider a setup with one lead and a main region coupled together. We can write
the Hamiltonian in terms of subspaces block matrices,

H =
HL τ

τ † HD

 , (3.14)

where HL and HD are the Hamiltonian parts in the lead and main device subspaces. The
term τ connects those subspaces and couples the lead to the main part.

We will now try to find the Green’s function of the relevant subspace, i.e., the main
region. So we will use Eq. 3.13 and write the Green’s function in terms of the subspace
blocks, (E + iη)I −

HL τ

τ † HD

 GL GLD

GDL GD

 =
IL

ID

 , (3.15)

where we also separated the identity matrix in the blocks.

Next, we do the matrix multiplication on the left-hand side, which gives us equa-
tions in terms of the matrix blocks,

((E + iη)−HL)GLD − τGD = 0, (3.16)
−τ †GLD + ((E + iη)−HD)GD = ID, (3.17)

and massage these equations to isolate GD.

By defining the lead Green’s function gL = ((E + iη)−HL)−1, we find that GLD =
gLτGD. Making this identification in Eq. 3.17, let us write an expression for GD

−τ †gLτGD + ((E + iη)−HD)GD = ID (3.18)

⇒ GD =
(
(E + iη)−HD − τ †gL(E)τ

)−1
. (3.19)

Now we define the self-energy Σ(E) = τ †gL(E)τ and identify HD with H to regain the
retarded Green’s function as written in Eq. 3.13.

Another way to incorporate and interpret the self-energy is to define an effective
Hamiltonian Heff = HD + Σ. The role of the self-energy in this Hamiltonian is divided in
two: the Hermitian part (Σ+Σ†)/2 will shift the eigenenergies of the original Hamiltonian
and may change the coupling between the degrees of freedom inside the device; on the
other hand, the skew-Hermitian part (Σ − Σ†)/2 ≡ Γ/2, will introduce a broadening
(or life-time) to Heff states. Here we defined the broadening matrix Γ, which will be
important when we deal with transport.
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Notice that, if we know Σ, we need to invert a matrix with the size of HD instead
of H. This fact has an important role when doing numerical calculations as it reduces
considerably the computational power needed without doing any approximation on GD.

Although calculating the exact form of the self-energy is important when modeling
realistic systems§, it can be very time-consuming (but not as much as doing the complete
inversion!). To save that time, we will try to find approximate analytical expressions for
the self-energies. In practice, we will trade a bit of quantitative accuracy for time, while
we keep the phenomenology correct.

First, we show an expression for the normal lead and then for the superconduct-
ing one. The latter will also justify why we consider the superconductivity induced by
proximity as we did in Sec. 2.2.

Normal lead self-energy

A normal lead is a trivial metal connected to our device. Therefore, we know that
its corresponding self-energy ΣN cannot introduce proximity effects into our device, e.g.
spin-orbit interaction, magnetization, etc. The corresponding effect of the self-energy must
be a broadening and shift in the spectra.

In a first approximation, we neglect the energy shift, because it does not change
the phenomena observed in a qualitative way. Besides, we consider that the broadening
is independent of energy¶. In other words, we take Σ(E) = Γ/2 with non-zero elements
depending on the coupling matrix τ .

Superconducting lead self-energy

For the superconducting lead, we need to do a slightly more careful approximation
before finding the expression that we will use. The superconducting lead will be a 3D
s-wave superconductor, which we model using the s-wave BCS mean-field Hamiltonian,
i.e.,

HSC =
∑
k,σ

εkc
†
k,σck,σ +

(
∆c†k↑c

†
−k↓ + h.c.

)
, (3.20)

here εk = ~k2

2m − µ, and c
†
k,σ(ck,σ) are the usual creation (annihilation) electron operators

for spin σ and momentum k. In the Bogoliubov-de Gennes formulation,

HSC =
∑
k

ϕ†khSC(k)ϕk, (3.21)

hSC(k) =
 εk i∆σy
−i∆σy −ε−k

 (3.22)

§for the reader interested in doing this kind of calculation, look the Sancho-Rubio algorithm
(65), it can be very useful.

¶later in this section we will see that this is equivalent to considering that the lead has a
constant density of states at the energy range that we are interested in.
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where we choose a gauge such ∆ ∈ R, without loss of generality, and the basis is ϕk =
1√
2

(
ck,↑ ck,↓ c

†
−k,↑ c

†
−k,↓

)T
.

To obtain the self-energy, first, we calculate gSC = (E + iη− hSC(k))−1, which we
can do by directly inverting the matrix, as it is only 4× 4,

gSC(k, ω) =



− ω+εk
∆2−ω2+ε2

k
0 0 − ∆

∆2−ω2+ε2
k

0 − ω+εk
∆2−ω2+ε2

k

∆
∆2−ω2+ε2

k
0

0 ∆
∆2−ω2+ε2

k

εk−ω
∆2−ω2+ε2

k
0

− ∆
∆2−ω2+ε2

k
0 0 εk−ω

∆2−ω2+ε2
k

 , (3.23)

with E + iη ≡ ω. We also need to define the coupling to the main region

τSC =


γ 0 0 0
0 γ 0 0
0 0 −γ 0
0 0 0 −γ

 , (3.24)

where γ is a constant. For simplicity, we have considered that the main region subspace
is also 4× 4. If we had considered a larger subspace, the only difference would be the size
of the self-energy matrix.

Recalling the self-energy definition ΣSC = τ †SC gSC(k, ω) τSC , we do this matrix
product and find

ΣSC(k, ω) = |γ|2

∆2 − ω2 + ε2
k


−ω − εk 0 0 ∆

0 −ω − εk −∆ 0
0 −∆ εk − ω 0
∆ 0 0 εk − ω

 . (3.25)

So far, we did not make any simplifications or limiting assumptions for the coupled
main part, but now we should make some. First, we will consider a two-dimensional
main region because this is the case of our model in Ch. 2. As the superconducting lead
is 3D, there is one momentum component (degree of freedom) that only exists in the
superconductor, e.g. kz. Thus we can sum over (or “trace out”) that degree of freedom,
so the self-energy corresponds to the contribution of the whole superconducting lead, i.e.
all kz components.

This sum will be written as an integral due to kz being a continuum degree of
freedom ∫

dkz
1

∆2 − ω2 + ε2
k

=⇒
∫
dεk

dkz
dεk

1
∆2 − ω2 + ε2 , (3.26)

where we made a variable change from kz to εk. Now we identify the tunneling density
of states dkz/dεk = N(εk), which only depends on kz (15) and assume that this density
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of states does not vary much and is approximately the tunneling DOS at the Fermi
energy(15,66), i.e. N(εk) ≈ N(0). Within this approximation, we use the residue theorem
and find

∫
dεk

dkz
dεk

1
∆2 − ω2 + ε2 = N(0) π√

∆2 − ω2
. (3.27)

The other terms are odd and vanish under integration. Therefore, we have an analytical
expression for the superconducting lead self-energy that is independent of momentum

ΣSC(ω) = ξ√
∆2 − ω2


−ω 0 0 ∆
0 −ω −∆ 0
0 −∆ −ω 0
∆ 0 0 −ω

 , (3.28)

where we defined ξ ≡ |γ|2N(0)π.

As in Ref. (50), we can take the small-energy limit and consider the first-order
expansion. In Dirac-like Hamiltonians (as the topological surface state derived in Sec.
2.1.2), this approximate self-energy will play the role of inducing a superconducting pairing
function ∆̃ and renormalizing the Fermi velocity vF and chemical potential µ,

vF → ṽF = vF
1 + ξ/∆; (3.29)

µ→ µ̃ = µ

1 + ξ/∆; (3.30)

∆̃ = ξ

1 + ξ/∆ . (3.31)

The detailed derivation of these results can be found in Appendix A.

3.2.2 Density of states

Considering that some of the readers are already familiar with (or bored by) the
following common algebraic manipulations of the Green’s function, I will show how to
express the density of states in terms of the retarded Green’s function right away and
afterward do the detailed derivation.

The density of states in terms of the retarded Green’s function is (67):

ρ(E) = − 1
π
Im[Tr{G(E)}], (3.32)

where ‘Tr’ is the trace operation (over all degrees of freedom).

If you are one of the readers who would like to skip the next calculations: go
ahead, I take no offense. For those who want to see the origin of this expression: we



3.2 Non-equilibrium Green’s functions 61

start by defining the spectral representation of the retarded Green’s function, which is
obtained by inserting the completeness relation I = ∑

n |φn〉 〈φn| twice in Eq. 3.13, where
H |φn〉 = λn |φn〉,

G(E) = lim
η→0+

∑
n

|φn〉 〈φn|
E + iη − λn

. (3.33)

The identity limy→0
1

x+iy = P 1
x
− iπδ(x), where P is the Cauchy principal value,

allows us to re-write the denominator as

G(E) =
∑
n

|φn〉 〈φn|
(
P

1
E − λn

− iπδ(E − λn))
)
. (3.34)

We can already see that the second term resembles the density of states; but, first, we
need to get rid of the other terms. By considering a complete basis ∑

n
|φm〉 〈φm|, we can

take the trace,

Tr{G(E)} =
∑
m

〈φm|G(E) |φm〉 =
∑
n,m

〈φm|φn〉 〈φn|φm〉
(
P

1
E − λn

− iπδ(E − λn))
)

=
∑
n,m

δmnδnm

(
P

1
E − λn

− iπδ(E − λn))
)

=
∑
m

(
P

1
E − λm

− iπδ(E − λm))
)
.

(3.35)

Now, if we divide the quantity above by −π and take the imaginary part, we identify
the definition of density of states ρ(E) = ∑

n
δ(E − λn) to obtain the desired equation:

ρ(E) = − 1
π
Im[Tr{G(E)}].

Notice that if instead of taking the full trace, we took a partial trace over the
degrees of freedom that are not spatial, e.g. spin, orbital, etc. and use the real space
representation‖, we would end up with the local density of states (LDOS) ρ(r, E).

To illustrate the calculation of the LDOS, let us look at a simple example: a 1D
chain with N sites and two orbitals∗∗ {a,b}. Our generic Hamiltonian and Green’s function
can be written in the basis {|φa1〉 ,

∣∣∣φb1〉 , |φa2〉 , ∣∣∣φb2〉 . . . |φaN〉 , ∣∣∣φbN〉}, where the subscript is

‖we can obtain this representation by projecting the states into real space.
∗∗It could be any other degree of freedom that is not spatial.
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the site index and the superscript is the orbital one. Within this representation:

G(E) =



gaa11 gab11 gaa12 · · ·
gba11 gbb11

gaa21 gaa22
... gbb22

. . .
gaaNN

gbbNN


, (3.36)

where the matrix elements are indexed following the Hamiltonian basis. Thus we can
have diagonal elements or elements connecting different states: on-site or not and same
or different orbitals, e.g., gaa12 connects the states in the site 1 and 2 with the same orbital
‘a’.

We can express the DOS in terms of matrix elements

ρ(E) = − 1
π
Im

N∑
i=1

∑
j={a,b}

gjjii , (3.37)

and the LDOS at site ‘i’:
ρ(i, E) = − 1

π
Im

∑
j={a,b}

gjjii , (3.38)

.

3.2.3 Spin texture

We can also define a quantity that allows us to look at the real space spin texture:
the local spin density

ρsj(r, E) = − 1
π
ImTr

{
sjG(E)

}
=
∑
n

sjn|φn(r)|2 δ(E − λn). (3.39)

Here sj is the spin projection operator in the direction ‘j’ and sjn ≡ 〈φn| sj |φn〉 is its
expectation value in a given state |φn〉. As the term |φn(r)|2 is present, we interpret the
local spin density as the spin expectation value at a given position ‘r’ weighted by the
wave-function. The derivation of 3.39 follows the same steps as the LDOS, but starting
with siG(E), instead of G(E), so we will skip it.

3.2.4 Single particle coherent transport

Let us turn our attention to the transport quantities that we can extract from
the Green’s function. For these calculations, even the reader that is used to this method
must be careful because the Bogoliubov-de Gennes (BdG) formulation has electrons and
holes, carrying opposite charges, which is relevant for the current calculation. Besides, in



3.2 Non-equilibrium Green’s functions 63

the presence of superconductivity, there are Andreev processes(68,69) involving these two
kinds of particles.

There are many papers that develop the NEGF in the presence of superconductiv-
ity (70–72). In particular, appendix E of Ref. (72) presents a very pedagogical derivation
of the transmission amplitudes and current using NEGF.

We consider a generic BdG Hamiltonian H in the real space representation,

H = 1
2
∑
~r

ψ†~r h(~r)BdG ψ~r,

where we define the basis spinors ψ~r = 1√
2

(
c~r,a1 c~r,a2 . . . c~r,aN c†~r,a1

c†~r,a2
. . . c†~r,aN

)T
. The

set {a1, . . . , aN} takes into account the set of degrees of freedom (spin, orbitals, etc.).

We will also consider m leads with self-energies Σj and bias Vj, where j=1,...m.
The bias defines the lead occupation levels described by the Fermi-Dirac distribution,
which we write as a matrix in the Nambu (particle/hole) space,

Fj =
f(E, µ− eVj) 0

0 f(E, µ+ eVj)

 , (3.40)

with µ being the chemical potential of the main region and

f(E, µ± Vj) = exp((E − (µ± Vj))/kBT + 1)−1

being the usual Fermi-Dirac distribution.

We can define the current at a lead ‘j’ in terms of Green’s functions (72,73)

Ij = i
e

2

∫ dE

2π Tr
{

(τz
⊗

IN)Γj
[
G< + Fj(G−G†)

]}
, (3.41)

where the 1
2 factor comes from the BdG formulation, and τz acts on the Nambu space,

such that (τz
⊗
IN) takes the electrons and holes opposite charges into account. We also

used the lesser Green’s function G< = G(∑
i

ΓiFi)G†.

After some algebra, c.f. Ref. (72), we can get to the following expression:

Ij = e

2
∑
i

∫ dE

2π Tr{Γ
e
jGΓeiG†(f−j − f−i )− ΓhjGΓhiG†(f+

j − f+
i )

+ ΓejGΓhjG†(f−j − f+
j )− ΓhjGΓejG†(f+

j − f−j )
+ ΓejGΓhiG†(f−j − f+

i )− ΓhjGΓeiG†(f+
j − f−i )}.

(3.42)

Here we used a compact notation for the distributions f , where the superscript ‘– (+)’ in-
dicates whether we are dealing with electron (hole) distribution and the lower index shows
the corresponding lead. The Γe(h) matrices are the Γ matrices as we defined previously,
but projected into the electron (hole) subspace.
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Equation 3.42 may look incomprehensible at first sight but it has a clear physical
interpretation. Every term can be divided into two parts: the restriction imposed by
the occupations and the probability of a given process happening, i.e. the transmission
amplitudes. The first part shows up as the difference of the Fermi-Dirac distributions, e.g.
(f−j − f−i ). The later is given by the product of Γ matrices and Green’s functions, e.g.
ΓejGΓeiG†.

Now we describe each of the possible processes starting with the injection of an
electron at lead ‘j’. The first term in the first line in Eq. 3.42 represents the direct tunneling,
i.e. injecting an electron into lead ‘j’ and removing it at lead ‘i’††. The first term in
the second line is the Andreev reflection component of the current, in other words: the
contribution originated from injecting an electron at lead ‘j’ and getting a reflected hole
at the same lead, inducing a Cooper pair into the superconducting region. In the last line,
the first term represents the cross Andreev reflection, which has a similar interpretation
as the usual Andreev reflection, but in this case, the other electron used to compose that
Cooper pair will come from another lead ‘i’ and the hole will be created there. Notice that
we talked about just the first term in each line, this is because the second terms represent
the same ideas but changing electrons by holes, i.e. start injecting a hole instead of an
electron.

††note that if i=j, we have fj−fj = 0 and there is no contribution to the current, as expected.
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Figure 16 – The three possible processes in an N/S/N junction. All three figures show the
occupation levels in the left and right normal regions (N) and the gap ∆ in
the superconducting region (S). a. shows the direct tunneling of an electron
through the superconductor. This process is equal to what happens in a usual
potential barrier. b. is the Andreev reflection, i.e. we create a Cooper pair in
the superconductor by using the incident electron and another electron from
the left normal region. This other electron will leave a vacancy and create a
reflected hole. c. is similar to b. and shows us the cross Andreev reflection.
Now the vacancy creates a hole moving forward in the right normal region.
Source: By the author.
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4 RESULTS AND DISCUSSION

As mentioned previously in the Introduction, the main result of this work is show-
ing that chiral Majorana edge states can localize and morph into Majorana corner modes.

The novelty of our finding relies on the existence of Majorana corner modes not
depending on an anisotropic “mass term” (gap), e.g. a d-wave pairing, in our Hamiltonian.
As it is well-known (29–38), these terms gap out the edge states and create domain
walls at the corners, i.e. the MCS emerge through “the usual way” as mentioned in
the Introduction. In contrast, we have a model that, accordingly (Sec. 2.3.2) with the
bulk topology and the bulk-edge correspondence, should only host either a single chiral
Majorana or a pair of edge states; but, instead, it shows localized corner states for a
certain set of the parameters µ and ∆.

To present and discuss this finding, we organize the next pages as follows: first,
we will show the existence of the MCS and some of their features; next, we look at the
superconducting pairing eiϕ(~r)|〈c~r↑c~r↓〉| and how we can possibly relate its phase ϕ(~r) to
the existence of the MCS. Using the knowledge about our model symmetries (calculated in
Sec. 3.1), we search for symmetry (or symmetries) that might protect these corner states.
Furthermore, we propose an effective phase diagram displaying a region in the parameter
space (µ,∆) corresponding to the MCS phase. We construct this map by looking at the
zero-bias conductance peaks of a “corner junction”. This map allows us to differentiate
the zero-bias peaks of a Majorana bound state from that of a Majorana chiral edge state.

4.1 New phase: corner states

The main result of this work is the existence of Majorana corner states in a
QAH/SC, hence we start to discuss our results by showing their existence. To this end,
we will look at the DOS and the LDOS through the lens of the NEGF method that we
developed in Ch. 3.

As we see in Fig. 17 and 18, depending on the parameters (µ,∆), we observe chiral
Majorana edge states as several DOS peaks for energies inside the gap. Here, instead of
seeing the constant DOS expected from a 1D state that is linear in k, we see discrete
peaks because we have a confined system.

On the other hand, we see that as we change parameters∗ (for the case in the Figs.
17 and 18: as we increase the chemical potential), a large DOS peak (∼ 100 times larger
than the edge state DOS) appears at zero-energy. By looking at the spatial profile with

∗we will try to consistently answer the question “when do we have MCS?" later on by using
the zero-bias conductance to create a phase diagram.
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the LDOS, we observe four peaks, each one at a corner.

Figure 17 – Density of state for two different set of parameters. a. The DOS exhibits a
profile with several peaks within the gap (i.e., E < ∆), which correspond
to Majorana chiral edge states. b. The DOS shows one expressive peak at
E = 0 with a DOS 10 time bigger than the DOS of the chiral edge states in
a. This second set of parameters is in a 2nd-order TSC phase that gives us
four Majorana corner states. Source: By the author.

Figure 18 – Local density of states (LDOS) at zero energy showing chiral Majorana edge
states (left) morphing into four Majorana corner states (right) as we move in
the parameter space (µ,∆). In this case, only the chemical potential µ vary.
Source: By the author.

Alternatively, we can look at the eigenvalues from the exact diagonalization of the
Hamiltonian, Fig. 19. This second technique allow us to see that in the chiral Majorana
phase the lowest energy states do not go to E=0, Fig.19 a., which is consistent with
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having a 1/2-spin state along a closed path. The reason for this energy condition is that
in a closed path, an 1/2 spin solution has anti-periodic boundary conditions due to the
Berry phase, (40). This boundary condition makes the edge state acquire a half integer
angular momentum which shifts the lowest energy from 0, c.f. (18,74).

Figure 19 – Dependence of the lowest eigenenergies of our planar QAH-SC setup with the
square lattice size N (N×N sites) for a. the chiral phase [(µ = 0.5t,∆ = 0.7t)]
and b. the phase hosting MCSs [(µ = 1.5t, ∆ = t/4)]. In contrast with the
chiral regime, in the phase with corner states b, corner-mode hybridizations
decrease as N increases and all the energies approach zero. This behavior
indicates that these four modes become MCS for large lattice sizes. Note the
difference in scale of the vertical axes in a. and b. Source: By the author.

In contrast, for parameters corresponding to the MCS phase, Fig. 19 b., there are
four states that asymptotically become zero-energy modes, i.e., Majorana states, as we
increase the lattice size (i.e., as we decrease their hybridization). Here, it is important to
observe the difference in energy scales between the lowest energy chiral Majoranas and
the MCS, vertical axes in Fig. 19. This comparison allows us to contrast which states
tend to zero or not. Note, that the energies of the (hybridized) MCS are at least 10 times
smaller than the chiral Majoranas energies.

In addition, we notice that the energies of these states do not decrease monotoni-
cally, i.e., there are oscillations. This behavior is known to be characteristic of Majorana
modes in other platforms, e.g., the Kitaev chain (75,76). As the hybridization comes from
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the wave-function overlap of Majorana states, this energy spitting is highly dependent on
the parameters of the system. For some parameters the wave-functions can be orthog-
onal and hence there is no hybridization; in contrast, if the wave-functions happen to
be parallel, the hybridization is maximized. For our model, we do not have an analytical
formula for the hybridization energy but for simpler cases with two MZM, closed formulas
were already found. For instance, for two Majoranas bounded to two vortices, separated
by a distance R, the splitting energy is (77) εM ∝ cos(R/ξ) exp(−Rξ), where ξ is the
coherence length (5). Hence, by having in mind the cases where Majoranas hybridization
was studied in detail, the dependence of the hybridization with the size of the lattice N,
in Fig. 19 b., that we observe suggests that these states should become Majorana modes
for large lattices.

We can also look at the probability density spatial profile as a sanity check since
it should be proportional to the LDOS. As expected, the wave-function spatial profile is
identical to the one obtained through the LDOS, therefore we do not show it to avoid
unnecessary redundancy.

Moreover, we can compare the spin texture of the chiral Majorana edge state with
the Majorana corner state. Here, when we say that we are looking at the spin texture, we
are in fact looking at the spatial profile of a spin operator that only acts on the particle
subspace, similar to what is defined in Ref. (78). For instance, to compute the spin z

component Sz at a given site with coordinates ~r = (i, j) for a state |θ〉, we would need to
look at

S~rz = 〈θ|~re〉 〈~re| Ŝz |~re〉 〈~re|θ〉 . (4.1)

Here |~re〉 〈~re| Ŝz |~re〉 〈~re| is the z-component spin operator projected into the electron sub-
space of a given site ~r. This operator can be written as

|~re〉 〈~re| Ŝz |~re〉 〈~re| = |~re〉
1 0

0 −1

 〈~re| . (4.2)

Note that 〈~re|Sz |~re〉 is a matrix rather than a number because the spin degree of freedom
is still “free”.

Again, we can perform this calculation by using the NEGF method (Eq. 3.39) or by
using the eigenstates (Eq. 4.2), obtained from the exact diagonalization, to calculate the
expectation value of these spin operators. The difference between these methods is that
using the NEGF gives us the spin texture for a given energy and the exact diagonalization,
for a given state. To check the equivalency of these approaches, we verified that if we choose
an energy close to an eigenenergy, both methods provide the same result.
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Figure 20 – Spin texture of the chiral Majorana edge states (left side) and spin texture of
a Majorana corner state (right side). The arrow at a given position ~r represent
the vector (〈S~rx〉, 〈S~ry〉, 〈S~rz〉). Notice that the MCS has an out-of-plane spin
component and a “hedgehog” configuration. The parameters are the same as
in Fig. 18. Source: By the author.

We observe that, in contrast with the chiral edge states, the MCSs have an out-
of-plane spin component and assume an asymmetric “hedgehog” like texture similar to
Néel-type skyrmion textures. We call it asymmetric because the part of the system that
could make the texture rotationally symmetric does not exist due to the presence of
boundaries.

At the current level of understanding about this system, this feature could be used
to characterize these MCS through spin-resolved experiments(78), e.g., polarized STM.
This possibility should demonstrate that the spin texture is an interesting quantity in this
system. We believe that in future works one can show that this unusual spin texture may
be associated with some sort of topological invariant. If this idea turns out to be true, it
would establish either a bulk-corner or a bulk-edge-corner correspondence for this model
or more generally for systems with the same set of symmetries.

In addition to showing the existence of Majorana corner states in our Hamiltonian,
we would like to relate their existence with another fundamental change in our system.
Usually, for ordinary topological phases, the emergence of edge states is connected to a
topological change in the bulk bands. Unfortunately, as mentioned, we do not have access
to a topological invariant to show that a global quantity is changing (either on the bulk
or edges) as we go from the TSC with chiral edge states to the MCS phase.

Alternatively, here we offer a possible explanation by looking at the pairing func-
tion in the presence of edges and corners, where can see the formation of “mass domains"
at the corners. To this end, we use the relation,

〈c↑,~r c↓,~r〉 =
∑
n

un,~r,↑ v
∗
n,~r,↓ tanh En

2kBT
, (4.3)
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where kB is the Boltzmann constant and T the temperature. The remaining coefficients
come from the Bogoliubov transformation, which diagonalizes our BdG Hamiltonian,

HBdG

u∗n,~r
vn,~r

 = En

u∗n,~r
vn,~r

 , (4.4)

where En ≥ 0, i.e., (u∗n,~r, vn,~r)T are the eigenstates with positive energy. Moreover, we
ignore thermal effects by taking the limit T → 0, which implies tanh En

2kBT → 1 for positive
energies, including En → 0+.

Figure 21 – On site singlet pairing function. The upper panels (a. and b.) show the com-
plex phase ϕ(~r) and the lower panels (c. and d.) show the absolute value
|〈c↑,~rc↓,~r〉|. Furthermore, the left panels (a. and c.) correspond to the TSC
(N = 1) phase with chiral Majorana edge states and the right panels (b. and
d.), to the 2nd-order phase with Majorana corner states. The main difference
between the TSC (N = 1) and the 2nd-order phase, in terms of the pairing
function, is that: in high-order phase, a domain wall structure appears in the
phase ϕ(~r) at the corners. Source: By the author.

To have a better grasp at our analysis, we write the pairing function 〈c↑,~r c↓,~r〉 as
a complex number in polar form, i.e., | 〈c↑,~r c↓,~r〉 |eiϕ(~r), where ϕ(~r) ∈ [−π, π) is the phase
(polar angle in the complex plane).
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What we can see from the example in Figure 21 is that, for parameters corre-
sponding to the MCS phase, the phase ϕ(~r) assumes values that correspond to the pair-
ing function |〈c↑,~rc↓,~r〉|eiϕ(~r) becoming complex. In addition, this mutation happens in a
particular way: the phase ϕ(~r) changes sign around the corners and it is zero far from
the corners. If we want to push our intuition further, we can think about corner states as
being boundary (corner) states from ordinary boundary (edge) states, i.e., we can picture
the corner modes as edge states of edge states, thus the name “second order”.

We can think about this structure in the pairing as a (phase) domain wall, similar
to what we saw in Chapter 2 when discussing edge states in different setups. However, here,
interestingly, the difference of ϕ(~r) on opposite sides of the corner picks up small values,
∼ 0.04π, meaning that only the imaginary part of the pairing function changes sign. In
contrast, the phase difference in the examples discussed in Sec. 2.2.1 is π. Furthermore,
we conjecture that this phase change is a boundary effect, meaning that the presence
of edges and corners is implying in this particular arranging of the pairing function.
To corroborate this point of view more work is needed, i.e., a self-consistent calculation
taking into account the superconducting layer as part of the Hamiltonian and not only
the induced pairing.

Note that this effect is completely different from the usual proposals for HOTSC
phases (29–38). Here, we cannot do the common analytical formulation of projecting the
Hamiltonian into edge state subspaces (for different edges) and show that there is a mass
gap with opposite signs along adjacent edges. We cannot do this because we start with a
single chiral edge state “per physical edge of the system”, i.e. the projected Hamiltonian
would be 1 × 1 and we would not see any mass term that would gap out the chiral
edge mode. Furthermore, even if we look at a strip geometry where we have edge states
forming a Dirac 1D cone, where we could possibly see a gap appearing in edge states (for
parameters corresponding to the HOTSC phase), we do not see this gap. This means that
our corner states cannot be explained by effects that happen “separately” at each edge,
i.e., we do not see any unusual or unexpected behavior in a geometry that does not have
physical corners (e.g., an infinite strip).

4.2 Symmetry protection

Let us now discuss the Majorana corner states in terms of the symmetries of our
Hamiltonian. More precisely, let us see which symmetry, if any, protects the existence of
these states against perturbations, e.g. disorder.

Here, the concept of protection refers to a conditional relationship between the
existence of the corner modes (with some degree of robustness†) and the presence of a

†we say “some degree” because some reasonable conditions need to be assumed, e.g., the
perturbation should not be strong enough to close the gap.
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given symmetry. Notice that this relation would be similar to an “if” condition rather an
“if and only if” condition.

The symmetries present in our model, as we shown in Sec. 3.1 are: the 90◦ (and
180◦) rotational symmetries C4 (and C2, i.e., inversion) and the magnetic mirror symme-
triesMxT ,MyT ,Mx+yT andMx−yT . As mentioned, we want to see which one (if any)
of these symmetries protects the MCS. To this end, we will modify our Hamiltonian model
to break one of the symmetries and see what happens to the corner states. If we break
a given symmetry and the MCS are not removed, then we can say that this particular
symmetry does not protect the corner modes. On the other hand, if we break one of these
symmetries and the Majorana corner modes disappear, we can say that this symmetry
was protecting these states.

The first symmetry that we will explore is the C4 rotation. The way that we found
to break it is by transforming the square lattice into a rectangular lattice, i.e., changing
the lattice spacing of either the x or y direction. Note that the inversion symmetry (180◦

rotation) C2 is not broken by this transformation, Fig. 22 a., so we will need another way
to test it.

Figure 22 – a. transformation from a square lattice into a rectangular lattice to reduce
the rotational C4 symmetry into C2. b. Lowest energy state wave-function
for ax = ay/3. We see that even though the C4 symmetry is removed, the
four corner states still exist; therefore, these states are not protected by this
symmetry. Source: By the author.

Figure 22 shows that the braking of C4 does not affect the corner states. The only
effect is a deformation of their spatial profile, as seen via their probability density |ψ|2 in
the right panel Fig. 22b. Hence, we can say that the MCS of our system are not protected
by the C4 symmetry.
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Next, we look at the magnetic mirror symmetries. The “trick” that we will perform
to study these symmetries is to apply an in-plane Zeeman field mθ = |mθ|(cos θ σx +
sin θ σy), where θ is the polar angle. We can see here that when θ = nπ4 with n ∈ N, all
of the MT symmetries will be broken except one, e.g., if θ = 0, m0 = |m0|σx and only
MxT is preserved. To see this fact, we can imagine that the sign of the Zeeman field in
the x direction will be “flipped” once by theMx transformation and once more with T ,
hence remaining invariant after the transformationMxT .

Figure 23 – a. schematic to show the Zeeman field direction as a function of the polar
angle θ. b. six lowest enegy states as a function of the Zeeman field angle.
We can see that for odd multiples of 45◦, we have two zero-energy states,
corresponding to the scenarios where eitherMx+yT orMx−yT is preserved.
At the remaining angles, both symmetries are broken and all the Majorana
corner states are removed. The parameters for the plot are µ = 1.4t mθ = 0.4t
∆ = t/4 and the lattice has 90× 90 sites. Source: By the author.

What we see when we look at the lowest energy states as a function of the Zeeman
angle θ in Fig. 23 is that for odd multiples of 45◦, θ = (2n+ 1)π4 , we have two zero-energy
states. On the other hand, for the remaining angles, we do not see zero-energy states.

By using that we can associate the angle of the Zeeman field with the preservation
of one of the magnetic mirror symmetries for some angles, we see that when θ = (2n)π4
both Mx+yT and Mx−yT are broken but either MxT or MyT is preserved, however
the zero modes are always gaped. Hence, by the syllogism that we proposed onlyMx+yT
andMx−yT protect the MCS and the remaining magnetic reflection operationsMxT or
MyT do not have a role concerning the MCS.

Note thatMx+yT andMx−yT protect the two of the corner states each. We can
understand this by noticing that at the odd multiples of 45◦ only one of the symmetries is
preserved and we also only keep one pair of zero-energy states, e.g., at 45◦, justMx+yT
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is preserved. Moreover, by looking at the wave-function of the zero-energy states, we see
that these zero-energy modes correspond to a pair of Majorana corner states and which
pair is preserved depends in the direction of the Zeeman field, as we see in Fig. 24.

Figure 24 – a. wave-function of the zero energy states for the Zeeman field angle θ = 45◦
b. wave-function of the zero energy states for the Zeeman field angle θ = 135◦.
For θ = 45◦ theMx+yT symmetry is preserved but notMx−yT , hence only
two of the corner states remain gapless. On the other hand (b.), for θ = 135◦
onlyMx−yT is preserved and the states switch corners. Source: By the author.

Fortunately, the remaining C2 symmetry can be also studied with the in-plane
Zeeman field. In this case, the field always breaks C2, independently of the angle θ.
Therefore, if C2 were the symmetry offering protection to the corner states, the direction
of the Zeeman field would not be relevant as C2 would never be present. As we saw in
Fig. 23b. the zero-energy corner modes are sensitive to θ, hence they cannot be protected
by C2.

In addition to helping us to understand the roles of the Hamiltonian’s symmetries,
we can imagine that it is possible to engineer devices that make use of this angular
dependence with the in-plane Zeeman field. We do not need to think too hard to see that
one could possibly envisage ways to braid Majoranas or create switching devices (e.g.,
transistors) for quantum transport by exploiting the angle dependence of an in-plane
Zeeman field as discussed above.

Comments on the four-fold degeneracy of the ground state: Non-local fermions

An interesting observation is that in the limit where the corner states become
indeed Majorana states (with E=0), the ground-state becomes 4-fold degenerate. Due to
the fact that Majorana states do not form a Fock space, i.e. they do not define a number
operator, a useful form to put this degeneracy is to combine the Majorana operators to
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form ordinary (non-local) fermionic operators with zero energy. As they do not cost any
energy, both the occupied and unoccupied fermionic states can be added to the ground
state. Here, similar to Ref. (10), we can define the operators da = γ1,1 + iγN,N and
db = γ1,N + iγN,1 that combine the Majorana operators at a given diagonal of square
geometry. Note that {di, dj} = 0 and {d†i , dj} = δij. The reason to combine Majoranas
in a given diagonal is that they are protected by the same symmetry (either Mx+yT
or Mx−yT ), i.e., we could remove two Majoranas and still keep the definition for the
operator d of the remaining states. Moreover, this choice is univocal because each MCS
is only at one diagonal. In contrast, choosing to use adjacent MCS to form the fermionic
operator would lead to an arbitrariness ‡, i.e., one could combine the Majorana at (1, 1) in
a counterclockwise (da = γ1,1 + iγ1,N and db = γN,N + iγN,1) or clockwise (da = γ1,1 + iγ1,N

and db = γN,N + iγN,1) form.

Now, with these non-local fermionic operators defined, we can see that our 4-fold
degeneracy can be written as

|0, 0〉 ,
d†ad

†
b |0, 0〉 = |1, 1〉 ,
d†a |0, 0〉 = |1, 0〉 ,
d†b |0, 0〉 = |0, 1〉 .

(4.5)

Note that, in models such as the Kitaev chain where only 2 MZMs emerge in the topologi-
cal phase there is a 2-fold degeneracy that makes the parity of the ground state indefinite.
Here, we also have and indefinite parity because |0, 0〉 and |1, 1〉 have an even occupation
number, and |0, 1〉 and |1, 0〉 are odd. However, in our system, each parity subspace (even
and odd) have a two-fold degeneracy as there are two even states and two odd states.

In models with 2 Majorana states, their hybridization lifts the parity degeneracy,
i.e., the effective Hamiltonian that describes their hybridization is proportional to the
parity operator (5), P = ∑

i=a,b
(d†idi − 1/2). Here, if we imagine that the effective Hamilto-

nian to describe the hybridization between our corner states is proportional to the parity,
our states should be separated only in two energies. This follows from the fact that each
parity subspace is itself double degenerate. However, as we see in Fig. 19 b., the MCS can
be hybridized in four states with four different energies, which is a hint that there should
be terms that break this additional degeneracy. In this dissertation, we will not explore
this effective Hamiltonian but a possibility is that terms proportional to d†adb + h.c. lifts
this degeneracy in each parity subspace.

‡in addition pair Majoranas that can be individually removed
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4.3 Transport signatures

Now we will apply the NEGF method, developed in Sec. 3.2, to look for a transport
signature of the MCS. The purpose behind this calculation is to find a way to tell whether
a given pair of parameters (µ,∆) corresponds to the 2nd-order TSC or to the ordinary
TSC with chiral Majorana edge states. As the corner states are zero-energy modes, it is
rather intuitive to look for this signature as a zero-bias conductance peak. Moreover, as
they are Majorana bound states, we can expect a behavior similar to Majorana bound
states in other systems, e.g., the e2/h peak in a Kitaev chain(72), in contrast to the e2/2h
conductance from the chiral Majorana (39).

To perform this calculation, we consider a corner junction where each corner has
one normal lead attached. In terms of the NEGF this means that we will have four self-
energies Σ1,2,3,4 with non-zero elements Γ/2 only in the matrix elements in subspaces that
correspond to the corner sites (1, 1), (1, Ly), (Lx, 1) and (Lx, Ly), Fig. 25. In addition, we
will take one lead as the source and the remaining three as drains, with V/2 and −V/2
potentials, respectively. Within this choice, the terms corresponding to the cross Andreev
reflection cancel out (72) because the “correct” electron state that would form a Cooper
pair with the incident electron and leave a vacancy (i.e. create a hole with the same energy
from the incident electron) in the drain is not present (see the calculation further below).
Moreover, this choice of potential drop allows us to see our setup as a two terminal device
as far as conductance measurements go.

To prove the assertion above, let us define ΣS = Σ1 and ΣD = Σ2 + Σ3 + Σ4 (and
equivalently for the broadening matrices Γ), and look at the current expression derived
in Sec. 3.2.4 at the source lead S,

IS = e

2
∑

i=2,3,4

∫ dE

2π Tr{Γ
e
SGΓeiG†(f−S − f−i )− ΓhSGΓhiG†(f+

j − f+
i )

+ ΓeSGΓhSG†(f−S − f+
j )− ΓhSGΓeSG†(f+

S − f−S )
+ ΓeSGΓhiG†(f−S − f+

i )− ΓhSGΓeiG†(f+
S − f−i )}.

(4.6)

We recall that, in the right side of this equation, the first line correspond to direct tun-
neling processes; the second line, the local Andreev reflection and the last line is the cross
Andreev reflection, see Fig. 16. Furthermore, by identifying f2 = f3 = f4 ≡ fD because
the drain leads have the same bias applied and that f+

D = f−S and f−D = f+
S , the current

expression is simplified to

IS = e

2
∑

i=2,3,4

∫ dE

2π Tr{Γ
e
SGΓeiG†(f−S − f−D )− ΓhSGΓhiG†(f+

S − f+
D )

+ ΓeSGΓhSG†(f−S − f+
S )− ΓhSGΓeSG†(f+

S − f−S )},
(4.7)
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where our last identification canceled out the cross Andreev terms. In addition, we use
that the trace of a product of matrices is preserved under cyclic permutations, i.e.,
Tr{ΓeSGΓeiG†} = Tr{G†ΓeSGΓei} and that the sum of two traces is the trace of their
sum, i.e.

Tr{G†ΓeSGΓe2}+ Tr{G†ΓeSGΓe3}+ Tr{G†ΓeSGΓe4}
= Tr{G†ΓeSG (Γe2 + Γe3 + Γe4)}
= Tr{G†ΓeSGΓeD}
= Tr{ΓeSGΓeDG†}.

(4.8)

Hence, we can rewrite our current at the source as coming from considering a single drain
lead (which is connected to three different sites),

IS = e

2

∫ dE

2π Tr{Γ
e
SGΓeDG†(f−S − f−D )− ΓhSGΓhDG†(f+

S − f+
D )

+ ΓeSGΓhSG†(f−S − f+
S )− ΓhSGΓeSG†(f+

S − f−S )}.
(4.9)

It is important for us to know that we effectively have a two terminal setup because
this allows us to use the results from Ref. (39). In that work, the authors showed that
(through s-matrix calculations), for the ordinary TSC (N = 1) phase, the chiral Majoranas
should produce a conductance of G = e2/2h.

Figure 25 – Schematic of the system used in the transport calculation: a source (S) lead (1)
and three drains (D), the at the zero-bias conductance is calculated between
S and D. The possible transport processes are: direct tunneling between the
source lead and each of the drains, indicated by solid arrows and local Andreev
reflection at the source lead, indicated by the dashed arrow. A symmetric
potential drop is used between the source and the drains so that cross Andreev
reflection processes cancel out. Source: By the author.

Here, we will calculate that conductance and the conductance for the MCS phase
by using the linear response approximation in our current formula (Eq. 4.9). To this
end we recall that f−S = exp((E − µ− eV/2)/kBT + 1)−1. For V ∼ 0 (linear response
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approximation) and zero temperature, f−S − f−D and f−S − f+
D both can be approximated

to eV δ(E = 0), where δ(E = 0) is the Dirac delta at the Fermi level. By using this
approximation and the definition of zero-bias conductance G = lim

V→0
dI/dV , we obtain

G = e2

h

(
Tr{ΓeSGΓeDG†}+ Tr{ΓeSGΓhSG†}

) ∣∣∣∣∣
E=0

. (4.10)

Note that, as mentioned in Sec. 3.2, we can identify these terms as direct tunneling and
Andreev reflection probabilities, respectively, due to the Landauer formula (79). Note
that in our analysis the spin degree of freedom is summed under the trace operation and
therefore we do not distinguish the spins involved in each process.

Now that we have presented our transport setup, we will look at the zero-bias
conductance in the parameter space (µ,∆). As we see in Fig. 26, we have a region where
the zero-bias peak is greater than e2/2h and therefore this region cannot correspond to
the ordinary TSC (N = 1) regime with chiral Majorana edge states (which are expected
to exhibit e2/2h conductance as shown at Ref. (39)). As the conductance in this region
goes up to e2/h, which can be seen as a signature of Majorana bound states, we identify
this region as the 2nd-order TSC phase with the MCS. Note that the zero-bias peak can
also take values in the range [e2/2h, e2/h], corresponding to Majorana corner states that
are hybridized due to spatial proximity.

Figure 26 – Color map of zero-bias conductance peak as a function of µ and ∆ for a finite
square lattice. The blue region corresponds to the ordinary TSC (N = 1),
which hosts chiral Majorana edge states. The 2nd-order TSC region shows
where we find Majorana corner states through its transport signature G =
e2/h. The red part of the 2nd-order phase show where we have hybridized
corner modes due to spatial proximity. Source: By the author.
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Unsurprisingly, most of the contribution (∼ 90%) for the zero-bias peak comes as
local Andreev reflection at the source lead, similarly to other Majorana bound states, c.f.
Ref. (72). The remaining of the peak comes from direct tunneling to leads respecting the
chirality of the edge states, e.g., if the chiral edge state were running clockwise, we would
only see a current flow to leads 3 and 4 in Fig. 25.

On the other hand, we have a region that we identify as the known TSC (N = 1).
Here the conductance can assume values between 0 and e2/2h. In this case, this range
of values is explained by taking into account that our system is finite in both directions.
Therefore we have resonant peaks instead of a plateau. These peaks can be closer to E=0
depending on the parameters but never exactly at E=0, as we discussed previously (see
the discussion about Fig. 17).

Figure 27 – Total transmission (Andreev reflection + direct tunneling) for a two terminal
measurement within the chiral Majorana regime. As the system is finite in
every direction, we see resonant peaks going to 0.5 rather than a constant
plateau. Notice that there is no peak at E=0. Source: By the author.
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5 CONCLUSION

We showed that a planar QAH-SC junction in the ordinary (first order) chiral
Majorana phase (1), can exhibit a 2nd-order topological superconductor phase, which was
unexpected by the bulk analysis (Chern number) done by Qi et al. (1). Our results show
a new path to high-order topological superconductivity that does not rely on considering
anisotropic mass gaps to simultaneously gap out the edge states and form domain walls
to “trap” Majorana corner states.

This new phase that we found exhibits four Majorana corner states, one at each
corner, which were characterized via the LDOS, obtained numerically through the NEGF,
and the spatial profile of the wave-function, through exact diagonalization. Furthermore,
we investigated the pairing function through a simple calculation that did not consider
the superconducting layer and a self-consistent order parameter calculation. We find that
the phase of the pairing function changes sign across the corners, forming domain wall
like structures. We tentatively correlate the emergence of this anisotropy in the pairing
function in the presence of boundaries (edges and corners) to the existence of the 2nd-order
phase.

We performed an exhaustive symmetry analysis considering the spatial symme-
tries of a square lattice and the non-spatial symmetries of our Hamiltonian model. We
concluded that the Majorana corner states in our system are protected by the pair of
magnetic reflection symmetriesMx+yT andMx−yT . Each of these symmetries protects
a pair of Majoranas. Furthermore, we can gap out two of the four corner states in a con-
trollable way by turning on and manipulating the direction of an in-plane Zeeman field.
Hence, it is conceivable (for future works) to think about realizing braiding operations
using these corner states or engineering quantum transport devices.

Moreover, in the absence of a topological invariant to characterize this higher-
order phase, we used the NEGF formalism in the linear response regime to determine an
effective phase diagram through the zero-bias conductance peak in a “corner geometry”.
We find a characteristic zero-bias conductance peak of e2/h for the Majorana corner states
for a wide region in the parameter space (µ,∆). This transport signature distinguishes
the MCS from the chiral Majorana edge states predicted by Qi et al. (1) in the ordinary
N = 1 phase, as these edge modes are expected to produce a e2/2h conductance (39).
Note that the 2nd-order TSC phase lives within the chiral (N = 1) phase. Thus our results
extend the phase diagram of Ref. (1).
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APPENDIX A – EFFECTS OF A SUPERCONDUCTING LEAD ON DIRAC
HAMILTONIANS

Here, we show that the effect of considering a superconducting layer in proximity
to a material described by a Dirac Hamiltonian only induces an effective pairing ∆̃ and a
re-scale in the chemical potential and the Fermi velocity.

Let us consider a Dirac-like Hamiltonian h(k) = ~vF ~A · ~σ − µ, where µ is the
chemical potential, ~σ = (σx, σy, σz) is the Pauli matrices vector and represents spin 1/2
and ~A is a vector with linear dependence in momentum. We consider the region described
by this Hamiltonian as the main region and couple it to an s-wave superconductor, which
will appear as a self-energy

ΣSC(ω) = ξ√
∆2 − ω2

(−ωτ0 + ∆iτy) , (A.1)

we recall that τi with i = 0, x, y, z are the Pauli matrices acting on the Nambu space and
that ξ = |γ|2N(0)π.

Therefore, the retarded Green’s function is

G = [ω − h(k)− ΣSC ]−1 , (A.2)

=
[
ω − h(k)− ξ√

∆2 − ω2
[−ωτ0 + ∆iτy)

]−1

, (A.3)

regrouping the ω term lead us to

G =
[
ω

(
1 + ξ√

∆2 − ω2

)
− h(k)− ξ√

∆2 − ω2
∆iτy

]−1

. (A.4)

Now we do the re-scaling,

G =
(

1 + ξ√
∆2 − ω2

)−1
ω − h(k)(

1 + ξ√
∆2−ω2

) − ξ√
∆2 − ω2

∆iτy(
1 + ξ√

∆2−ω2

)
−1

. (A.5)

To have a compact equation, we defined Z =
(
1 + ξ√

∆2−ω2

)−1
,

G = Z [ω − Z h(k)− (1− Z)∆iτy]−1 . (A.6)

If we now take the small-energy limit, Z → (1 + ξ/∆)−1, we find the results in Eq. 3.29,
3.30 and 3.31,

Z h(k)→ (1 + ξ/∆)−1(~vF ~A · ~σ − µ)
= ~ṽF ~A · ~σ − µ̃

(A.7)

and
(1− Z)∆→ ξ

ξ
∆ + 1

≡ ∆̃ (A.8)
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APPENDIX B – TOTAL CHERN NUMBER

Here, we will show how to calculate the bulk topological invariant of our model.
In order to simplify our expressions, we will make two simplifications: first, we will take
the continuum limit of the lattice model kia ≈ 0 and assume a = W = ~vF = 1. With
these considerations, our Hamiltonian reads

kyσx − kxσy + (mz + k2)σz − µ i∆σy
−i∆σy kyσx + kxσy − (mz + k2)σz + µ

 . (B.1)

Notice that now, our continuum model includes the effect of the Wilson mass term
proportional to k2σz, and hence the model does not have TRS and it is regularized (1).
The latter feature will allow us to calculate a non-diverging total Chern number (17).

Before we (define and) calculate the Chern number, we change the basis of our
Hamiltonian to 1√

2(ψk↑ + ψ†−k↓, ψk↓ + ψ†−k↑,−ψk↑ + ψ†−k↓,−ψk↓ + ψ†−k↑)T , in which our
Hamiltonian reads


k2 + ∆ +mz −ky − ikx 0 µ

−ky + ikx −k2 −∆−mz µ 0
0 µ k2 −∆ +mz −ky − ikx
µ 0 −ky + ikx −k2 + ∆−mz

 . (B.2)

Furthermore, we do a 90◦ rotation that will simplify our expression later on. This trans-
formation is written as

U =
e−iπ4 σz 0

0 ei
π
4 σz

 . (B.3)

Using it, we transform our Hamiltonian into
∆ + k2 +m kx − iky −µ 0
kx + iky −∆− k2 −m 0 −µ
−µ 0 −∆ + k2 +m kx − iky
0 −µ kx + iky ∆− k2 −m

 . (B.4)

Notice that for µ = 0, our Hamiltonian becomes block diagonal and is equivalent to two
copies of the QAH. The upper block with mass (mz+∆) and the lower one with (mz−∆).

In this particular case, we use that a given 2× 2 diagonal block can be written as
diσi and define the normalized d vector d̂ to calculate the Chern number(80)

N = 1
4π

∫ ∫
dkxdkyd̂ · ∂xd̂× ∂yd̂, (B.5)
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Figure 28 – Chern number calculated for the upper (lower) 2 × 2 diagonal block of the
Hamiltonian. If the mass mz ±∆ is negative we have a non-trivial phase and
the Chern number is 1. Source: by the author.

for the upper block and for the lower block and sum them to obtain the total Chern
number. Note that this is valid only for µ = 0 where the Hamiltonian assumes this
block diagonal form. The general cases with µ 6= 0 can be obtained through adiabatic
connection, i.e., by changing parameters and looking at which regions of the parameter
space (µ,mz,∆) are connected without passing through a gap closing.

Now we calculate the Chern number by identifying the vector d = (kx, ky, k2 +
(mz ±∆)) for the upper (+) and lower (-) blocks,

Nu/l = 1
4π

∫ ∫
dkxdky

(mz ±∆)− k2
x − k2

y[(
(mz ±∆) + k2

x + k2
y

)2
+ k2

x + k2
y

]3/2 . (B.6)

this integral gives us two possibilities (for each block), as we see in Fig. 28. Either Nu(l)

is 0 or 1, depending on the sign of the mass gap of the block.

As we have two possibilities for each block, we have 3 possibilities for the total
Chern number, which is the sum Nu +Nl and each of these possibilities corresponds to
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a distinct topological phase with different edge states (when we consider an edge, i.e., a
finite or semi-infinite geometry):

• 0, which happens for mz > 0 and |mz| > |∆|. This is the trivial phase and would
not show edge states;

• 1, which happens when one of the blocks is trivial and the other one is not, i.e.,
|∆| > |mz|. This phase would show a single propagating Majorana edge state;

• 2, when both Nu and Nl are 1. This occurs when mz < 0 and |mz| > |∆| and would
exhibit a pair of propagating Majorana edge modes, i.e. a pair of chiral Majoranas.

Note that for ∆ = 0, we have two copies (due to BdG) of the normal part of our Hamil-
tonian, which we know can be either in the QAH or trivial insulator phase. We obtain
the QAH phase for mz < 0 and the trivial phase for mz > 0.

The classification above was a direct result of the calculation of the total Chern
number. To study the general case with µ 6= 0, we look at the behavior of the gap for
different parameters in the continuum model. This gap analysis allows us to see which
regions of the parameter space with µ = 0 are adiabatically connected to the general case
with µ 6= 0. The results below are “summarized” as Fig. 14 in the main text.

As discussed in the main text, the equation µ2 + ∆2 = m2
z defines where the

spectrum is gapless and separates different topological phases. When ∆ = 0, it is clear
that for |µ| > |m| we have a metallic phase since the Fermi level is in one of the bulk
bands. Otherwise, we have a QAH or trivial insulator phase, depending on the sign of mz.

For ∆ 6= 0, we first look to the N = 1 phase where |∆| > |mz|. By adding a
chemical potential we never make µ2 + ∆2 = m2

z, as |∆| > |mz| ⇒ µ2 + ∆2 > m2
z. Note

that changing the chemical potential will never make the gap close and reopen. Therefore
the subspace where |∆| > |mz| and µ = 0 can be adiabatically connected to the region
where µ 6= 0 and |∆| > |mz|, i.e., the region where |∆| > |mz| and µ 6= 0 is in the N = 1
phase.

The other cases with ∆ 6= 0 occur for |∆| < |mz|, the N = 2 (mz < 0) and the
N = 0 (mz > 0) phases. In both cases ∆2 < m2

z. If we consider µ 6= 0, the gap will close
at a critical value |µC | =

√
m2
z −∆2, such as µ2

C + ∆2 = m2
z, and reopen for chemical

potentials with absolute value greater than |µC |. Therefore, as long as we are below this
critical value, i.e., µ2 + ∆2 < m2

z, we can adiabatically connect the µ 6= 0 region to N = 2
(for mz < 0) and to N = 0 (for mz > 0). Note that above |µC |, we have µ2 + ∆2 > m2

z

and we cross to the N = 1 phase.
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