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ABSTRACT

COSTA FILHO, E. S. Construction of new solutions of the electro-vacuum
Einstein equation. 2020. 149p. Dissertação (Mestrado em Ciências) - Instituto de Física
de São Carlos, Universidade de São Paulo, São Carlos, 2020.

In this dissertation, we review the Sibgatullin method, discuss its construction and
application in the case of N-Solitons interest in time space in the vacuum. Having made
this discussion, we introduce the relationship between multipole moments in general
relativity and the solutions of the coupled Einstein-Maxwell system of equations. We were
able to generalize well known results in the literature.

There was also a brief discussion about the multipolar moments and even more, we
corrected a canonical result in the literature.

Keywords: Sibgatullin’s method. Black holes. Multipole moments. Ernst’s equations.
Integrable systems.





RESUMO

COSTA FILHO, E. S. Construção de novas soluções das equações de Einstein
no eletrovácuo. 2020. 149p. Dissertação (Mestrado em Ciências) - Instituto de Física de
São Carlos, Universidade de São Paulo, São Carlos, 2020.

Nesta dissertação, introduzimos o método de Sibgatullin, discutimos sua construção e
aplicação no caso de interesse de N-Solitons em espaçostempo no eletrovácuo. Tendo feito
essa discussão, introduzimos a relação entre os momentos de multipolo em relatividade
geral e as soluções do sistema acoplado de equações de Einstein-Maxwell. Fomos capazes
de generalizar resultados já conhecidos na literatura.

Fez-se também uma breve discussão sobre os momentos multipolares em si e mais ainda,
corrigimos um resultado já conhecido da literatura. .

Palavras-chave: Método de Sibgatullin. Buracos negros. Momentos multipolares. Equações
de Ernst, Sistemas integráveis.
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1 INTRODUCTION

The theory of General Relativity (GR) has been successful in describing the
gravitational interaction. It is a classical field theory in which the dynamics of the fields
generated by a source (a matter distribution) are described by means of highly nonlinear
differential equations.1 Due to this nonlinearity, these coupled equations are extremely hard
to solve analytically in a general case. Therefore, the study of symmetries is essential in
GR to simplify and decouple the equations in order to solve them and find exact solutions.2

The relevance of the study of exact solutions lies not only in the fact that they
describe, exceptionally well, several astrophysical objects but also in the fact that exact
solutions bring profound knowledge about the theory’s physical structure. Therefore,
several authors have put effort into understanding how the symmetries act in GR and
have also been trying to construct techniques to find exact solutions possessing the desired
symmetries. In particular, the study of stationary axisymmetric spacetimes possesses an
enormous physical interest (even more when Einstein’s equations are coupled with the
electromagnetic fields) because they can describe, in a idealized way, for instance, the
exterior region of black holes, neutron stars, and accretion flow . Such spacetimes admit
the existence of two commuting Killing: one time-like and the other space-like. By itself,
these symmetries simplify a lot the coupled system of Einstein-Maxwell equations. The
stationary and axisymmetric spacetimes, which admits G2 as isometry group∗, possess
a set of completely integrable equations.2,4 Over the years, different authors developed
several solution generating techniques and attempted to give them physical significance.

The majority of these techniques are based on the two Ernst potentials, introduced
in 1968 by Ernst (first presented for the vacuum case,5 and then also for electrovacuum
case6), that facilitated the study of spacetimes with two commuting Killing vectors because
these two equations are highly symmetric, which made it possible to introduce a systematic
group theoretical study of the Einstein’s equations. Geroch7,8 introduced an infinite-
dimensional group of internal symmetries in which he could generate a two-parameter
family of vacuum solutions from a known one. Geroch also conjectured “that any two exact
solutions with a pair of commuting Killing fields (and whose two constants vanish) will, at
least locally, be related by one of the transformations described here”, in particular, that
all the asymptotically flat, stationary axisymmetric spacetimes can be generated in this
way by starting from the Minkowski spacetime. Then, in a series of papers, Kinnersley9–14

extended Geroch’s group to consider the coupling with the Maxwell field equations and
provided a representation to it in terms of an infinite hierarchy of potentials. They also

∗ The set of all killing vectors form an Lie algebra, in which the dimension of the correspondent
group, the isometry group, is equal to the number of linearly independent Killing vectors.2,3
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showed that these hierarchies of potentials of a given solution could be associated with a
3× 3 matrix generating function F for the electrovacuum (2× 2 matrix for the vacuum
case ) that could be linked with the spectral problem and hence, soliton techniques could
be used for seeking new solutions.

Ernst and Hauser,15,16 exploiting the Kinnersley extended group, constructed a
singular linear integral equation for this generating function F , which links the desired
new function F , a seed function and the exponentiated Kinnersley group. After that, they
also deduced the same formulae, now not directly making use of the group properties,
but basing it on the classical homogeneous Hilbert Riemann problem.17,18 Each element
of the Geroch Group K ′ (K for the vacuum case) can be represented by a matrix u(s)
(which only depends on the complex parameter s) and is defined outside of a closed
contour L in the complex s-plane. They showed explicitly that,for stationary axisymmetric
electrovacuum spacetimes, new solutions can be mapped to any other solution with given
Ernst potentials on the symmetry axis, through an inner symmetry transformations. And
they showed how to construct the solution in the whole spacetime by means of system of
linear integral equations, therefore, proving the Geroch conjecture.19

Following the previous ideas, Sibgatullin20–22 has also introduced a generating
technique for the Einstein-Maxwell equations and also introduced the coupling with the
neutrino field (massless spin-1/2 field). Although his derivation was not based on the
Ernst and Hauser integral method, the resulting equation can be seen as a simplification of
that. Both use a seed function and the unknown function on the symmetry axis and then
extended it to the whole spacetime. But for simplification, Sigbatullin decided always to use
the Minkowski spacetime as a seed solution and also expressed Geroch’s group parameters
in terms of the input data.23 In particular when the desired solution has rational Ernst
functions on the symmetry axis, this implies that the linear integral equation is reduced to
an algebraic system (without the need to apply multiple transformations). Compared to
the other methods, another advantage of using the Sigbatullin integral method is because
it provides a more clear relation between the input parameters in the solution and their
physical meaning.24,25

Through the Sibgatullin integral method, Ruiz and Manko introduced a new
family of asymptotically flat solutions named “N -soliton solution”, containing 3N complex
arbitrary parameters, that can describe a quite variety of compact objects, among them,
a set of N aligned Kerr-Newman black-holes in a very compact way.26,27 Years later,
Manko also presented the equilibrium conditions in the axisymmetric systems for aligned
N bodies, in particular, for the N -soliton family.28,29

It is worth emphasizing that the generating techniques do not carry by themselves
the physical meaning of the new solutions. Therefore, the physical study to understand
the properties and interpret the solutions correctly is an essential point. One way to
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characterize a solution physically is to employ the conservative currents and, hence, use
the Komar integrals.30 Another procedure is through the multipolar expansion in GR,
which links the properties of the fields at the infinity (that is, in an exterior region far
away from the source) with the properties of the sources, defined by Geroch31,32(static
vacuum case) and Hansen33 (stationary vacuum case) and Beig-Simon34,35 (stationary
electrovacuum case). Although Geroch and Hansen have given a well-posed definition of
the multipole moments in GR, it was only after Fodor et al.36 introduce an algorithm to
evaluate the momenta, that it became practical to use them in order to characterize new
solutions.

As one would expect, the multipole moments, as it will be proved, are given in
terms of the corresponding data on the axis. A first development that helped us to contour
this problem was a previous work provided by Manko,24 for the vacuum case, showing how
to fully parameterize the N -soliton solution in terms of 2N physical parameters introduced
by Fodor. In other words, it is possible, through the Sibgatullin method, to write the Ernst
potential of a given N -soliton solution in terms of the multipole moments.

This work is then organized as follows. In chapter 2 the proper definition of
stationary axisymmetric spacetimes as well as the derivation of the equations of motion in
terms of the Kinnersley notation is presented.. After that, the Weyl-Papapetrou coordinates
are introduced together with a first definition of asymptotically flat spacetimes. In chapter
3 a brief revision of the Ernst potentials and their symmetries is made. Following the
Sibgatullin original construction, chapter 4 gives a full revision in the method, starting
with the introduction of the Kinnersley-Chitre potentials and some of their properties,
explaining the algebra given by Sibgatullin and how he introduced his integral formula,
but also giving some physical context. Again, it is a solution method of the Einstein-
Maxwell field equations for spacetimes with two Killing vectors, which aims to explore
the Einstein-Maxwell equations exact solutions. Instead of solving nonlinear differential
equations, all that is needed is to solve linear integral equations. This chapter also presents
a homogeneous Hilbert Riemann problem, based on Ernst and Hauser’s developments, to
clarify some assumptions and choices made by Sibgatullin. In chapter 5, a full revision on
the N -soliton solution is made, discussing and giving examples how to construct the family
solutions, but also how to describe up to N aligned objects, and how the 3N parameters
should be interpreted, mathematically, to describe the solution. More importantly, this
chapter gives a basis for the new results contained in chapter 6. Following Manko’s idea,
chapter 6 is an extension of paper 24 to consider electrovacuum spacetimes, that is, to write
the Ernst potentials in terms of the multipole moments. Moreover, this chapter also shows
that any finite set of multipole moments can be associated with an N -soliton solution.
Appendix A is brief revision on the Homogeneous Riemann Hilbert problem introducing
some necessary concepts used in chapter 4. Moreover, appendix B provides an extension
for the Ernst potentials to consider the presence of a cosmological constant, showing then
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that similar approaches could be derived for cosmological models. And finally, appendix C
is a revision on the multipole moments introduced by Geroch, on the Fodor algorithm to
evaluate them, but also, it presents some corrections which led to wrong electrovacuum
multipole moments in literature.
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2 FIELD EQUATIONS IN A STATIONARY AXISSYMETRIC SPACETIMES

2.1 Generalities

The theory of Einstein is a theory to describe the gravitational field geometrically
using a 4-d manifold endowed with a pseudo-RIemannian metric that is symmetric, i.e.
gµν = gνµ (+ − −−). It has then turned out that the equations can describe successfully
astrophysical objects and even the evolution of the universe itself. Consider the field
equations for Einstein’s general theory of relativity in the absence of cosmological constant
coupled to the source-free Maxwell equations, then the coupled system of equations are:

Rµν −
gµν
2 R = −2Tµν (2.1)
F µν ;ν = 0 (2.2)

Where Rµν is the Ricci tensor with scalar curvature R and Tµν is the energy-
momentum tensor of the matter. In principle, a solution of the equation (2.1) fully
determines a metric, that is, a spacetime, after the boundary conditions are set. Here,
it is set 8G

πc4 = 2 . The left-hand side of (2.1) is the description of the geometry of
the spacetime. On the other hand, the right-hand side gives the information about the
distribution and flow of the matter and its associated fields. Therefore, the equation (2.1)
represents the coupling between geometry and matter.37 This work will only deal with the
particular case in which the energy-momentum tensor is due to electromagnetic fields and
will only consider the coupled system of Einstein-Maxwell equations exterior of a source
(electrovacuum solutions), that is:

Tµν = Fµ
σFνσ −

1
4gµνFσ

τF σ
τ (2.3)

By its turns, the entity F µν carries information about the electromagnetic fields;
hence, equation (2.2) is the covariant form of the Maxwell’s equations which gives the
movement equations of the electromagnetic fields.

The physical situation considered in the present work deals with the gravitational
and electromagnetic fields, in a region outside the source, such that the generated spacetime
is stationary and axisymmetric. In the following, we will explain what we mean with
stationary and axisymmetric

A spacetime is said to be stationary if tehre exists a timelike Killing vector k, which
can be normalized as k · k = 1. This implies the existence of a one-parameter group φt,
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whose orbits are timelike. Since the curves in the proper time are also timelike , the flows
of φt can represent time flow inM. The general stationary metric is38:

ds2 = g1i(dt)2 + g1idt dx
i + gijdx

idxj; i, j = 2, 3, 4. (2.4)

A stationary spacetime is static if g1i = 0.

A spacetime is said to be axisymmetric if it has a spacelike Killing vector η, such
that the one-parameter group of isometries associated with it, ψϕ, possess closed orbits.38

η is normalized so that the flow ψϕ fulfills the condition ψϕ = ψϕ+2π.

The definition of a stationary and axisymmetric spacetime is of a spacetime which
admits a timelike Killing vector field and a spacelike Killing vector field with closed integral
curves.37 It is also a demand that the Killing vectors commute∗:

[η, k] = 0 (2.5)

Therefore, it is possible to use theses parameters as time and space coordinates,
namely x1 = t and x2 = ϕ. Intuitively, this metric can be associated with an object which
has the freedom to rotate on the axis of symmetry. Physically, this also assumes the
existence of a reflection symmetry or a motion reversal (t, ϕ)→ (−t,−ϕ). Mathematically,
it means that the metric must be block diagonal9

[gµν ] =
[fab] 0

0 [−hmn]

 (2.6)

And the line element may be decomposed as:

ds2 = ds2
1 − ds2

2 (2.7)
ds2

1 = fabdx
adxb, a, b = 1, 2 (2.8)

ds2
2 = hmndx

mdxn, m, n = 3, 4 (2.9)

where the metric coefficients are only functions of x3 and x4. To raise indices in the
two-dimensional space with the metric f

AB
, we may use either the inverse metric (f

AB
)−1

or the alternating symbol EAB = ±1, and both choices have certain advantages. Unless
otherwise stated†, in what follows indices will be raised or lowered using EAB and (h

MN
)−1

for the two-dimensional spaces ds2
1 and ds2

2, namelyM1 andM2, respectively. Otherwise,
∗ The spacetime can be classified according to the isometry group, that is, by the Killing

algebra it possesses. Since the Killing vectors commute, this work deals with the denominated
abelian G2 group.2

† To represent the inverse metric (fAB )−1 we will use gAB .
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when it becomes necessary to raise an index using (f
AB

)−1, it will be made explicit. For
example:

Eab =
 0 1
−1 0

 Eab =
(
Eab

)−1
fa

b = Ebcfac Ab = EbcAc .

(2.10)

And then

(fab)−1 = −ρ−2fab = −ρ−2EacEbdfcd fa
bfbc = ρ2Eac VbA

b = −V bAb.

where ρ2 ≡ − det (f
AB

). The covariant derivative associated with ds2
2, ∇2, can be

written as:
∇2 ·V = h−

1
2
(
h

1
2h

MN

V
M

)
,
N
. (2.11)

One should notice that the two-dimensional space ds2
2 can always be brought to

the diagonal form conformal to the x3 − x4-plane39:

ds2
2 = eµ

[(
dx3

)2
+
(
dx4

)2
]
. (2.12)

Here µ is some function of x3 and x4, which means that the ds2
2 is conformally

invariant. This implies that if ∇2 ·V is zero then ∇̄ ·V, where ∇̄ ≡ (∂x3 , ∂x4), will also be
zero. Here, the derivative operator ∇̄ is associated with the two-dimensional space:

ds̄2
2 =

(
dx3

)2
+
(
dx4

)2
. (2.13)

2.2 Field Equations

This section aims to obtain the Einstein-Maxwell field equations. It will be shown
that this coupled system of equations, written in terms of the given metric, can be put
into a total divergence form.

2.2.1 Ricci Tensor

It was shown in9 that the Ricci tensor can be separated in three blocks: Rbc, Ram and
Rmn, although, due to the block diagonal form of the metric, Ram vanishes automatically.
As will be shown, only the block Rbc of the Ricci tensor brings important information;
hence, only it will be considered in the following.

Rbc = Γµbc,µ − Γµµb,c + ΓµµνΓνcb − ΓµcνΓνµb (2.14)
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The non-zero components of the Christoffel symbols are:

Γacm = 1
2g

abgbc,m Γmab = −1
2 gmngab,n , a, b, c = 1, 2

(2.15)

Γmkl = 1
2g

mn
(
gnk,l + gnl,k − glk,n

)
, k, l,m, n = 3, 4.

In terms of the metric, after basic manipulations, the block of the Ricci tensor
takes the form:

Rbc = −1
2
[
(gmngbc,n),m + 1

2g
mngdegde,mgcb,n + 1

2g
mlgnkgml,ngcb,k − gnmgedgce,mgdb,n

]
(2.16)

Following Kinnersley, multiplying the equation above by fab(= −ρ2gab) and noting
that fab ,m = fabgedged,m − faegbdged,m, one has:

fabRbc = −1
2
{
fab
[
(gmngbc,n),m + 1

2g
mngdegde,mgcb,n + 1

2g
mlgnkgml,ngcb,k

]
+

+gnm
[
fabgedged,mgbc,n − gbcfab ,m

]}
(2.17)

Now, using the property that ∂αg = ggβγ∂αgβγ, where g is the determinant of the
matrix gαβ, it is possible to write the Ricci tensor as divergence:

fabRbc = −1
2

ρ√
h

(√
hρ−1fabgbc,n

)
,m (2.18)

2.2.2 Equations of electromagnetism

Considering a spacetime stationary and axially symmetric, the antisymmetric tensor
of the electromagnetic field

Fµν = Aν,µ − Aµ,ν

is independent of t and ϕ. Due to the gauge freedom to choose the electromagnetic
4-potential, Aµ can be made independent of t and ϕ as well. If one also excludes the
existence of a possible line current along the symmetry axis, then Am = 0 and the only
non-zero components of the electromagnetic field are:

Fam = −Aa,m (2.19)
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Consequently, the the source-free Maxwell equations to be solved can also be put
into the form:

(
√
−gF am),m = (−ρ

√
hgabgmnAb,n),m = (ρ−1

√
hfabgmnAb,n),m = 0 (2.20)

The energy-momentum tensor for the electromagnetic fields is given by:

Tµν = Fµ
σFνσ −

1
4gµνFσ

τF σ
τ (2.21)

Notice it is trace free. The components of the block Tbc are then given by:

Tbc = gnmAc,mAb,n −
1
2gbcg

edAd,nAe,m (2.22)

Multiplying by fab = (−ρ2gab)

fabTbc = fabgnmAc,mAb,n −
1
2δ

a
cf

edgnmAd,nAe,m (2.23)

Using the equations of motion, the property ∂αg = ggβγ∂αgβγ and the identity
εadVdb − εadVbd = δa bε

cdVdc, the energy momentum tensor can be written in a divergent
form:

fabTbc = 1
2
ρ√
h

[
ρ−1
√
hgmn(fabAcAb,n + fc

dAaAd,n)
]
,m

(2.24)

2.2.3 The Einstein-Maxwell Equations

The the Einstein-Maxwell equations (EM equations) is written as: in (2.1). But the
electromagnetic energy-momentum tensor is traceless, which implies that the Ricci scalar
is zero. Thus, the EM equations multiplied by by fab can be written as a total divergence
form. This reads:

[
ρ−1
√
hgmn(fabfbc,n − 2fabAcAb,n − 2fc dAaAd,n)

]
,m = 0 (2.25)

Remembering the properties discussed in Section 2.1, if ∇2 ·V is zero then ∇̄ ·V is
zero as well. Hence, the equations that describe stationary and axisymmetric gravitational
and electromagnetic fields, for the components of the block a, b = 1, 2, become independent
of the metric components gmn. Thus, in order to solve the EM equations one just needs to
find the integrability conditions for the equations:
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[
ρ−1(fabfbc,n − 2fabAcAb,n − 2fc dAaAd,n)

]
,n = 0 (2.26)

(ρ−1fabAb,n),n = 0 (2.27)

2.3 Weyl-Papapetrou metric and Boundary Conditions

Papapetrou has shown that the most general line element for a spacetime with
the prescribed symmetries, in the absence of cosmological constant, can be written in the
following form40:

ds2 = f(dt2 − ωdϕ)2 − f−1[e2γ(dρ2 + dz2) + ρ2dϕ2] (2.28)

Here the coordinate system utilized is composed of what is called the Weyl canonical
coordinates (t, ϕ, ρ, z). Just as before, the metric functions depend upon the spatial
coordinates x3 and x4, e.g., z ∈ (−∞,∞) and ρ ∈ [0,∞). The function ω is related to the
angular momentum of the sources, which can represent rotations around the axis at ρ = 0.
So far, Cartesian derivative operators were considered, but the metric above induces, due
to convenience, the use of polar coordinates, that is:

ds2
3 = dρ2 + dz2 + ρ2dϕ2 (2.29)

The derivative operators are connected through:

∇ ·V = ρ−1∇̄ · (ρV) (2.30)

Using this system of coordinates, the equations of motion for stationary exterior
fields with axial symmetry, one arrives at the following set of coupled equations (see
equations (2.26), (2.27)):
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∇ · [ρ−2f(∇A2 + ω∇A1)] = 0 (2.31)
∇ · [f−1∇A1 − ρ−2fω(∇A2 + ω∇A1)] = 0 (2.32)

∇ · [ρ−2f 2∇ω + 4ρ−2fA1(∇A2 + ωA1)] = 0 (2.33)
f∇2f = (∇f)2 − ρ−2f 4(∇ω)2 + 2f(∇A1)2 + 2ρ−2f 3(∇A2 + ω∇A1)2 (2.34)

γ,ρ = 1
4ρf

−2[f,2ρ−f,2z −ρ−2f 4(ω,2ρ−ω,2z )] + ρ−1f [(A2,ρ +ωA1,ρ )2−

− (A2,z +ωA1,z )2]− 2ρf−1(A1,
2
ρ−A1,

2
z ) (2.35)

γ,z = 1
2ρf

−2(f,ρ f,z −ρ−2f 4ω,ρ ω,z ) + 2ρ−1f(A2,ρ +ωA1,ρ )(A2,z +ωA1,z )−

− 2ρf−1A1,ρA1,z (2.36)

One should notice that once the equations for f, ω,A1 and A2 are solved, then the
remaining function γ can be found by integrating equations (2.35) and (2.36). In other
words, the integrability conditions for the function γ are the system (2.31) - (2.34). Thus,
the primary aim is to find the other functions first. The derivative operators ∇ are to be
understood as being associated with the “nonphysical” metric (2.29).

The solutions of the EM field equations for stationary spacetimes with axial
symmetry, as seen before, are said to be integrable. Then, several techniques to generate
new solutions can be applied using a “seed” solution. One of these methods, the Sibgatullin’s
integral method, will be described in chapter 4.

In order for a given solution to possess some physical meaning, we need to impose
appropriate boundary conditions. First of all, the line element (2.28) must be asymptotically
flat, that is, at infinity, it must converge to the Minkowski metric, which takes the form in
cylindrical coordinates:

ds2 = dt2 − ρ2dϕ2 − dz2 − dρ2 (2.37)

This means that the fields tend to zero very far from the sources and that there
are no sources at infinity.41:

lim
ρ→∞

f(z, ρ) = 1 , lim
ρ→∞

ω(z, ρ) = 0 , lim
ρ→∞

γ(z, ρ) = 0 . (2.38)

By imposing that the azimuthal angular coordinate is periodic, we can impose
conditions for the functions f , ω and γ on the symmetry axis (ρ = 0).
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Being ηϕ the spacial Killing vector associated with the axial symmetry, its norm,
ηϕηϕ must be equal to zero in the symmetry axis. Thus:

lim
ρ→0
|η|2 = lim

ρ→0
(f−1ρ2 − fω) = 0. (2.39)

The limit of f must be different from zero away from singularities in the space-time,
i.e. for globally regular spacetimes. Therefore:

lim
ρ→0

f(z, ρ) 6= 0 , lim
ρ→0

ω(z, ρ) = 0 . (2.40)

On the other hand, the spacetime must be locally conformal to Minkowski spacetime.
Consider:

ds2 = f−1e2γ(f 2e−2γ(dt2 − ωdϕ)2 − dρ2 − dz2 − e−2γρ2dϕ2) (2.41)

for t, z, ρ fixed. This gives:

ds2 = f−1e2γds2
c (2.42)

Now, the circumference of such an infinitesimal circle has to be 2π times the
infinitesimal radius (the ratio between circumference and radius of a small circle on the
z-axis must approach 2π as the radius goes to zero, guaranteeing a locally Minkowski
space3),i.e.:

dsc = e−γ
√
f 2ω2 − ρ2dϕ (2.43)

And hence, for the limit where the radius goes to zero42:

∫ 2π

0
e−γ

√
f 2ω2 − ρ2 dϕ

!= 2πρ (2.44)

This condition can only be fulfilled if γ is zero in such limit. Then, the conditions
that the metric functions must satisfy to ensure elementary flatness on the symmetry axis
are41:

lim
ρ→0

f(z, ρ) 6= 0 , lim
ρ→0

ω(z, ρ) = 0 , lim
ρ→0

γ(z, ρ) = 0 . (2.45)
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3 ERSNT FORMALISM

As seen in chapter 2, the EM equations are written as a system of 4 partial
differential equations of second order. In 1968, Ernst introduced a new formalism5,6 which
simplifies the four EM equations (for four functions, namely f, ω,A1 and A2) into two
differential partial equations (for two complex functions), introducing first the potential E
for vacuum case,5 and subsequently for the electrovacuum by adding a second complex
potential Φ describing the electromagnetic field.6 These new equations are highly symmetric.
Therefore, it is a strong tool when wanting to construct new solutions.

One possibility to deduce the Ernst equations would be by starting from the results
of chapter 2. However, to justify and compare with appendix B, the Ernst equations will
be deduced in a similar way as Ernst introduced them.

3.1 Derivation of the Field Equations

Let Ψ = Ψ(ρ, z) be a function and êϕ be the unitary vector in the azimuthal
direction. Then, the following identity is valid:

∇ · (ρ−1êϕ ×∇Ψ) = 0 (3.1)

In view of the identity above, the equation (2.31) may be considered as the
integrability condition for the existence of a new potential A′2:

ρ−1f(∇A2 + ω∇A1) = êϕ ×∇A′2 (3.2)

Taking the vectorial product with êϕ, it is possible to find the following relation:

ρ−1êϕ ×∇A2 = −(f−1∇A′2 + ρ−1ωêϕ ×∇A1) (3.3)

Taking the divergence of this equation, we have:

∇ · (f−1∇A′2 + ρ−1ωêϕ ×∇A1) = 0 (3.4)

Therefore, the equation (2.32) may be written as:

∇ · (f−1∇A1 − ρ−1ωêϕ ×∇A′2) = 0 (3.5)
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Let us introduce the new complex potential:

Φ = A1 + iA′2 (3.6)

which puts the equations (2.31) and (2.32) into the form:

∇ · [f−1∇Φ− iρ−1ωêϕ ×∇Φ] = 0 (3.7)

Using the same procedure, the equation (2.33) can be written as:

∇ · [ρ−2f 2∇ω − 2ρ−1êϕ × Im(Φ∗∇Φ)] = 0 (3.8)

Here Im stands for taking the imaginary part and the symbol “ ∗ ” represents the
operation of complex conjugation. On the other hand, this equation can be seen as the
integrability condition for the existence of a new potential:

ρ−1f 2∇ω − 2êϕ × Im(Φ∗∇Φ) = êϕ ×∇Ω (3.9)

Thus:

ρ−1êϕ ×∇ω = −f−2[∇Ω + 2Im(Φ∗∇Φ)] (3.10)

Thereby:

∇ · {f−2[∇Ω + 2Im(Φ∗∇Φ)]} = 0 (3.11)

In terms of the new potentials, the equation (2.34) can be written as:

f∇2f = (∇f)2 − [∇Ω + 2Im(Φ∗∇Φ)]2 + 2f∇Φ · ∇Φ∗ (3.12)

Introducing the new potential:

E = f − |Φ|2 + iΩ (3.13)

The equations (2.31)-(2.34) can be written in terms of the following two equations:

(Re(E) + |Φ|2)∇2E = (∇E + 2Φ∗∇Φ) · ∇E (3.14)
(Re(E) + |Φ|2)∇2Φ = (∇E + 2Φ∗∇Φ) · ∇Φ (3.15)
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In conclusion, the system of equations (2.31)-(2.34) has been reduced into two non-
linear partial differential equations for the functions E and Φ. That is, the new potentials
completely define the stationary axisymmetric gravitational and electromagnetic fields in
a region exterior to the sources. Recalling:

f = Re(E) + |Φ|2 (3.16)
ω,z = ρf−2Im(E ,ρ +2Φ∗Φ,ρ ) (3.17)
ω,ρ = −ρf−2Im(E ,z +2Φ∗Φ,z ) (3.18)

Hence, the equations (2.35) and (2.36) for the metric function γ written in terms
of the Ernst potentials take the form:

γ,ρ = ρf−2

2 (|E ,ρ +2Φ∗Φ,ρ |2 − |E ,z +2Φ∗Φ,z |2)− ρf−1(|Φ,ρ |2 − |Φ,z |2) (3.19)

γ,z = ρf−2

2 Re[(E ,ρ +2Φ∗Φ,ρ )(E ,∗z +2ΦΦ,∗z )]− 2ρf−1Re(Φ,∗ρ Φ,z ) (3.20)

Moreover, equations (3.14) and (3.15) fall into the class of elliptic differential
equations and their properties were studied in great detail, in particular, by Ernst and
Hauser.3,19

Another useful representation of the Ernst equations can be found by performing
the following transformation:

E = 1− ξ
1 + ξ

Φ = q

1 + ξ
(3.21)

Performing these transformations, the equations (3.14) and (3.15) can be written
into the following way:

(|ξ|2 − |q|2 − 1)∇2ξ = 2(ξ∗∇ξ − q∗∇q) · ∇ξ (3.22)
(|ξ|2 − |q|2 − 1)∇2q = 2(ξ∗∇ξ − q∗∇q) · ∇q (3.23)

The formulation of the Ernst equations above allows it to find electromagnetic
solutions easily from the corresponding vacuum ones. And admits a phase constant
transformation which allows one to set the necessary asymptotically conditions once the
problem is specified. In other words, it is easy to verify the following two statements:

• Given any non-zero solution ξ0 of the Ernst equation in vacuum, it is always possible to
find a solution of the Ernst electrovacuum equations (3.22) and (3.23), by performing
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the following transformation:

ξ0 = ξ0 −→ ξ = (1 + |q|2)1/2ξ0 , (3.24)
q0 = 0 −→ q = q. (3.25)

with q constant.

• If the pair (ξ, q) is a solution of equations (3.22) and (3.23), then the pair (eiαξ, eiαq)
will also be, where α is a real constant.

3.2 New Solutions from Symmetry Transformations

This section will present some simple symmetry transformations symmetries associ-
ated with the Ernst equations. These symmetries forms a group isomorphic to SU(2, 1). In
other words, given a solution of (3.14) and (3.15), (

◦
E ,
◦
Φ), then any pair (E ,Φ) generated

by the below transformations and its combinations is also a solution.

E = αα∗E0 Φ = αΦ0 (3.26)
E = E0 + ib Φ = Φ0 (3.27)

E = E0

1 + icE0
Φ = Φ0

1 + icE0
(3.28)

E = E0 − 2βΦ0 − ββ∗ Φ = Φ0 + β∗ (3.29)

E = E0

1− 2γ∗Φ0 − γγ∗E0
Φ = Φ0 + γE0

1− 2γ∗Φ0 − γγ∗E0
(3.30)

Here α, β and γ are complex constants and a and b are real ones, hence the
transformations above depend upon 8 arbitrary parameters. Notice that transformations
(3.27) and (3.29) are just gauge transformations of the potentials, while (3.26) is an
electromagnetic duality combined with rescaling of the potential E .3,9 Only (3.28) and
(3.30) generate non-trivial transformations in the Einstein-Maxwell fields. Therefore, they
are good tools to construct new solutions. The consideration that the potential Φ is a
function of the potential E leads to an interesting result:

• Given any non-zero solution E0 of the Ernst vacuum equation, it is always possible
to find a new solution of the Ernst electrovacuum equations (3.14) and (3.15), by
performing the following transformation:

E0 = E0 −→ E = E0

1− |γ|2E0
(3.31)

Φ0 = 0 −→ Φ = γE0

1− |γ|2E0
(3.32)
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In conclusion, these symmetries by themselves are already a good justification for
the study of the Ernst potentials in General Relativity. And in fact, several non-trivial
analytic solutions and methods to construct new solutions are based on the Ernst potentials
and their properties.2,4

3.3 An Exact Trivial Solution

Now consider the Ernst equation for the potential ξ in the vacuum case and rewrite
it in terms of prolate spheroidal coordinates instead of cylindrical ones. By performing the
transformation below:

ρ2 = (x2 − 1)(1− y2) (3.33)
z = xy (3.34)

The corresponding operators are:

∇2 = 1
x2 − y2{∂x[(x

2 − 1)∂x] + ∂y[(1− y2)∂y]} (3.35)

∇A · ∇B = 1
x2 − y2{(x

2 − 1)∂xA∂xB + (1− y2)∂yA∂yB} (3.36)

One advantage of this coordinate choice is that the operators are left invariant
under the interchange of x and y. In other words, if ξ(x, y) is a solution, then ξ(y, x) is
also a solution. It is straightforward to see that ξ = x is a solution, consequently so is
ξ = y. Notice that a linear combination of these previous solutions is also a solution:

ξ = x cosλ+ iy sin λ λ ∈ R. (3.37)

However, this solution is not asymptotically flat, since at infinity (x → ∞) ξ
diverges. But, the function ξ( − 1) is also a solution from (3.22) and possess the right
asymptotic behaviour. Now, the goal is to find the correspondent metric functions. Consider
then:

1
ξ

= eiα(x cosλ+ iy sin λ) (3.38)

Hence:

f = 1− x2 cos2 λ− y2 sin2 λ

(x cosλ+ cosα)2 + (y sin λ− sinα)2 (3.39)

Ω = −2(x sinα cosλ+ y cosα sin λ)
(x cosλ+ cosα)2 + (y sin λ− sinα)2 (3.40)
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By solving the equations (3.17) and (3.18):

ω = 2 tan λ(1− y2)(x cosλ cosα− y sin λ sinα + 1)
x2 cos2 λ+ y2 sin2 λ− 1 + 2 sinα

cosλ y + const (3.41)

It is now clear that α must be set equal to zero in order to impose that the spacetime
be asymptotically flat. Then the function ω can be written as:

ω = 2 tan λ (1− y2)(x cosλ+ 1)
x2 cos2 λ+ y2 sin2 λ− 1 (3.42)

In a similar way, the still unknown function , γ, can be found by integrating
equations (3.19) and (3.20), which leads to:

e2γ = C
x2 cos2 λ+ y2 sin2 λ− 1

cos2 λ(x2 − y2) (3.43)

Due to the asymptotic flatness requirement, the integration constant C must be set
equal to one. Finally, introducing cosλ =

√
M2 − j2/M , sin λ = j/M and then making

the coordinate transformation

r =
√
M2 − j2 x+M y = cos θ (3.44)

The standard Kerr spacetime metric is recovered.
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4 SIBGATULLIN’S METHOD

Sibgatullin introduced his method in 1984,20–22 and since then, several authors have
been using it to construct new asymptotically flat metrics and even cosmological models.
Although it is a relatively old method, the academic community gave more attention to it
after 2015 when gravitational waves were detected directly for the first time. It is because
the physical parametrization of solutions constructed with the Sibgatullin method is easier
compared to the other methods. Although stationary spacetimes can be constructed with
it, which do not generate gravitational waves, time perturbations of those solutions can
be used to study the waves theoretically. Therefore, several authors used it to describe a
two-body system, which is the expected physical system that generated the gravitational
waves detected by LIGO.

Following Geroch,7,8 Kinnersley,9–12 Hauser and Ernst,15,16 and others, the idea
behind the construction of the Sibgatullin’s integral method is to generate new solutions
from known ones. Through a group transformation, the method generates new Ernst
potentials directly from the Minkowski spacetime. In order to construct the solutions,
only the knowledge of the Ernst potentials’ expressions on the symmetry axis need to be
known. By choosing Ernst potentials given by a negative power series of z on the symmetry
axis, making use of properties of complex singular integrals, the problem of finding new
solutions for the Einstein-Maxwell equations is reduced to an algebraic system.

This chapter intends to be a full revision of the method, based on reference 43.
But it also discusses the importance of the Riemann Hilbert problem associated with the
equations, which enables a better understanding of how the method works.

4.1 Lax pair associated with the Einstein-Maxwell Equations

In a series of papers9–12 Kinnersley, and collaborators introduced the infinite
hierarchy of potentials constructed from a new potential Hab (the Ernst potentials E and
Φ are contained in Hab in such way that it carries all the physical information of the
solution ). Once this hierarchy is constructed, the knowledge of a generating function F is
given.44,45 This function was used by several authors to construct generating techniques
that use an already known solution of the Einstein-Maxwell equations, the seed solution,
to construct another solution.2,4 The objective of this section is to introduce Hab and F ,
but also to derive a Lax pair for F , which will be the basis to introduce an associated
Riemann Hilbert problem.

To recap the Weyl-Papapetrou metric and the developments in chapter 2.1, it was
shown that the line element could be written in a block form:
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ds2 = f(dt− ωdφ)2 − f−1[e2γ(dρ2 + dz2) + ρ2dφ2]
= f

AB
dxAdxB − f−1e2γdξdξ∗, A,B = 1, 2 (4.1)

where f
AB

is a 2 × 2 metric discussed in 2.1. Moreover, x1 ≡ t, x2 ≡ φ, x3 ≡ ρ,
x4 ≡ z, ξ ≡ z + iρ. Considering this metric, the equation (2.27) is written as:

∇ ·
(
ρ−1f

A

B∇A
B

)
= 0 (4.2)

As before, this equation can be seen as an integrability condition for a new potential.
So, it is possible to introduce a potential B

A
, such as:

ρ−1f
A

B∇A
B

= ∇̃B
A

(4.3)

where ∇̃ ≡ (∂z,−∂ρ). That way a new potential Φ
A
is introduced in the form

Φ
A
≡ A

A
+ iB

A
. Note that the component Φ1 coincides with the definition of the Ernst

potential Φ.

However, using the properties from (2.10), we find

∂ρAB
= f

BA
g
AD

∂ρAD
= −ρ2EDEEAF f

EF
f
AB
∂ρA

D
= ρ−1f

F

B
∂zBF

(4.4)

−∂zAB
= −f

BA
g
AD

∂zAD
= ρ2EDEEAF f

EF
f
AB
∂zA

D
= ρ−1f

F

B
∂ρBF

(4.5)

This means that the relations between A
A
and B

A
can be inverted, in other words,

ρ−1f
A

B∇B
B

= −∇̃A
A
, leading to a relation known as Kinnersley condition9:

iρ∇Φ
B

= f
A

C∇̃Φ
C

(4.6)

In the same way, the idea is to construct a new potential, which obeys the same
equation, for the Einstein equation. For this, consider (2.26):

∇ ·
[
ρ−1

(
f
A

C∇f
CB
− 2A

B
f
A

C∇A
C
− 2A

A
f
B

C∇A
C

)]
= 0 (4.7)

This might be interpreted as the integrability condition to the existence of a matrix
potential Ψ

AB
:

∇̃Ψ
AB

= ρ−1
(
f
A

C∇f
CB
− 2A

B
f
A

C∇A
C
− 2A

A
f
B

C∇A
C

)
(4.8)
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or

∇Ψ
AB

= −ρ−1
(
f
A

C∇̃f
CB
− 2A

B
f
A

C∇̃A
C
− 2A

A
f
B

C∇̃A
C

)
(4.9)

Following Kinnersley,10 we now introduce a new potential E
AB

= f
AB

+ i(Ψ
AB

+
2A

A
B
B

), which satisfies

∇E
AB

= −iρ−1f
A

C (∇̃E
CB
− 2Φ

B
∇̃Φ∗

C
) (4.10)

Finally, it is possible to define H
AB

= E
AB
−Φ∗

A
Φ
B
−EABK2 ,where∇K = 2ΦC∗∇Φ

C
.

This new potential, H
AB

, satifies the same condintion for Φ
A
, namely:

iρ∇H
AB

= f
A

C∇̃H
CB

(4.11)

Here, this new potential can be written as10,46:

H
AB

= f
AB
− A

A
A
B
−B

A
B
B
− EABK2 + i(Ψ

AB
+ A

A
B
B

+ A
B
B
A

) (4.12)

The condition expressed in (4.6) and (4.11) is known as the Kinnersley condi-
tion.10,11 Here the component H2

1 is the definition of the Ernst potential E multiplied by
minus one. Notice then that all physical information is cast into the potentials H

AB
and

Φ
A
, which satisfy a similar condition. Therefore, it is worth to try to write all physical

information into only one equation.

In order to construct a 3 × 3 matrix which contains all the information of the
system and in such way that the equations of motion can be expressed in one equation,
two more potentials10,11 are introduced. One may construct a complex matrix:

Hb
a =

HB

A
Φ
A

L
B

K

 a, b = 1, 2, 3 (4.13)

L
B and K are defined by the equations∗:

∇LB = 2ΦC∗∇HB

C
; ∇K = 2ΦC∗∇Φ

C
(4.14)

From (4.6) and (4.11), it is possible to write the following simple formula:

2iρ∇2Hb
a = ∇Hc

a∇̃Hb
c (4.15)

∗ Following the Sibgatullin notation, here LB and K differ by the ones introduced by Kinnersley
by a factor −2.
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Since the components (1, 2) and (1, 3) of H are the Ernst potentials43 (E and Φ,
respectively), by solving the equation (4.15), the metric functions can be found using the
developments of chapter 3. This equation admits an infinite hierarchy of higher potentials,
built in terms of left and right matrix potentials, Qm and Hm.9,10 In order to show
this property it is useful to work with the coordinates (ξ, ξ∗) instead of (ρ, z)†. In these
coordinates we find:

4ρH,ξξ∗ = H,ξH,ξ∗ −H,ξ∗ H,ξ (4.16)

which can be put in the divergence free form

(2iξH,ξ +H,ξH),ξ∗ −(2iξ∗H,ξ∗ +H,ξ∗ H),ξ = 0 (4.17)

That implies the existence of the potential H2:

H2,ξ = 2iξH,ξ +H,ξH ; H2,ξ∗ = 2iξ∗H,ξ∗ +H,ξ∗ H (4.18)

which satisfies the equation

(2iξH2,ξ +H,ξH2),ξ∗ −(2iξ∗H2,ξ∗ +H,ξ∗ H2),ξ = 0 (4.19)

This, as previously shown, can be interpreted as the integrability condition for a
new potential H3 and so on. The m-th element of the right hierarchy will satisfy:

Hm,ξ = 2iξHm−1,ξ +H,ξHm−1 ; Hm,ξ∗ = 2iξ∗Hm−1,ξ +H,ξ∗ Hm−1 (4.20)

or in terms of the coordinates z and ρ:

∇Hm = ∇HHm−1 −DHm−1 D ≡ 2i(ρ∇̃ − z∇) (4.21)

Each of the matrices Hn(n = 2, 3 . . . ) is not unique, since by performing a transfor-
mation as defined below, the hierarchy will still be preserved:

† In what follows, both pair of coordinates will be constantly used.
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H ′m = Hm +Hm−1C1+Hm−2C2 + · · ·+H1Cm−1 + Cm (4.22)
... (4.23)

H ′3 = H3 +H2C1 +H1C2 + C3 (4.24)
H ′2 = H2+H1C1 + C2 (4.25)

H ′1 =H1 + C1 (4.26)

Here the Cm denote constant matrices. Using this freedom and making use of the
equation (4.12), one may write:

HAB +H∗BA = 2 (fAB − ΦAΦ∗B + izεAB) . (4.27)

One can proceed in an analogue way for the left hierarchy elements:

∇Qm = Qm−1∇H + DQm−1 (4.28)

The H matrix also satisfies a similar condition as (4.6), (4.11) and (4.14) that will
be the key to find an infinite-dimensional Lie group‡, which transforms one solution of the
Einstein-Maxwell equations into another solution of these same equations. Using (4.6),
(4.11) and the definition of H it is obtained:

(εD + M∇)H = 0 (4.29)

Here

M = M † = εH −H†ε− 1
2Π ; ε =


0 1 0
−1 0 0
0 0 0

 ; Π =


0 0 0
0 0 0
0 0 1



where “†” represents the Hermitian conjugation. In an equivalent way:

−2εξ∂ξH + M∂ξH = 0 2εξ∗∂ξ∗H + M∂ξ∗H = 0 (4.30)

‡ Actually, Kinnersley and Chitre9–14 exploited the hierarchy potentials related to all of these
new potentials in order to find new solutions. However, Sibgatullin showed a simpler technique,
just making use of the hierarchy for H.
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Taking the Hermitian conjugation of the right equation and subtracting the left
equation, one finds:

2ξ∂ξM + ∂ξH
†M −M∂ξH = 0 (4.31)

It is important to note that the matrices Hn also satisfy (4.29). In fact:

(εD + M∇)Hn = εDHn + M (∇HHn−1 −DHn−1) = εDHn − (εDH + MD)Hn−1

= 2iρ[ε∇̃Hn − (ε∇̃H + M∇̃)Hn−1]− 2iz[ε∇Hn − (ε∇H + M∇)Hn−1]
= [−2iρ(εD̃ + M∇̃) + 2iz(εD + M∇)]Hn−1

Therefore by induction, one sees that:

(εD + M∇)Hn = 0 (4.32)

In the next section, the existence of a Lie algebra related to these potentials Hn

will be demonstrated. In order to show that, one needs to consider a small perturbation,
δH around a given solution H, such that H ′ = H + δH is also a solution. Such small
perturbation obeys the following equation:

(εD + M∇)δH + δM∇H = 0 (4.33)

The equation above has solutions of the form:

δH = χn(Γ) =
n∑
k=0

(−1)kHkΓGn−k Gk ≡ H†kε +H†k−1M . (4.34)

Here Γ is a constant matrix and satisfies Γ + (−1)nΓ† = 0. Note that Gk satisfies
the recurrence relation (4.28).

In order to show that (4.34) is in fact a solution of (4.33), consider:

δM = εδH − δH†ε = ε
n∑
k=0

(−1)kHkΓGn−k −
n∑
k=0

(−1)kG†n−kΓ†H
†
kε

= ε
n∑
k=0

(−1)k
[
HkΓH†n−k +Hn−kΓ†H†k

]
ε +

n∑
k=0

(−1)k
[
εHkΓH†n−k−1M −MHn−k−1Γ†H†kε

]

Since the terms Hn, with n lower than zero are not defined, set them equal to zero.
Now, using that Γ + (−1)nΓ† = 0, we find
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δM = ε
n∑
k=0

(−1)k
[
HkΓH†n−k − (−1)nHn−kΓH†k

]
ε+

+
n−1∑
k=0

(−1)k
[
εHkΓH†n−k−1M + (−1)nMHn−k−1ΓH†kε

]
Hence, δM can be written in the compact form:

δM =
n−1∑
k=0

(−1)k
[
εHkΓH†n−k−1M −MHkΓH†n−k−1ε

]
(4.35)

Substituting this result into (4.33) gives

(εD + M∇)δH + δM∇H =

(εD + M∇)
n∑
k=0

(−1)kHkΓGn−k +
n−1∑
k=0

(−1)k
[
εHkΓH†n−k−1M −MHkΓH†n−k−1ε

]
∇H =

n−1∑
k=0

(−1)k
[
εHkΓ(DGn−k +H†n−k−1M∇H) + MHkΓ(∇Gn−k −H†n−k−1ε∇H)

]
=

n−1∑
k=0

(−1)k
[
εHkΓ(∇Gn−k+1 −Gn−k∇H +H†n−k−1M∇H)+

+ MHkΓ(∇H†n−kε +∇H†n−k−1M +H†n−k−1∇M −H†n−k−1ε∇H)
]

=
n−1∑
k=0

(−1)k
[
εHkΓ(∇H†n−k+1ε +∇H†M −H†n−k∇H†ε)+

+ MHkΓ(∇H†n−kε +∇H†n−k−1M −H†n−k−1∇H†ε)
]

=

n−1∑
k=0

(−1)k
[
εHkΓ

��
���

���
���

��:0
(DH†n−kε +∇H†n−kM ) + MHkΓ

��
���

���
���

���
�:0

(DH†n−k−1ε +∇H†n−k−1M)] = 0 .

It is possible to find a recurrence between the solutions of (4.33). In fact:

∇χn+1 =
n+1∑
k=0

(−1)k∇HkΓGn+1−k +
n+1∑
k=0

(−1)kHkΓ∇Gn+1−k

Although, since Gk satisfies the same recurrence relation than Qk, then:

∇χn+1 =
n∑
k=0

(−1)k+1
(
∇HHk −DHk

)
ΓGn−k +

n∑
k=0

(−1)kHkΓ
(
Gn−k∇H + DGn−k

)
which leads to:

∇χn+1 = χn∇H −∇Hχn + Dχn (4.36)



46

Using (4.21) and (4.28), it is possible to find by induction the perturbations δHm

and δGm due to the perturbation δH in terms of Hm and χm:

δHm = χnHm−1 − χn+1Hm−2 + · · ·+ (−1)m−1χn+m−1 (4.37)
δGm = Gm−1χn +Gm−2χn+1 + · · ·+ χn+m−1 (4.38)

However, it is worth emphasizing that, although all physical properties are contained
in H, when generating new solutions all potentials Hn are necessary. Hence, all information
contained in this infinite hierarchy of potentials needs to be put together. Therefore, after
the matrices Hn have been introduced, one can form a generating function for them,12

which will carry by itself all the information about all the potentials in a very simple way.
This generating function reads:

F (ρ, z, s) =
∞∑
m=0

Hm(−is)m ; H0 = 1 , H1 = H. (4.39)

Here, s is an analytical parameter. Besides that, the expansion coefficients of the F
inverse matrix satisfy the recurrence relation (4.28), consequently, the left matrix potentials
Qm may be seen as the coefficients of F−1, namely:

F−1 =
∞∑
m=0

Qm(is)m (4.40)

Due to the transformation (4.22), the matrix F is transformed as follows:

F ′ = F C(t) ; C(t) =
∞∑
n=0

(−it)nCn ; C0 = 1. (4.41)

This gauge freedom can be used to limit the number of poles of F in the complex
plane,47 but it will always be required that F is analytic at and in a neighborhood of the
origin§.

As a consequence of (4.20) and from the definition (4.39), F satisfies an overdeter-
mined linear system. In fact:

∂ξF =
∞∑
m=0

(−is)m∂ξHm =
∞∑
m=1

(−is)m
(
2iξHm−1,ξ +H,ξHm−1

)
=2ξs∂ξF − isH,ξ F (4.42)

§ This is a requirement not only to ensure that F might be written as a power series given by
(4.39), but also to ensure the uniqueness of an associated Hilbert-Riemann problem introduced
by Ernst and Hauser.48
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which leads to:

∂ξF = −isH,ξ1− 2ξsF ; ∂ξ∗F = −isH,ξ
∗

1− 2ξ∗sF . (4.43)

Thus, the generating matrix F has two branch points, which are at s+ = 1/2ξ and
s− = 1/2ξ∗. Moreover, when H is known, it is straightforward to evaluate F 49 :

F (ρ, z, s) = F (0, 0, s) exp
(∫

c

−isH,ξ
1− 2ξs dξ + −isH,ξ

∗

1− 2ξ∗s dξ
∗
)

(4.44)

Thereby, the matrix function F carries not only the information about its associated
metric, but also the information to generate new solutions from it. That is, instead of
solving the components of the Einstein equation (2.31)(2.34), (2.32), (2.33) or the Ernst
potentials (3.14), (3.15), one can simply solve the over determined system above. Notice
that the equation (4.43) is a Lax representation for the problem, and the compatibility
condition associated to this pair is the equation (4.16) (more will be discussed in appendix
A ).

4.2 Lie Algebra associated with the Einstein-Maxwell Equations

In this section, it will be demonstrated that a Lie algebra associated with the
solutions of (4.29) exists. This algebra can be used to construct a Riemann-Hilbert problem
that relates new solutions to an old one. A simplification can be made in the next steps
by noticing that

F †(ε + isM )F (4.45)

does not depend upon the coordinates ξ and ξ∗. In fact:

∂ξ
[
F †(ε + isM)F

]
= is

1− 2ξsF
†
[
∂ξH

†(ε + isM ) + (1 + 2iξs)∂ξM − (ε + isM)∂ξH
]
F

(4.46)

which is identically zero due to equation (4.31).

Since F is not unique because of the transformation (4.41), it is possible to choose
the s dependence of the equation (4.45). Expanding this equation as series of s we find

F †(ε + isM)F =
∞∑

k,l=0
(s)k+l(i)k−lGkHl = ε− is

2 Π +
∞∑
n=2

(is)n
n∑
k=0

(−1)kGkHn−k (4.47)

Notice that there exists no matrix H in the first-order expansion (it begins to
appear from the second-order forward). Due to this fact, even the arbitrariness of C(s)
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cannot affect this first-order expansion and, furthermore, it is possible to choose the other
coefficients equal to zero. For this choice:

F †(ε + isM )F = Ω (4.48)

where

Ω ≡ ε− is

2 Π . (4.49)

Making use of this gauge choice, one has:

n∑
k=0

(−1)kGkHn−k = 0 ; ∀n ≥ 2 . (4.50)

With respect to F †(ε + isM) = ΩF−1, it establishes a relation between Gk and
Qk:

Gk = εQk −
1
2ΠQk−1 (4.51)

Consider the commutator of two solutions χp(Γ) and χq(Γ̃) of (4.33)

δ̃χp(Γ)− δχq(Γ̃) (4.52)

where

δ̃χp(Γ) =
p∑

k=0
(−1)k[δ̃HkΓGp−k +HkΓδ̃Gp−k]

=
p∑

k=0
(−1)k[

k−1∑
i=0

(−1)iχq+i(Γ̃)Hk−1−iΓGp−k +HkΓ
p−k−1∑
i=0

Gp−k−1−iχq+i(Γ̃)]

By a simple expansion, the terms in the sum above can be put in the form:

δ̃χp(Γ) = (−1)
p−1∑
k=0

χq+k(Γ̃)χp−1−k +
p−1∑
k=0

χp−1−k(Γ)χq+k(Γ̃)

Consequently, the commutator:

δ̃χp(Γ)− δχq(Γ̃) =
p+q−1∑
k=0

[χk(Γ)χp+q−1−k(Γ̃)− χk(Γ̃)χp+q−1−k(Γ)] (4.53)
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Defining β = p+ q − 1, the expression above can be put in the form

= (−1)β
β∑
k=0

β−k∑
l=0

β−l−k∑
n=0

(−1)−n−lHk

(
ΓGnHβ−l−k−nΓ̃− Γ̃GnHβ−l−k−nΓ

)
Gl (4.54)

Using the relations (4.50) and (4.51) and the expression for χk, one obtains:

δ̃χp(Γ)− δχq(Γ̃) = χβ(g)− 1
2χβ−1(g̃) (4.55)

g ≡ ΓεΓ̃− Γ̃εΓ ; g̃ ≡ ΓΠΓ̃− Γ̃ΠΓ

Thus, the commutator of two solutions is also a solution. This implies that the
solutions of the form (4.33) produces an infinite-dimensional Lie algebra. In order to find
the respective Lie group subtract two solutions of the equation (4.32), Hm and

◦
Hm which

differ slightly, multiply the result by (−it)m and sum over m from 0 to ∞, that is:

Hm −
◦
Hm = δHm =

m−1∑
l=0

(−1)lχn+lHm−1−l (4.56)

F −
◦
F =

∞∑
m=0

m−1∑
l=0

(−1)l(−it)mχn+lHm−1−l (4.57)

δF = −it
∞∑
m=0

(it)mχm+nF (4.58)

Consider now:

FΓΩF−1 = FΓF †(ε + isM) (4.59)

=
∞∑

k,l=0
(i)l−k(s)l+kHkΓGl =

∞∑
n=0

(is)n
n∑
k=0

(−1)kHkΓGn−k (4.60)

FΓΩF−1 =
∞∑
n=0

(is)nχn(Γ) (4.61)

Hence, FΓΩF−1 might be expanded as a Laurent series in terms of the parameter
s with expansion coefficients χn.50 Consequently, using the Cauchy’s integral formula, we
find:

χn = 1
2π

∮
L
FΓΩF−1 d s

(is)n+1 (4.62)

By assumption, L is a smooth contour that bounds a simply connected region L+

in the s complex plane (see figure 1) and includes its origin, such that inside of it the
series ∑∞k=0Hk(−is)k converges.



50

Figure 1 – Representation of the s-plane.

Source: By the author.

Substituting (4.62) into (4.58) gives:

δFF−1 = −1
2π

∮
L
FΓΩF−1

∞∑
k=0

tk+1 d s

sk+1(is)n = −1
2π

∮
L
FΓΩF−1 t d s

(s− t)(is)n (4.63)

So far, what has been considered here is the simple solution (4.34) of the equation
(4.33). But a general solution can be given by a linear combination of (4.34)¶:

δH =
∞∑
n=1

n∑
k=0

(−1)kHkΓn−1Gn−k (4.64)

It is straightforward to see that the generalization of (4.63) is:

δFF−1 = −1
2πi

∮
L
FΓ(s)ΩF−1 t d s

s(s− t) (4.65)

where Γ(s) ≡ ∑∞k=0(is)−kΓk is assumed to converge in region L− = C−L+. Despite
the written form, this integral may be seen as the integral equation method for effecting
Kinnersley-Chitre transformations first derived by Hauser and Ernst.15,16

The expression (4.65) is the variation of

∮
L
F (s)u(s)

◦
F (s) −1 t d s

s(s− t) = 0 , u(s) ≡ exp
(
Γ(s)Ω(s)

)
. (4.66)

¶ Here the index n− 1 indicates that it is associated with χn−1.
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This is for a small Γ(s) and F (s) differing slightly from the initial solution
◦
F

(known as seed function or seed solution‖) along the orbit of the group.43 In fact:

∮
L

( ◦
F + δ

◦
F
)(

1 + Γ(s)Ω
) ◦
F −1 t d s

s(s− t) = 0 (4.67)

Since the choice of the initial solution is arbitrary, one can omit the symbol
superscript and write:

∮
L

(
1 + FΓ(s)ΩF−1 + δFF−1 + δFΓ(s)ΩF−1

) t d s

s(s− t) = 0 (4.68)

The integration result of the first term is equal to zero and it is possible to
neglect the last term since it represents a second order term. Using the expression (4.58),
one recovers the equation (4.65). It is important to note that the matrix u obeys the
Hauser-Ernst condition17,18:

u†Ωu = Ω , Ω =


0 1 0
−1 0 0
0 0 −is/2

 . (4.69)

The Sibgatullin method43,51 does not use the idea of a group associated with the
symmetry transformations of the coordinates and the movement equations. Kinnersley
extensively studied such group aspects in a series of papers.9–14 However, since its develop-
ments are related to each other, discussing its group features qualitatively brings a better
physical understanding of the Sibgatullin idea and how its methods work in a physical
sense.

Let K ′ (K for the vacuum case) be the group associated with the symmetry
transformations of the coordinates and fields for a stationary spacetime with axial symmetry
in the presence of an electromagnetic field, in other words, K ′ is the internal symmetry
group.2 Based on that, Kinnersley and Chitre developed a method to find new solutions
from a transformation of an already known solution that relied on the infinite Lie algebra
associated with the K ′ group. Hauser and Ernst17,18 introduced an integral equation
method for Kinnersley-Chitre (K-C) transformations, by exponentiation of the K-C algebra
they have shown that the matrix u(t) can be a representation of an element of the K ′

group. In subsequent papers,15,16 they gave a new approach linked with a Hilbert-Riemann
problem for constructing the integral equations and, hence, find new solutions from a seed
solution. For this latter technique, the idea of K-C transformation was not needed; it just
relied on the group element u(t). For such methods, it is required that u(t) is analytic in

‖ Variables which have ◦ overwritten are related to the seed solution
◦
F
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the full region L− ∪ L and, if they exist, the poles must be simple and lie on L+
47 (this is

also the scenario for the present study).

The main point of the section, which follows from (4.66), is that there exists a
function, holomorphic in the region L− and continuous in L− ∪ L,52 which is connected
with F ∗∗:

χ−(s) ≡ F (s)u(s)
◦
F (s) −1 (4.70)

A linear representation of the group of nonlinear transformations of (4.29) is also
given by (4.66). This result can be identified as the Riemann-Hilbert problem (RHP),
which might be interpreted, for s ∈ L, as a transformation of the seed solution

◦
F under the

action of the shift along the orbit group of inner symmetry which produces a new solution
F .43 The closed contour L is the boundary of regions L− and L+. Inside of region L+,
which includes the origin, the matrix function F is holomorphic, and all its singularities
(the points s = 1/2(z± iρ)) lie inside of the region L−. It is important to note that, despite
the branch points in the matrices F and

◦
F −1, χ−(s) is analytic in L−. Another comment

at hand is related to where the poles of u(s) are in the complex plane: the fact that they
are in the region L+ ensures that (4.70) is not just a gauge transformation.

This is a strong and useful result on which all the development of the Sibgatullin’s
integral method is based. So, let us discuss its meaning and consequences in a bit more
detail.

First of all, let’s recall some results from chapter 4. It was shown that a Lax-pair
could be associated with the non-linear equation (4.16)

∂ξF = −isH,ξ1− 2ξsF ; ∂ξ∗F = −isH,ξ
∗

1− 2ξ∗sF . (4.71)

Here, the matrix functions U and V are 3× 3 and have only one simple pole in the
s−plane:

U ≡ −isH,ξ1− 2ξs ; V ≡ −isH,ξ
∗

1− 2ξ∗s . (4.72)

From the compatibility equation, using the U and V above, the equation (4.16) is
recovered. In fact:

U,ξ∗ −V,ξ +[U, V ] = −s2

(1− 2ξs)(1− 2ξ∗s)

{
−2i(ξ − ξ∗)H,ξξ∗ −H,ξ∗ H,ξ +H,ξH,ξ∗

}
!= 0

∗∗ Equation (4.66) also ensures the existence of the inverse of χ−(s) at all s ∈ L− ∪ L17,52
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In order for this relation to be valid for all s, it is required that the expression in
brackets vanishes, and consequently the nonlinear equation (4.16) is recovered.

As mentioned before, the important result of chapter 4 is that there exists a
holomorphic function, χ−, in the region L− ∪ L, given in terms of the function F :

χ−(s) ≡ F (s)u(s)
◦
F (s) −1 (4.73)

The function above can be interpreted, in terms of the RHP (see appendix A), as
the function χ− defined in (A.1). So far, the construction has been made in the complex
s-plane. Some practicalities due to the introduction of the new complex parameter, σ,
related to the old one as s = 1/2(z + iρσ) will be presented now. The matrix functions
χ±(s) are then replaced by Y∓(σ), as follows:

Y∓(σ) = χ±(s) s = 1/2(z + iρσ). (4.74)

The RHP in the σ-plane is then:

Y−G = Y+ (4.75)

Due to the map s→ σ, the simple closed contour L is mapped into the contour
Λ, in the σ-plane††, such as, the regions L± to Λ∓, and Λ is a common boundary of the
disjoint open regions Λ− and Λ+. Consequently, Y+(σ) is holomorphic ∀σ ∈ Λ ∪ Λ+ and
Y−(σ) is holomorphic ∀σ ∈ Λ ∪ Λ−. From now on, the canonical normalization of the
RHP will be fixed,53 i.e., the function Y− is normalized to the unit matrix at infinity,
Y−(∞) = 1.

The seed function
◦
F has its branch points mapped into σ± = ±1 ∈ Λ+. The RHP

that will be used in Sibgatullin’s method is then defined to be the pair Λ∓ of a 3 × 3
matrices, functions of z , ρ and σ, such that:

• Y+(σ) is holomorphic ∀ σ ∈ Λ ∪ Λ+.

• Y−(σ) is holomorphic ∀ σ ∈ Λ ∪ Λ− and Y−(∞) = 1.

Once one solution is known, the output matrix function F is given by:

F = Y−
◦
F (4.76)

There are some advantages of working in the σ-plane instead of the old s-plane for
the RHP formulation in the case of Sibgatullin’s method, but the most significant is that
†† Note that the contour Λ surround the origin of the σ-plane.
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in the σ-plane the branch points of F are σ± = ±1, whereas in the s-plane the branch
points are 1/2(z± iρ). In the former case, the branch points do no longer depend on z and
rho, which is an advantage. This implies a procedure how to employ contours. With the
branch points depending on ρ and z, the choice of L was dependent indirectly on these
coordinates. The choice of the simple smooth closed contour is still arbitrary (it just needs
to enclose the branch points and the branch cut), but now the branch points are constants,
and once one has set the contour Λ it is valid for all pairs (z, ρ).48

From the development made in chapter 4, the function u has to be holomorphic in
Λ ∪ Λ+ (L ∪ L−), which implies Λ ∪ Λ+ ⊂ domu. Then, it follows that σ± ∈ domu.

To summarize, let Y± be solutions of the RHP corresponding to given
◦
F and u as:

Y− = F
◦
F −1 ; Y+ = Fu

◦
F −1 (4.77)

◦
F is defined everywhere except at the branch points σ± and at the branch cut

joining these points (see equation (4.101)). There exists a contour Λ so that it encloses σ±
and the branch cut and, moreover, Λ ∪ Λ+ is a subset of dom u.

Thus, the matrix function G takes the form:

G =
◦
Fu

◦
F −1 (4.78)

Considering the RHP which has been constructed in this section, the solution Y+

is holomorphic at all σ at which u is holomorphic given that48:

• Y+ and u are both holomorphic in Λ ∪ Λ+.

• Y+ = Y−G where Y− is holomorphic in Λ−, and G is holomorphic at any point in
Λ− at which u is holomorphic.

Analogously, Y− is holomorphic at all σ at which
◦
F is holomorphic since:

• Y− and
◦
F are both holomorphic in Λ ∪ Λ−.

• Y− = Y+G
−1 where Y+ is holomorphic in Λ+, and G is holomorphic at any point in

Λ+ at which
◦
F is holomorphic.

As a corollary of the equation (4.69) and the discussion above it follows that the
module of the determinants of Y+ and Y− are equal. In fact, since | detG| = | detu| = 1,
using the equation (4.75):

| detY+| = | detY−| (4.79)
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Using the same argument of analytic continuation that was used in equation (A.2),
it is possible to conclude that | detY+| = | detY−| must be constant and, hence, by the
normalization condition:

| detY+| = | detY−| = 1 (4.80)

In conclusion, F is the output potential that is obtained by solving the RHP
corresponding to G =

◦
Fu

◦
F −1.

4.3 Correlation between the inner transformation of the group, the initial values
and the transformed values

Now, the holomorphicity of χ will be exploited. From this, some conditions can be
imposed on the matrix u. Since the matrix χ−(s) is analytic everywhere in L− including
in F branch points, it is necessary to evaluate its behaviour in s± = 1/2(z ± iρ).

Consider then χ near the symmetry axis, ρ = 0. It is assumed that the 3× 3 matrix
H is an analytic function of ρ near the symmetry axis, and that H2

1 = −E and H3
1 = Φ are

locally holomorphic in this region.19 The asymptotic behaviour of the non-zero components
of the matrix H at ρ = 0 is47:

H1
1 = 2iz H2

1 = −E(z, 0) ≡ −e(z) H3
1 = Φ(z, 0) ≡ f(z). (4.81)

Consequently, the non-zero components of the generating function F are given by:

F 1
1 = (1− 2sz)−1 F 2

1 = ise(z)(1− 2sz)−1

F 3
1 = −isf(z)(1− 2sz)−1 F 2

2 = F 3
3 = 1

(4.82)

Or in a matrix notation:

F (z, ρ = 0) =


(1− 2sz)−1 ise(z)(1− 2sz)−1 −isf(z)(1− 2sz)−1

0 1 0
0 0 1

 , (4.83)

H =


2iz −e(z) f(z)
0 0 0
0 0 0

 .

Here, the function f(z) = Φ(ρ = 0, z) should not be confused with the Weyl-
Papapetrou metric function f.
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Now, using the equations (4.83), for the asymptotic behaviour of F , into the
definition of χ, one gets:

χ−(s) =


u1

1 + isu1
2e(z)− isu1

3f(z) A
1−2sz

B
1−2sz

u1
2 − 2su1

2z u2
2 − isu1

2
◦
e(z) u3

2 − isu1
2
◦
f(z)

u1
3 − 2su1

3z u2
3 − isu1

3
◦
e(z) u3

3 − isu1
3
◦
f(z)

 (4.84)

A = u2
1 + se(z)(iu2

2 + su1
2
◦
e(z))− isu2

3f(z)− s◦e(z)(su1
3f(z) + iu1

1) (4.85)

B = u3
1 + isu1

1
◦
f(z) + se(z)(iu3

2 + su1
2
◦
f(z))− sf(z)(iu3

3 − su1
3
◦
f(z)) . (4.86)

We obtain that all components of the matrix function χ are non-singular at the
point s = 1/2z, except for:

χ2
1 = A(s)

1− 2sz , χ3
1 = B(s)

1− 2sz (4.87)

In order to respect the holomorphicity of χ at s = 1/2z, A and B must vanish
there.

Considering now the Hermitian of (χ−(s))−1 and making use of equations (4.69)
and (4.48) one finds:

(χ−1)† = (ε + isM)χ(ε + is
◦

M )−1 (4.88)

Now, using the equation (4.43), we get:

∂ξχ = − is

1− 2ξs
(
∂ξHχ− χ∂ξ

◦
H
)

∂ξ∗χ = − is

1− 2ξ∗s
(
∂ξ∗Hχ− χ∂ξ∗

◦
H
)

(4.89)

Due to the analyticity of χ, even in the points s = i/2ξ and s = −i/2ξ∗, it must
be imposed that:

(
∂ξHχ− χ∂ξ

◦
H
)∣∣∣
s=1/2ξ

=
(
∂ξ∗Hχ− χ∂ξ∗

◦
H
)∣∣∣
s=1/2ξ∗

= 0 (4.90)

As pointed out before, if there are poles in the matrix χ− (remember that χ− → Y+),
they can only lie in the region L+ and arise from the poles of u(s) since in this region F
and F−1 are holomorphic. The relations above are necessary and sufficient to ensure the
analyticity of χ− at the branch points.

On the symmetry axis, the boundary condition (4.90) becomes:

∂zH
c
aχ

b
c − χca∂z

◦
Hb
c = 2iδ1

aχ
b
1 − (∂ze)δ1

aχ
b
2 + (∂zf)δ1

aχ
b
3 − χ1

a∂z
◦
Hb

1 , a, b, c = 1, 2, 3. (4.91)
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Which implies that:

χ1
a(s)|s=1/2z = 0 , a = 2, 3. (4.92)

2iχ(s)b1 = χ1
1∂z

◦
Hb

1 + (∂ze)χb2 − (∂zf)χb3|s=1/2z , b = 2, 3. (4.93)

Sibgatullin chose u1
2 = u1

3 = 0 and u3
3 = 1. Then, Sibgatullin found that the general

form of u(s)22,43 may be written as:

u(s) =


a as(γ − iα∗α) isaα

0 1/a∗ 0
0 −2α∗ 1

 (4.94)

where a(s) and α(s) are arbitrary complex functions of s, and γ(s) is an arbitrary real
function of s. These functions are holomorphic in L−.

In conclusion, suppose that
◦
F and F are any given solutions of (4.43) and

◦
E ,
◦
Φ

and E , Φ their respective Ernst potentials. Let the matrix function u be a member of the
group which leads one solution to another, consequently, at s = 1/2z:

E(1/2s, 0) = a(s)a∗(s)[
◦
E(1/2s, 0) + iγ(s)− α(s)α(s)∗ − 2α(s)∗

◦
Φ(1/2s, 0)] (4.95)

Φ(1/2s, 0) = a(s)[α(s) +
◦
Φ(1/2s, 0)] (4.96)

Ernst and Hauser19 demonstrated that the Ernst potentials fall into the class
of elliptic functions, therefore E and Φ are holomorphic functions in their domains. As
a consequence, they might be analytically continued in some neighborhood of ρ = 0
and hence, there exists a Taylor series expansion about the symmetry axis. Due to the
arbitrariness of the matrix function u, Sibgatullin22 than argued that for any pair H

◦
H,

solutions of (4.29), there always is a symmetry transformation which leads one solution to
the other. By the procedure of analytic continuation, it is possible to write the components
of the matrix function u(s), in terms of the arbitrary locally holomorphic functions e(z)
and f(z), which corresponds to the Ernst potentials E and Φ evaluated on the symmetry
axis, respectively, in the whole s-complex plane. The above result also shows that the idea
of adding soliton solutions to the spacetime is ensured by the poles of the matrix function
u(s).

By itself, the precedent result is already a great step in the point of view of
constructing new solutions of the Einstein-Maxwell equations. So, it is important to deepen
the understanding in order to describe mathematically what is going on.
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Let V ′18 be a set of all electrovacuum spacetimes with coordinates (x1, x2, x3, x4),
such that the line element is:

ds2 = f
AB
dx

A

dx
B − h

MN
dx

M

dx
N (4.97)

where the metric components are, at most, function of x3, x4.

Given a member of V ′, it is possible to associate it to a potential F0(x3, x4, s)
(in fact, it is associated with a family of potentials F ′0s which differ only by a gauge
transformation, but it was shown by Sibgatullin43 that a suitable gauge choice is possible).
This potential is holomorphic in a neighborhood of s = 0. Let the metric be defined in a
region of the spacetime, then there is a contour L in the s-complex plane, which surrounds
s = 0, such that F0 is holomorphic on it and in its interior. Then, let u(s) be a member of
K ′ and V0 ∈ V ′ associated to F0. The application of u in F0 gives to F associated with
V ∈ V ′.

By fixing the seed solution
◦
F as the matrix function which generates the Minkowski

space, the corresponding Ernst potentials are then
◦
E = 1 and

◦
Φ = 0.Given this, it is

possible to evaluate the seed solutions
◦
H and

◦
F 20:

◦
F =


λ−1 isλ−1 0

i(2λs)−1(2zs− 1 + λ) (2λ)−1(1− 2zs+ λ) 0
0 0 1

 , (4.98)

◦
H =


2iz −1 0
−ρ2 0 0

0 0 0

 , λ = [(1− 2sz)2 + 4ρ2s2]1/2.

It is important to notice that all generation functions F have the same singularities
in the s-complex plane, which are the zeros of

λ = [(1− 2sz)2 + 4ρ2s2]1/2 (4.99)

It can be proven easily by means of the RHP and follows as a consequence of (4.80).
In fact, taking the determinant of (4.76), gives:

| detF | = | det
◦
F | (4.100)

By evaluating | det
◦
F |, one gets:

| detF | = 1
λ

(4.101)
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For all F solutions of the RHP. Also, by considering the Minkowski spacetime, the
equations (4.95) and (4.96) are simplified and can be written as:

e(1/2s) = a(s)a∗(s)[1 + iγ(s)− α(s)α(s)∗] (4.102)
f(1/2s) = a(s)α(s) (4.103)

Moreover51:

u
◦
F −1 = 1

2a∗


λẽ+ (1− 2sz)(e+ 2ff̃) −2is(e+ 2ff̃) 2isfa∗

is−1(1− 2sz − λ) 2 0
−2if̃(1− 2sz − λ) −4f̃ 2a∗

 (4.104)

where ẽ(ξ) = e(ξ∗)∗. Consequently, the components of the matrix χ(s) ≡ F (s)u(s)
◦
F (s) −1

might be written as20:

χ3
a = F 3

a + isfF 1
a

a∗χ2
a = F 2

a − iseF 1
a − 2f̃χ3

a a = 1, 2, 3. (4.105)
2a∗sχ1

a = −iλ(isẽF 1
a + F 2

a − 2f̃F 3
a ) + (1− 2sz)a∗χ2

a

The great idea behind the Sibgatullin integral method is to perform the analytical
continuation of the Riemann Hilbert problem, in order to construct the Ernst Potentials
E(ρ, z) and Φ(ρ, z), in the whole space, from their behavior on the symmetry axis. Thus,
the work hypothesis can be summarized as follows:

It is assumed that F is holomorphic‡‡ everywhere except in its unique branch points
s± = 1/2(z ± iρ) and in the cut L which joins these points. It is defined as a simply
connected region L+ that includes the origin, closed by the contour L, which does not
contain the singularities of F . On the other hand, u is holomorphic in the region outside of
L, namely L−. Consequently, all singularities of u lie inside of L+ and hence, the branch
cut of F is in the dom u.

Due to the analyticity of χ in L−, its jump in the branch cut L must be equal to
zero, which implies the following conditions on F :

[F 3
a ] + isf [F 1

a ] = 0. [F 2
a ]− ise[F 1

a ] = 0.
isẽ{F 1

a }+ {F 2
a } − 2f̃{F 3

a } = 0. a = 1, 2, 3. (4.106)
‡‡ Cosgrove has shown that one can always choose F to be a holomorphic function in L+ since

one can always perform a gauge transformation. The same argument is valid to justify the
imposition of u to be holomorphic in L−.47



60

Here [A] ≡ (A+−A−)|L and {A} ≡ (A+ +A−)|L, where A± are the limiting values
of A on the left and right sides of the cut. Note that L is also a branch cut of the function
λ defined in (4.98). Let’s use the Let exploit the holormophicity of F .

L

Figure 2 – Representation of the s-plane considering the F ’s branch cut.

Source: By the author.

Consider F (s) to be a holomorphic function everywhere, except in the end points
of the curve L54,55 . Let a(t) satisfy a Holder condition56 for all t ∈ L, that is:

|a(t2)− a(t1)| ≤ c|t2 − t1|d (4.107)

where c and d are positive constants. Then, F (s) might be written as:

F (s) = 1
2πi

∫
L

a(t)
t− s

d t (4.108)

Then, F (s) satisfies the Sokhotski-Plemelj relations:

[F ] = F+(t0)− F−(t0) = a(t0) , (4.109)

{F} = F+(t0) + F−(t0) = 1
πi
−
∫
L

a(t)
t− t0

d t . (4.110)

Here F±(t0) = lim
t→t±0

F (t), t0 ∈ L and the dashed integral symbol(−
∫
) means the

evaluation of the principal value. Then, the generating function F (s) can be expressed
in terms of a Cauchy-type integral, where its jump is interpreted as the density of the
Cauchy integral:
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F 1
a (σ) = 1

2πi

∫
L

d τ

s− t
[F 1
a ] ; a = 1, 2, 3. (4.111)

F b
a(t) = δba + t

2πi

∫
L

d s

s(s− t) [F b
a ] ; b = 2, 3. (4.112)

Such choice is due to the F (s) definition (4.39), which imposes F (s) = 1, and is
motivated by the holomorphicity of χ(s) even with s → ∞ (see equations (4.105)).51,52

Therefore, the additional condition must be imposed:

2πiδ1
a = 1

2πi

∫
L

d s

s
[F 1
a ] (4.113)

It is immediate from the Sokhotsky theorem57 that:

{F 1
a (t)} = 1

πi
−
∫
L

d s

s− t
[F 1
a ] ; a = 1, 2, 3. (4.114)

{F b
a(t)} = δba + t

πi
−
∫
L

d s

s(s− t) [F b
a ] ; b = 2, 3. (4.115)

The point t should be read as a point lying in the curve L. Using the Sokhotsky
equations above with the aid of the equations for F evaluated at the branch cut (4.106),
one can find:

t

π
−
∫
L

[F 1
a ]
(
ẽ(1/2t) + e(1/2s) + 2f̃(1/2t)f(1/2s)

)
s− t

ds+ δ2
a − 2f̃(1/2t)δ3

a = 0 (4.116)

Since the poles of F are simplified in the σ-plane , from now on this plane will
be considered instead of the s-plane. Introducing the unknown function µa ≡ [F 1

a ]λ, and
noticing that for the integration variable σ, the integration interval becomes σ ∈ [−1, 1],
where s 1/2s = z + iρσ (analogously, 1/2t = z + iρτ , τ ∈ [−1, 1]). The integral above gets
the new form:

−
∫ 1

−1

µa(σ)
(
ẽ(η) + e(ξ) + 2f̃(η)f(ξ)

)
(σ − τ)

√
1− σ2

dσ = 2πρ
(
δ2
a − 2f̃(η)δ3

a

)
(4.117)

where ξ ≡ z + iρσ and η ≡ z + iρτ . The components of the required matrix H can be
obtained from the equations (4.111) and using H = i∂tF |t=0:
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H1
a = 2i

π

∫ 1

−1

ξµa(σ)√
1− σ2

dσ ; (4.118)

H2
a = −1

π

∫ 1

−1

e(ξ)µa(σ)√
1− σ2

dσ ; (4.119)

H3
a = 1

π

∫ 1

−1

f(ξ)µa(σ)√
1− σ2

dσ ; (4.120)

Since the normalization of F 1
a is still not imposed, the additional condition (4.113),

which ensures the uniqueness of the solution, must be satisfied:

∫ 1

−1

µa(σ)√
1− σ2

dσ = πδ1
a (4.121)

Therefore, from the given behavior of the Ernst potentials on the symmetry axis,
the problem of solving the components of the Einstein equation and finding the metric
coefficients reduces to finding the unknown function µa.

4.4 About the Method

As mentioned before, for the metric (2.28), the field equations for vacuum and
electrovacuum solutions are nonlinear but are known to be integrable. They can be
expressed in terms of the Ernst equations.6 Associated with this are various solution-
generating techniques that can be employed to obtain particular families of solutions
from any suitable “seed” solution, the one employed in the present study is known as
Sibigatullin’s method.43 Sibgatullin’s method is constructed using solitonic techniques and
it is based on the analytic continuation of the Riemann-Hilbert problem which uses the
Ernst potentials on the symmetry axis e(z) ≡ E(ρ = 0, z) and f(z) ≡ Φ(ρ = 0, z) in order
to construct the potentials E(ρ, z) and Φ(ρ, z) in the whole space for ρ > 0. Using this
integral formulation, the Ernst Potentials are given by (Hb

a = EbcHac):

E = H11 = 1
π

∫ 1

−1

e(ξ)µ1(σ)√
1− σ2

dσ (4.122)

Φ = Φ1 = 1
π

∫ 1

−1

f(ξ)µ1(σ)√
1− σ2

dσ (4.123)

Other useful potentials are given by:
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H12 = 2i
π

∫ 1

−1

ξµ1(σ)√
1− σ2

dσ ; (4.124)

H21 = 1
π

∫ 1

−1

e(ξ)µ2(σ)√
1− σ2

dσ ; (4.125)

Φ2 = 1
π

∫ 1

−1

f(ξ)µ2(σ)√
1− σ2

dσ ; (4.126)

where ξ is a complex variable defined by ξ = z + iρσ, σ ∈ [−1, 1] and µa(σ) with a = 1, 2
is a unknown function being a solution of the following two integral equations:

−
∫ 1

−1

µa(σ)h(ξ, η)
(σ − τ)

√
1− σ2

dσ = 2πρ(δ2
a − 2f̃(η)δ3

a) (4.127)
∫ 1

−1

µa(σ)√
1− σ2

dσ = πδ1
a (4.128)

with η = z + iρτ , τ ∈ [−1, 1] and the function h(ξ, η) defined by:

h(ξ, η) = e(ξ) + ẽ(η) + 2f̃(η)f(ξ) (4.129)

Here ẽ(ξ) = e(ξ∗)∗, in another way, the operation tilde means to write the function
in terms of the conjugated variable and then take its conjugated. When e(ξ) and f(ξ) are
arbitrary rational functions51 µa should be of the form:

µa(ξ) = −iξδ2
a + A0 +

N∑
k=1

[
A

(1)
k

ξ − αk
+ · · ·+ A

(mk)
k

(ξ − αk)mk

]
(4.130)

Where the αk are roots of the equation h(ξ, ξ) = e(ξ) + ẽ(ξ) + 2f̃(ξ)f(ξ) = 0 whose
multiplicity is denoted by mk and the coefficients A are only functions of ρ and z. By
substituting this form into (4.127) and (4.128) one finds a linear system of equations for
the determinations of the coefficients A’s

Therefore, the metric coefficients f and ω can be found through the relations:

f = Re(E) + |Φ|2 (4.131)

fω = 1
2(H12 +H∗21) + ΦΦ∗2 − iz (4.132)

Moreover, the metric function γ might be found by solving the system (3.19)
and (3.20). These methods have been used extensively by Manko and others in order to
construct exact solutions (for example, see references 58–60). Notice that the α’s are the
zeros of the metric function f on the symmetry axis, that is, the α represents the event
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horizon in the z-axis. Due to the ansatz for the Ernst potential in the symmetry axis, α
can be real or appear in conjugate pairs. Therefore, a pair of real α’s can represent an
event horizon and a pair of complex α’s can represent a naked singularity. In conclusion,
this method generates any solution of the Ernst equation whose behaviour in the symmetry
axis is a rational function of z. A general solution in the case of N poles will be discussed
in chapter 5.

4.4.1 A Basic Example

According to the Ernst formalism,5 the components of the vaccum Einstein field
equations (without electromagnetic field, Φ = 0) for these particular stationary axisym-
metric space-times read:

Re(E)∇2E = ~∇E · ~∇E (4.133)

with the Ernst potential being E = f + iΩ. For any solution of equation (4.133), the metric
functions ω and γ of the line element (2.28) can be obtained from the following system of
differential equations:

ω,ρ = ρf−2Ω,z ω,z = −ρf−2Ω,ρ (4.134)
4γ,ρ = ρf−2(|E ,ρ |2 − |E ,z |2) 2γ,z = ρf−2Re(E ,ρ E∗,z ) (4.135)

Consider an Ernst potential whose behaviour on the symmetry axis is given by:

e(z) = z + a+ ic

z + b+ id
= 1 + e

z − β
(4.136)

Here a, b, c and d are real parameters. In order to find the shape of the function
µa it is necessary to evaluate the roots of h(ξ, ξ), where h(ξ, η) is given by:

h(ξ, η) = e(z) + ẽ(z) = 2 + e

ξ − β
+ e∗

η − β∗
(4.137)

Thus:

h(ξ, ξ) = 2ξ2 + (e+ e∗ − β − β∗)ξ − e∗β − eβ∗
(ξ − β)(ξ − β∗) (4.138)

Consequently, the roots of h(ξ, ξ) = 0 are:

α± = 1
2
(
−a− b±

√
a2 − 2ab+ b2 − 4cd

)
(4.139)

Then the unknown function µ1 should be of the form:

µ1 = A0 + A1

ξ − α+
+ A2

ξ − α−
(4.140)
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Making use of the relation:

∫ 1

−1

d σ

(z − α + iρσ)
√

1− σ2
= π√

(z − α)2 + ρ2
(4.141)

the formulas (4.128) yields:

A0 + A1

r+
+ A2

r−
= 1 , r± =

√
(z − α±)2 + ρ . (4.142)

Now, using equation (4.127) and using the following integral relations:

−
∫ 1

−1

d σ

(σ − a)
√

1− σ2
= 0 , −1 ≤ Re(a) ≤ 1 & Im(a) = 0 . (4.143)

−
∫ 1

−1

d σ

(σ − a)
√

1− σ2
= − π√

1 + 1
a2a

, otherwise . (4.144)

Consequently, two more equations arise from (5.10) for the three variables (A0, A1, A2)
when one uses the integral above and hence the the system becomes determined, that is:

A0 + A1

r+
+ A2

r−
= 1 , (4.145)

A0 −
A1

α+ − β
− A2

α− − β
= 0 , (4.146)

A1

(α+ − β∗)r+
+ A2

(α− − β∗)r−
= 0 . (4.147)

This system is trivially solved and one can find:

A0 = (α+−β)(α−β∗)r−−(α−−β)(α+−β∗)r+
(α+−β)(α−β∗)r−−(α−−β)(α+−β∗)r+−(α+−β∗)(α+−β)(α−−β)+(α+−β)(α−−β∗)(α−−β)(4.148)

A1 = −(α+−β)(α−−β)(α+−β∗)r+
(α+−β)(α−β∗)r−−(α−−β)(α+−β∗)r+−(α+−β∗)(α+−β)(α−−β)+(α+−β)(α−−β∗)(α−−β)(4.149)

A2 = (α+−β)(α−−β∗)(α−−β)r−
(α+−β)(α−β∗)r−−(α−−β)(α+−β∗)r+−(α+−β∗)(α+−β)(α−−β)+(α+−β)(α−−β∗)(α−−β)(4.150)

The Ernst potential E can be found by performing the integration in equation
(4.122), for which the result can be put in the following form:
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E = 2A0 − 1 =

∣∣∣∣∣∣∣∣∣∣∣

1 1 1
1 r+

α+ − β
r−

α− − β
0 1

α+ − β∗
1

α− − β∗

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 1 1
−1 r+

α+ − β
r−

α− − β
0 1

α+ − β∗
1

α− − β∗

∣∣∣∣∣∣∣∣∣∣∣

(4.151)

E = −(α−−β)(α2
+−α+(α−+β+r+)+α−β)+β∗(α+r−−α−r++βr+−βr−)+α−r−(β−α+)

β∗(α+r−−α−r++βr+−βr−)+(α−−β)((α+−α−)(α+−β)+α+r+)+α−r−(β−α+) (4.152)

Now, we can make use of the multipole expansion in appendix C:

P0 = b− a+ i(d− c)
2 , P1 = a2 − b2 + d2 − c2 + i2(ac− bd)

4 (4.153)

To ensure that the solution is asymptotically flat, the angular monopole must
be zero,29,34 consequently c = d. Thus, b− a should be interpreted as the mass, 2M , of
the source and c as the density of angular momentum with the opposite sign, j = J/M .
Another comment is that the origin of the coordinate system does not coincide with the
centre of mass. One can see this by the nonzero real component of P1, which represents
the dipole moment. To set the coordinate system origin to be the centre of mass, one just
needs to choose the coordinate z such that a+ b = 0. The Ernst equation becomes:

E =
√
M2 − j2(−2M + r+ + r−) + ij(r+ − r−)√
M2 − j2(2M + r+ + r−) + ij(r+ − r−)

(4.154)

Also notice that α±, which represents the location of the compact object, is now
symmetric in relation to the origin.

Making use of the prolate spheroidal coordinates:

x = r− + r+

2σ , y = r− − r+

2σ . (4.155)

σ =
√
M2 − j2. (4.156)

Hence

E = x
√
M2 − j2 − ijy −M

x
√
M2 − j2 − ijy +M

(4.157)
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z

+σ

-σ

z

  i-i σ                        +iσ

Figure 3 – Localization of the compact object with respect to the z axis. a)Considering
the roots as real, α± = ±σ. b)Considering the roots as imaginary, α± = ±iσ.

Source: By the author.

Rewriting cosλ =
√
M2 − j2

M
and sin λ = j

M
, the solution presented in section 3.3

is recovered when one consider the sub-extreme case.

Now, one should use the relation fω = 1
2(H12 +H∗21)− iz to find the function ω.

Using equation (4.124), one finds:

H12 = 2iz + 2i(r+ + α+ − z)A1

r+
+ 2i(r− + α− − z)A2

r−
. (4.158)

Noticed that, to evaluate H21 one should evaluate the function µ2, which is found
in a similar procedure than that for µ1. That is, µ2 should be of the form:

µ2 = −iξ +B0 + B1

ξ − α+
+ B2

ξ − α−
(4.159)

By means of equations (4.127) and (4.128), one finds the following system of
equations for the variables (B0, B1, B2):
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B0 + B1

r+
+ B2

r−
= iz , (4.160)

B0 −
B1

α1 − β
− B2

α2 − β
= iβ , (4.161)

B1

(α+ − β∗) r+
+ B2

(α− − β∗) r−
= i . (4.162)

Using equation (4.125), one finds:

H21 = −2i(a− b)− 2iz + 2B0 (4.163)

Consequently:

ω = 2 jM√
M2 − j2

(1− y2)(
√
M2 − j2 x+M)

(M2 − j2)x2 + j2 y2 −M2 (4.164)

The equation above shows that when the parameter associated with the angular
momentum , j, vanishes, the spacetime is static.
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5 N-SOLITONIC SPACETIME

In this chapter the construction of N-soliton solutions and their corresponding
spacetimes will be discussed, based on the Sibgatullin’s method27 and the correspondents
metric functions. This decribes a system a system of up to N -solitons aligned on the
symmetry axis∗.

The construction of exact axisymmetric solutions of the Einstein-Maxwell equa-
tions possessing the required physical properties, implies the existence of solutions in
which different parameters would correspond to different relativistic multipole moments,
determining the structure of spacetime. Since the starting point is just the behaviour of
the Ernst potentials,6 E and Φ, on the symmetry axis, the arbitrariness of the parameters
introduced leads to arbitrary multipoles. Thus, it is necessary to find a relation between
the free parameters in the solution and their physical meaning. In the following, we will
demonstrate that Sibgatullin’s method may offer a link between them.

5.1 Derivation of the N-Soliton Solution

Consider, now, the general N-soliton electrovacuum solution characterized by the
Ernst potentials on the symmetry axis given in terms of a polynomial quotient27:

e(z) = zN +∑N
l=1 alz

N−l

zN +∑N
l=1 blz

N−l = P (z)
R(z) (5.1)

f(z) =
∑N
l=1 clz

N−l

zN +∑N
l=1 blz

N−l = Q(z)
R(z) (5.2)

where al, bl, cl, k = 1, · · ·N are 3N arbitrary complex constants. Notice that the choice of
the coefficient of higher order has been made to give an appropriate asymptotic behaviour
to the potentials at infinity. The interpretation of these parameters can be revealed by
calculating the multipole moments†.

Supposing that the previous quotients are irreducible and that R only possesses
roots with multiplicity one, then it is possible to write (5.1) and (5.2) in the following
form:

∗ As we will show in what follows, not necessarily N solitons can be interpreted as N distinct
bodies.

† See appendix C.
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e(z) = 1 +
N∑
l=1

el
z − βl

(5.3)

f(z) =
N∑
l=1

fl
z − βl

(5.4)

The new parameters el, βl and fl are related with the old ones through the relations.

el = P (βl)
N∏
k 6=l

(βl − βk)
; fl = Q(βl)

N∏
k 6=l

(βl − βk)
;

R(βl) = 0.

Notice that the numerator of the function h(ξ, ξ) (4.129) is given by a polynomial
of order 2N with real coefficients, such that its complex roots αn only appear in conjugate
pairs. Supposing that each root αn possesses multiplicity equal to one, we get

h(ξ, ξ) = e(ξ) + ẽ(ξ) + 2f(ξ)f̃(ξ) =
2

2N∏
n=1

(ξ − αn)
N∏
l=1

(ξ − βl)(ξ − β∗l )
(5.5)

Consequently the function µ1(ξ) must be of the form:

µ1(ξ) = A0 +
2N∑
n=1

An
ξ − αn

(5.6)

Before evaluating the potentials E and Φ, one needs to find the unknown function
µ, which in turn, is fully defined by equations (4.127) and (4.128). In order to evaluate
the equation (4.127), consider the product61:

µ1(ξ)h(ξ, η) = (A0 +
2N∑
n=1

An
ξ − αn

)(e(ξ) + ẽ(η) + 2f̃(η)f(ξ)) (5.7)

= A0(ẽ(η) + 1) + A0

N∑
l=1

el + 2f̃(η)fl
ξ − βl

+ (ẽ(η + 1))
2N∑
n=1

An
ξ − αn

+

+
2N∑
n=1

N∑
l=1

An(el + 2f̃(η)fl)
(

1
(αn − βl)(ξ − αn) −

1
(αn − βl)(ξ − βl)

)
(5.8)

= A0(ẽ(η) + 1) +
N∑
l=1

µ1(βl)
(el + 2f̃(η)fl)

ξ − βl
+

2N∑
n=1

h(αn, η) An
ξ − αn

(5.9)
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The result of substituting this compact expression into (4.127) is:

N∑
l=1

µ1(βl)
el + 2f̃(η)fl
(η − βl)Rl

+
2N∑
n=1

h(αn, η)An
(η − αn)rn

= 0 (5.10)

Here, Rl =
√
ρ2 + (z − βl)2 and rn =

√
ρ2 + (z − αn)2. The equation above must

be valid for all η. Therefore, each of the coefficients, for a different denominator η, must
be zero. In order to achieve a simple form to set the coefficients to zero, consider that:

h(αn, η) = e(αn) + ẽ(η) + 2f(αn)f̃(η) (5.11)

Adding and subtracting ẽ(αn) and 2f(αn)f̃(αn) in the RHS gives:

=����
��:0

h(αn, αn) + ẽ(η)− ẽ(αn) + 2f(αn)f̃(η)− 2f(αn)f̃(αn) (5.12)

Thus, it is possible to write:

h(αn, η)
η − αn

= −
N∑
l=1

hl(αn)
(αn − β∗l )(η − β∗l )

(5.13)

where hl = e∗l + 2f(αn)f ∗l .

Substituting this result into (5.10):

N∑
l=1

µ1(βl)
el + 2f̃(η)fl
Rl(η − βl)

−
N∑
l=1

2N∑
n=1

hl(αn)An
(αn − β∗l )rn

1
η − β∗l

= 0 (5.14)

This relation holds if the coefficients of the independents terms (η − βl)−1 and
(η − β∗l )−1 are equal to zero. Hence61:

µ1(βl) = 0 −→ A0 −
2N∑
n=1

An
αn − βl

= 0 (5.15)

2N∑
n=1

hl(αn)An
(αn − β∗l )rn

= 0 (5.16)

We then find a set of 2N equations for the coefficients A0 and A′ns. By means of
the equation (4.128),

A0 +
2N∑
n=1

An
rn

= 1 (5.17)
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The set of equations becomes completely determined. In other words, one needs to
solve 2N + 1 equations for the 2N + 1 coefficients.

A0 −
2N∑
n=1

An
αn − βl

= 0 (5.18)

2N∑
n=1

hl(αn)An
(αn − β∗l )rn

= 0 l = 1, · · · , N (5.19)

A0 +
2N∑
n=1

An
rn

= 1 (5.20)

Once the function µ1(ξ) becomes determined, it is possible to evaluate the Ernst
potential E trough the integrals (4.122). Thereby, consider the product:

e(ξ)µ1(ξ) =
(

1 +
N∑
l=1

el
ξ − βl

)(
A0 +

2N∑
n=1

An
ξ − αn

)
(5.21)

= A0 +
2N∑
n=1

An
ξ − αn

+ A0

N∑
l=1

el
ξ − βl

+
N∑
l=1

2N∑
n=1

elAn( 1
(βl − αn)(ξ − βl)

+ 1
(αn − βl)(ξ − αn))

= A0 +
2N∑
n=1

e(αn)An
(ξ − αn) +

N∑
l=1

elµ1(βl)
ξ − βl

(5.22)

Notice that the third term in (5.22) is zero as a consequence of the equation (5.15).
Therefore, the Ernst Potential E in terms of the coefficients A is written as:

E = A0 +
2N∑
n=1

e(αn)An
rn

(5.23)

The equation h(αn, αn) = 0 implies that:

e(αn) = −ẽ(αn)− 2f̃(αn)f(αn) = −1−
N∑
l=1

hl(αn)
αn − β∗l

(5.24)

Hence:

E = A0 −
2N∑
n=1

An
rn
−

2N∑
n=1

N∑
l=1

hl(αn)An
(αn − β∗l )rn

(5.25)

By means of the equations (5.19) and (5.20), it is found that E can be written in
terms of A0 only

E = 2A0 − 1 (5.26)
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In a similar way, the potential Φ is obtained by means of (4.123). Consider, then:

f(ξ)µ1(ξ) =
(

N∑
l=1

fl
ξ − βl

)(
A0 +

2N∑
n=1

An
ξ − αn

)
(5.27)

=
N∑
l=1

fl
ξ − βl

µ1(βl) +
2N∑
n=1

f(αn)An
ξ − αn

(5.28)

Therefore, Φ can be written as:

Φ =
2N∑
n=1

f(αn)An
rn

(5.29)

Finally, by substituting the values of the An’s, solutions of (5.18), (5.19) and (5.20),
it is possible to write the Ernst potentials in a very compact way as determinants27:

E(ρ, z) = E+

E−
; Φ(ρ, z) = F

E−
(5.30)

E± =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 1 . . . 1
±1 r1

α1 − β1
. . .

r2N

α2N − β1... ... . . . ...
±1 r1

α1 − βN
. . .

r2N

α2N − βN
0 h1(α1)

α1 − β∗1
· · · h1(α2N)

α2N − β∗1... ... . . . ...

0 hN(α1)
α1 − β∗N

· · · hN(α2N)
α2N − β∗N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

F =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 f(α1) . . . f(α2N)
−1 r1

α1 − β1
. . .

r2N

α2N − β1... ... . . . ...
−1 r1

α1 − βN
. . .

r2N

α2N − βN
0 h1(α1)

α1 − β∗1
· · · h1(α2N)

α2N − β∗1... ... . . . ...

0 hN(α1)
α1 − β∗N

· · · hN(α2N)
α2N − β∗N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(5.31)

E± and F must be read as (2N + 1)× (2N + 1) determinants. These solutions of
the Ernst equations, which have been found by means of Sibgatullin’s integral method,
are N-soliton solutions of eletrovacuum stationary spacetimes with axial symmetry. Using
the equation (4.131), the metric function can be written as:

f = E+E
∗
− + E

∗
+E− + 2FF ∗

2E−E∗
−

. (5.32)

The metric function γ is determined by equations (3.19) and (3.20). Ruiz et al27 also
gave a compact formula for the metric function γ with a proper choice of the integration
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constant:

e2γ = E+E
∗
− + E

∗
+E− + 2FF ∗

2K0K
∗
0

2N∏
n=1

rn

, (5.33)

K0 =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1
α1 − β1

· · · 1
α2N − β1... . . . ...

1
α1 − βN

· · · 1
α2N − βN

h1 (α1)
α1 − β∗1

· · · h1 (α2N)
α2N − β∗1... . . . ...

hN (α1)
α1 − β∗N

· · · hN (α2N)
α2N − β∗N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(5.34)

The still unknown function ω might be found by using equation (4.132), fω =
1
2(H12 +H∗21) + ΦΦ∗2 − iz. Recalling the function H12:

H12 = 2i
π

∫ 1

−1

ξµ1(ξ) dσ√
1− σ2

, (5.35)

considering the product:

ξµ1(ξ) = zA0 + iρσA0 + z
2N∑
n=1

An
ξ − αn

+ iρ
2N∑
n=1

Anσ

ξ − αn
, (5.36)

using the integral relation:

∫ 1

−1

σ

(σ + a)
√

1− σ2
dσ = π − π√

1− 1
a2

,

Im(a) 6= 0 || Re(a) = 0 || Re(a) ≥ 1 || Re(a) ≤ −1 . (5.37)

and making use of the condition (5.18), one finds:

H12 = 2iz + 2i
2N∑
k=1

(rn + αn − z)An
rn

. (5.38)

Now it is necessary to calculate the unknown function µ2(ξ) which has the form:

µ2(ξ) = −iξ +B0 +
2N∑
n=1

Bn

ξ − αn
. (5.39)
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Similar to what was done for µ1, one needs to find the coefficients Bk’s. First,
analyzing the equation (4.127), consider the product:

µ2(ξ)h(ξ, η) =
(
−iξ +B0 +

2N∑
n=1

Bn

ξ − αn

)(
e(ξ) + ẽ(η) + 2f̃(η)f(ξ)

)
(5.40)

= (−iz +B0)(1 + ẽ(η)) + ρσ(1 + ẽ(η)) + (−iz +B0)
N∑
l=1

el + 2f̃(η)fl
ξ − βl

+

+ ρσ
N∑
l=1

el + 2f̃(η)fl
ξ − βl

+ (1 + ẽ(η))
2N∑
n=1

Bn

ξ − αn
+ (5.41)

+
2N∑
n=1

N∑
l=1

Bn(el + 2f̃(η)fl)
(

1
(αn − βl)(ξ − αn) −

1
(αn − βl)(ξ − βl)

)

After integrating, one finds the following two conditions:

B0 −
2N∑
n=1

Bn

αn − βl
= iβl ,

2N∑
n=1

hl (αn)Bn

(αn − β∗l ) rn
= ie∗l .

(5.42)

Arriving then in a set of 2N equations for the coefficients B0 and B′ns. By means
of the equation (4.128):

B0 +
2N∑
n=1

Bn

rn
= iz . (5.43)

Hence, the system is complete. Finally, one can find H21 and Φ2 by the equations
(4.125) and (4.126):

H21 = 1
π

∫ 1

−1

e(ξ)µ2(σ) dσ√
1− σ2

, (5.44)

Φ2 = 1
π

∫ 1

−1

f(ξ)µ2(σ) dσ√
1− σ2

. (5.45)

Which results in:

H21 = −i
N∑
l=1

(el + e∗l )− 2iz + 2B0 (5.46)

Φ2 = −i
N∑
l=1

fl +
2N∑
n=1

f (αn)Bn

rn
(5.47)
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Using the results above, the metric function ω is determined as being:

ω =
2Im

(
E−H

∗ − E∗−G− FI∗
)

E+E∗− + E∗+E− + 2FF ∗ . (5.48)

where

G =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 r1 + α1 − z . . . r2N + α2N − z
−1 r1

α1 − β1
· · · r2N

α2N − β1... ... . . . ...
−1 r1

α1 − βN
· · · r2N

α2N − βN
0 h1 (α1)

α1 − β∗1
· · · h1 (α2N)

α2N − β∗1... ... . . . ...

0 hN (α1)
α1 − β∗N

· · · hN (α2N)
α2N − β∗N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

, (5.49)

H =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

z 1 · · · 1
−β1

r1

α1 − β1
· · · r2N

α2N − β1... ... . . . ...
−βN

r1

α1 − βN
· · · r2N

α2N − βN
e∗1

h1 (α1)
α1 − β∗1

· · · h1 (α2N)
α2N − β∗1... ... . . . ...

e∗N
hN (α1)
α1 − β∗N

· · · hN (α2N)
α2N − β∗N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

, (5.50)

I =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∑N
l=1 fl 0 f (α1) . . . f (α2N)
z 1 1 . . . 1
−β1 −1 r1

α1 − β1
· · · r2N

α2N − β1... ... ... . . . ...
−βN −1 r1

α1 − βN
· · · r2N

α2N − βN
e∗1 0 h1 (α1)

α1 − β∗1
· · · h1 (α2N)

α2N − β∗1... ... ... . . . ...

e∗N 0 hN (α1)
α1 − β∗N

· · · hN (α2N)
α2N − β∗N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

. (5.51)

Here, H and G are determinants of (2N + 1)× (2N + 1) matrices, while I is the
determinant of a (2N + 2)× (2N + 2) matrix.
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Another useful representation of the previous equations was deduced by Ernst62,63

in the framework of the Neugebauer family of spacetimes.64 Although the N -soliton solution
given by Manko27 and the Ernst’s one are constructed from different generating techniques,
Manko has shown that both approach are equivalent.24 In fact, they only differ in how
they are written, that is:

E(ρ, z) = U −W
U +W

; Φ(ρ, z) = F

U +W
(5.52)

where

U =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

r1

α1 − β1
. . .

r2N

α2N − β1... . . . ...
r1

α1 − βN
. . .

r2N

α2N − βN
h1(α1)
α1 − β∗1

· · · h1(α2N)
α2N − β∗1... . . . ...

hN(α1)
α1 − β∗N

· · · hN(α2N)
α2N − β∗N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

W =

∣∣∣∣∣∣∣∣∣∣∣∣

0 1
1

(U)
0

∣∣∣∣∣∣∣∣∣∣∣∣
(5.53)

Noticed that all expressions were obtained assuming that the roots α have mul-
tiplicity equal to one, that means that the equations above are to be used dealing with
sub-extreme and hyper-extreme (naked singularities) objects. But, as Manko et. al. in
refrence 26 mentioned, to deal with extreme objects, one can apply L’Hôpital’s rule.

5.1.1 N-soliton solution for extreme cases

As said before, the N -soliton solution was constructed considering only the roots
αn with multiplicity one. This means that there roots are real (sub-extreme objects) or
they appear in complex conjugate pairs (hyper-extreme objects). Although the formulas
presented in the previous section still work when the roots have multiplicity 2 (extreme
objects) with the L’Hôpital’s rule is applied, sometimes is more practical to already have
the right formulas. Hence, in this section we will deduce the N -soliton solution considering
the case in which m roots αn have multiplicity two. To do so, consider again the function
h(ξ, η) defined in (4.129), in which αn are the roots of h(ξ, ξ) (compare the equation below
with equation (5.5))

h(ξ, ξ) = e(ξ) + ẽ(ξ) + 2f(ξ)f̃(ξ) =
2

m∏
j=1

(z − αj)2 2N−m∏
n=m+1

(z − αn)
N∏
k=1

(z − βk)
(
z − β̄k

) (5.54)
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Notice that now, we have 6N − m independents real parameters. Without loss
of generality, we can choose the first m roots to be those with multiplicity two. Also,
considering the multiplicity, the function µa(ξ) must be of the form:

µa(ξ) = −iξδ2
a + A0 +

2N−m∑
k=1

Ak
ξ − αk

+
m∑
j=1

A2N+1−j

(ξ − αj)2 (5.55)

Substituting µ1 into the integrals (4.128) and (4.127), and by performing the same
calculations as in the previous section, we find the following system of equations65:

A0 −
2N−m∑
n=1

An
αn − βl

+
m∑
j=1

rjA2N+1−j

(αj − βl)2 = 0 (5.56)

2N−m∑
n=1

hl(αn)An
(αn − β∗l )rn

+
m∑
j=1

WljA2N+1−j

rj
= 0, l = 1, 2, . . . N (5.57)

A0 +
2N−m∑
n=1

An
rn

+
m∑
j=1

PjA2N+1−j

rj
= 1 (5.58)

where Wlj = r2
j∂aj

(
hl(αj)

(αj − β∗l )rj

)
and Pj = z − αj

rj
. Therefore, the Ernst potentials are61:

E(ρ, z) = U (m) −W (m)

U (m) +W (m) ; Φ(ρ, z) = F (m)

U (m) +W (m) (5.59)

W (m) =

∣∣∣∣∣∣∣∣∣
0 1 P(m)

1
(
U (m)

)
0

∣∣∣∣∣∣∣∣∣ , F (m) =

∣∣∣∣∣∣∣∣∣∣∣
0 f (αn) r2

m

∂

∂αm

(
f (αm)
rm

)
−1

(
U (m)

)
0

∣∣∣∣∣∣∣∣∣∣∣
, (5.60)

U (m) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

r1

α1 − β1
. . .

r2N−m

α2N−m − β1
− r2

m

(αm − β1)2 · · · − r2
1

(α1 − β1)2
... . . . ... ... . . . ...
r1

α1 − βN
· · · r2N−m

α2N−m − βN
− r2

m

(αm − βN)2 · · · − r2
1

(α1 − βN)2

h1(α1)
α1 − β∗1

. . .
h1(α2N−m)
α2N−m − β∗1

W1m · · · W11

... . . . ... ... . . . ...
hN(α1)
α1 − β∗N

. . .
hN(α2N−m)
α2N−m − β∗N

WNm · · · WN1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(5.61)

5.1.2 On the Equilibrium Equations

This section is a brief review on the equilibrium equations of N aligned charged
black holes or hyper-extreme objects located in the symmetry axis.28,29 Since the labeling
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of the roots αn on the axis of symmetry is arbitrary, one can assume, without any lack
of generality, that they can be located in such a way that Re(α1) ≥ Re(α2) > Re(α3) ≥
Re(α4) > · · · > Re(α2N−1) ≥ Re(α2N) (see figure 4). For real-valued α2k−1, α2k, then the
z-axis interval corresponding to α2k−1 ≥ z ≥ α2k will represent the horizon of the kth
black-hole. For complex-valued α2k−1, α2k, such that α2k−1 = α∗2k, the line joining α2k−1

to α2k will represent a hyper extreme object.61

z

α1

α3

α2

α4

α N2 -1

α N2

Region 1

Region 2

Region N+1

z

α1

α3

α2

α4

α N2 -1 α N2

Region 1

Region 2

Region N+1

z

α1

α3

α2

α4

α N2 -1

α N2

Region 1

Region 2

Region N+1

Figure 4 – Several N-body configurations, representing black holes and hyper-extreme
objects.

Source: By the author.

By definition, the metric function γ must be zero on the axis in absence of matter
(see section 2.3). Through the N-soliton solution, this condition is automatically satisfied
in the upper part of the axis, for z > Re(α1), and in the lower part, for z < Re(α2N) (see
equation (5.33)). Therefore, to ensure the equilibrium equations, γ must satisfy:

γ (ρ = 0, z ∈ Regionk) = 0, k = 2, 3, . . . , N. (5.62)

On the other hand, the construction of N-soliton solutions only ensures that the
metric function ω is zero in the upper part of the axis. Therefore, it is necessary to impose
the conditions:

ω (ρ = 0, z ∈ Regionk) = 0, k = 2, 3, . . . , N. (5.63)

Notice that these conditions are related to conditions over the Killing vectors. That
is, the vanishing of the space-like Killing vector ψϕ corresponds to the fact that this region
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should be part of the symmetry axis. The vanishing of the space-like Killing vector k
corresponds to elementary flatness (see section 2.3 and also references 41,66). If k does
not vanish, this corresponds to a solution with a conical singularity, a line source called
”strut“, that holds the objects apart. Although this lack of elementary flatness do not
seems to be physical, several authors have been some interest in such solutions.67

But also the imaginary part of the gravitational monopole momentum (NUT charge)
must equal to zero29:

Im
[
N∑
k=1

ek

]
= 0 (5.64)

Thus, the equilibrium condition gives a set of 2N − 1 equations for the 3N
parameters.

5.2 2-soliton solution

In the following, we would like to present examples how the concepts above can be
used in concrete cases. In particular, we will show how known solutions fit into the picture.
Here, some important discussion will be made together with examples of well-known
solutions which fall into the family of ht e2-soliton solutions.

According to the Ernst formalism,6 the electrovacuum Einstein field equations, for
these particular stationary axisymmetric space-times, read:

(Re(E) + |Φ|2)∇2E = (∇E + 2Φ∗∇Φ) · ∇E (5.65)
(Re(E) + |Φ|2)∇2Φ = (∇E + 2Φ∗∇Φ) · ∇Φ (5.66)

with the Ernst potential being E = f − |Φ|2 + iΩ. For any solution of the above equations,
the metric functions ω and γ of the line element (2.28) can be obtained from the following
system of differential equations:

ω,z = −ρf−2Im(E ,ρ +2Φ∗Φ,ρ ) (5.67)
ω,ρ = ρf−2Im(E ,z +2Φ∗Φ,z ) (5.68)

γ,ρ = ρf−2

2 (|E ,ρ +2Φ∗Φ,ρ |2 − |E ,z +2Φ∗Φ,z |2)− ρf−1(|Φ,ρ |2 − |Φ,z |2) (5.69)

γ,z = ρf−2

2 Re[(E ,ρ +2Φ∗Φ,ρ )(E ,∗z +2ΦΦ,∗z )]− 2ρf−1Re(Φ,∗ρ Φ,z ) (5.70)

To accomplish the goal of describing a binary configuration, following the method
which has been discussed above, we use as a starting point the axis data of the extended
2-soliton solution. Some calculations may appear repeated, but some physical features



81

appear from them which become easy to understand in a simple case. It means that, we
will consider an Ernst potential whose behaviour on the symmetry axis is given by:

e(z) = z2 + a1z + a2

z2 + b1z + b2
= 1 + e1

z − β1
+ e2

z − β2
(5.71)

f(z) = c1z + c2

z2 + b1z + b2
= f1

z − β1
+ f2

z − β2
(5.72)

Here a1, a2, b1, b2, c1 and c2 are complex parameters. And:

a1 = e1 + e2 − β1 − β2 a2 = β1β2 − e1β2 − e2β1

b1 = −β1 − β2 b2 = β1β2

c1 = f1 + f2 c2 = −f1β2 − f2β1.

That is, the above axis data is described by six complex parameters {ai, bi, ci} or
{ei, fi, βi}, i = 1, 2. In order to find the shape of the function µa (4.130), we needed to
evaluate the roots of h(ξ, ξ), where h(ξ, η) is given by equation (4.129). Let α1, α2, α3 and
α4 denote the roots. Then:

h(ξ, ξ) = 2 +
2∑
i=1

(
ei

ξ − βi
+ e∗i
ξ − β∗i

)
+ 2

2∑
i,j=1

fif
∗
j

(ξ − βi)(ξ − β∗j )
= (5.73)

=
2

4∏
n=1

(ξ − αn)
2∏
i=1

(ξ − βi)(ξ − β∗i )

Thus the roots of h(ξ, ξ) = 0 are either real or appear in conjugate pairs. So, the system
also can be described in terms of the six parameters {αn, βi, fi}. Then the unknown
function µ1 should be of the form:

µ1 = A0 + A1

ξ − α1
+ A2

ξ − α2
+ A3

ξ − α3
+ A4

ξ − α4
(5.74)

Making use of the relations

∫ 1

−1

σ

(z − α + iρσ)
√

1− σ2
= π√

(z − α)2 + ρ2
, (5.75)

∫ 1

−1

1√
1− σ2

dσ = π . (5.76)

the formulae (4.128) yields:

A0 + A1

r1
+ A2

r2
+ A2

r3
+ A4

r4
= 1 , rn =

√
(z − αn)2 + ρ . (5.77)
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and satisfies (4.127), (4.128).Now, using the following integral relations:

−
∫ 1

−1

1
(σ − a)

√
1− σ2

dσ = 0 , −1 ≤ Re(a) ≤ 1 & Im(a) = 0 . (5.78)

−
∫ 1

−1

1
(σ − a)

√
1− σ2

dσ = − π√
1 + 1

a2a

, otherwise . (5.79)

Consequently, two more equations arise from (5.10) for the three variables (A0, A1, A2, A3, A4)
when using the above integral results and hence the the system becomes determined:

A0 + A1

r1
+ A2

r2
+ A2

r3
+ A4

r4
= 1 , (5.80)

A0 −
A1

α1 − β1
− A2

α2 − β1
− A3

α3 − β1
− A4

α4 − β1
= 0 , (5.81)

A0 −
A1

α1 − β2
− A2

α2 − β2
− A3

α3 − β2
− A4

α4 − β2
= 0 , (5.82)

h1(α1)A1

(α1 − β∗1)r1
+ h1(α2)A2

(α2 − β∗1)r2
+ h1(α3)A3

(α3 − β∗1)r3
+ h1(α4)A4

(α4 − β∗1)r4
= 0 . (5.83)

h2(α1)A1

(α1 − β∗2)r1
+ h2(α2)A2

(α2 − β∗2)r2
+ h2(α3)A3

(α3 − β∗2)r3
+ h2(α4)A4

(α4 − β∗2)r4
= 0 . (5.84)

Here hl(αn) = e∗l + 2f ∗l f(αn), l = 1, 2, n = 1, 2, 3, 4. Notice that in the vacuum
case e∗l appears as a common factor in the last two equations above, so it can be canceled.
This system is trivially solved using the software Mathematica.68 The Ernst potential E is
given in the form26:
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E = E+

E−
=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 1 1 1 1
1 r1

α1 − β1

r2

α2 − β1

r3

α3 − β1

r4

α4 − β1
1 r1

α1 − β2

r2

α2 − β2

r3

α3 − β2

r4

α4 − β2

0 h1(α1)
α1 − β∗1

h1(α2)
α2 − β∗1

h1(α3)
α3 − β∗1

h1(α4)
α4 − β∗1

0 h2(α1)
α1 − β∗2

h2(α2)
α2 − β∗2

h2(α3)
α3 − β∗2

h2(α4)
α4 − β∗2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 1 1 1 1
−1 r1

α1 − β1

r2

α2 − β1

r3

α3 − β1

r4

α4 − β1
−1 r1

α1 − β2

r2

α2 − β2

r3

α3 − β2

r4

α4 − β2

0 h1(α1)
α1 − β∗1

h1(α2)
α2 − β∗1

h1(α3)
α3 − β∗1

h1(α4)
α4 − β∗1

0 h2(α1)
α1 − β∗2

h2(α2)
α2 − β∗2

h2(α3)
α3 − β∗2

h2(α4)
α4 − β∗2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(5.85)

Φ = F

E−
=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 f(α1) f(α2) f(α3) f(α4)
−1 r1

α1 − β1

r2

α2 − β1

r3

α3 − β1

r4

α4 − β1
−1 r1

α1 − β2

r2

α2 − β2

r3

α3 − β2

r4

α4 − β2

0 h1(α1)
α1 − β∗1

h1(α2)
α2 − β∗1

h1(α3)
α3 − β∗1

h1(α4)
α4 − β∗1

0 h2(α1)
α1 − β∗2

h2(α2)
α2 − β∗2

h2(α3)
α3 − β∗2

h2(α4)
α4 − β∗2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 1 1 1 1
−1 r1

α1 − β1

r2

α2 − β1

r3

α3 − β1

r4

α4 − β1
−1 r1

α1 − β2

r2

α2 − β2

r3

α3 − β2

r4

α4 − β2

0 h1(α1)
α1 − β∗1

h1(α2)
α2 − β∗1

h1(α3)
α3 − β∗1

h1(α4)
α4 − β∗1

0 h2(α1)
α1 − β∗2

h2(α2)
α2 − β∗2

h2(α3)
α3 − β∗2

h2(α4)
α4 − β∗2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(5.86)

f = E+E
∗
− + E

∗
+E− + 2FF ∗

2E−E∗
−

. (5.87)

In order to evaluate the metric function ω, one should make use of (4.132). To
accomplish that, µ2 is necessary. This function should be of the form:

µ2 = −iξ +B0 + B1

ξ − α1
+ B2

ξ − α2
+ B3

ξ − α3
+ B4

ξ − α4
(5.88)
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When one substitutes µ2 into equations (4.128), (4.127), one finds the system for
the variables {B0, B1, B2, B3, B4}:

B0 + B1

r1
+ B2

r2
+ B2

r3
+ B4

r4
= iz , (5.89)

B0 −
B1

α1 − β1
− B2

α2 − β1
− B3

α3 − β1
− B4

α4 − β1
= iβ1 , (5.90)

B0 −
B1

α1 − β2
− B2

α2 − β2
− B3

α3 − β2
− B4

α4 − β2
= iβ2 , (5.91)

h1(α1)B1

(α1 − β∗1)r1
+ h1(α2)B2

(α2 − β∗1)r2
+ h1(α3)B3

(α3 − β∗1)r3
+ h1(α4)B4

(α4 − β∗1)r4
= ie∗1 . (5.92)

h2(α1)B1

(α1 − β∗2)r1
+ h2(α2)B2

(α2 − β∗2)r2
+ h2(α3)B3

(α3 − β∗2)r3
+ h2(α4)B4

(α4 − β∗2)r4
= ie∗2 . (5.93)

Hence, using fω = 1
2(H12 +H∗21) + ΦΦ∗2 − iz, one finds:

ω =
2Im

(
E−H

∗ − E∗−G− FI∗
)

E+E∗− + E∗+E− + 2FF ∗ . (5.94)

where

G =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 r1 + α1 − z r2 + α2 − z r3 + α3 − z r4 + α4 − z
−1 r1

α1 − β1

r2

α2 − β1

r3

α3 − β1

r4

α4 − β1
−1 r1

α1 − β2

r2

α2 − β2

r3

α3 − β2

r4

α4 − β2

0 h1(α1)
α1 − β∗1

h1(α2)
α2 − β∗1

h1(α3)
α3 − β∗1

h1(α4)
α4 − β∗1

0 h2(α1)
α1 − β∗2

h2(α2)
α2 − β∗2

h2(α3)
α3 − β∗2

h2(α4)
α4 − β∗2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

, (5.95)

H =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

z 1 1 1 1
−β1

r1

α1 − β1

r2

α2 − β1

r3

α3 − β1

r4

α4 − β1
−β2

r1

α1 − β2

r2

α2 − β2

r3

α3 − β2

r4

α4 − β2

e∗1
h1(α1)
α1 − β∗1

h1(α2)
α2 − β∗1

h1(α3)
α3 − β∗1

h1(α4)
α4 − β∗1

e∗2
h2(α1)
α1 − β∗2

h2(α2)
α2 − β∗2

h2(α3)
α3 − β∗2

h2(α4)
α4 − β∗2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

, (5.96)
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I =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∑2
l=1 fl 0 f (α1) f (α2) f (α3) f (α4)
z 1 1 1 1 1
−β1 −1 r1

α1 − β1

r2

α2 − β1

r3

α3 − β1

r4

α4 − β1
−β2 −1 r1

α1 − β2

r2

α2 − β2

r3

α3 − β2

r4

α4 − β2

e∗1 0 h1(α1)
α1 − β∗1

h1(α2)
α2 − β∗1

h1(α3)
α3 − β∗1

h1(α4)
α4 − β∗1

e∗2 0 h2(α1)
α1 − β∗2

h2(α2)
α2 − β∗2

h2(α3)
α3 − β∗2

h2(α4)
α4 − β∗2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

. (5.97)

Notice that due to the arbitrariness of the problem, it takes a very complicated
form. But it is still solvable analytically. It is straightforward to see that the type of
compact object depends on the nature of the alpha roots. They also give the position
of the object on the z axis. Moreover, the coefficients of equations (5.71) and (5.72) are
related to the multipole moments36,69 defined in appendix C. Therefore, it is possible to
put some constrains on those coefficients depending on the problem which one wants to
describe. Consider the first moments:

P0 = −e1 + e2

2 , P1 = (e1 + e2)2 − 2e1β1 − 2e2β2

4 .

Q0 = f1 + f2, Q1 = −1
2 (e1 + e2)(f1 + f2) + (f1β1 + f2β2).

(5.98)

To ensure asymptotically flat solutions, it is necessary to set the angular momentum
monopole equal zero29,34,58,70 (if the angular monopole moment is not zero, NUT charge,
then the metric must be asymptotically Taub-NUT, implying a singularity all along half of
the symmetry axisc71), hence, e1 +e2 = −2M , whereM is the mass of the system. Another
simplification that can be made is to set the origin of the coordinate system to be the center
of mass. Thus, the real part of P1 must be zero, which implies Re(e1β1 + e2β2) = 2M2.
One can also identify Im(e1β1 + e2β2) = −2J , where J is the total angular momentum of
the system. Simon34 also has shown that the magnetic monopole must vanish to ensure
asymptotically flat solutions, consequently, f1 +f2 = Q where Q is the total electric charge
of the system.29

5.2.1 Binary system

When one is dealing with a binary system, the roots α might be written in terms
of the distance of their center of mass,72 that is:

α1 = R

2 + σ1 α2 = R

2 − σ1 (5.99)

α3 = −R2 + σ2 α4 = −R2 − σ2 (5.100)
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Where σ can take either real or imaginary values. If we are dealing with the
non-degenerate case, the possible configurations are represented below, that is, the location
of the objects on the z-axis considering the roots α’s:

z

α1

α2

0

α3

α4

R

z

i-i σ1           +iσ1

0 R

i-i σ2                       +iσ2

z

i-i σ1        i+i σ1 

0

α3

α4

R

Figure 5 – a)This scheme represents the situation between two sub-extreme objects. All
roots α are real. b)This scheme represents a interaction between two hyper-
extreme. All roots α are complex. c) This scheme represents the interaction
between a sub-extreme and a hyper-extreme objects. Two roots are real and
two roots are complex.

Source: By the author.

To ensure that the system is in fact describing a binary system, the equilibrium
conditions (5.62) and (5.63) must be satisfied.

5.2.2 Tomimatsu-Sato solution with δ = 2

In 1972, Tomimatsu and Sato73 found a new family if solutions for a rotating mass
in vacuum. The potential function ξ, on the symmetry axis, has the form‡:

1
ξ

= p
(x+ 1)δ + (x− 1)δ
(x+ 1)δ − (x− 1)δ − iq (5.101)

Here, the solution is given in terms of prolate coordinates, (x, y), and q = a

M
and

p =
√

1− q2. For δ = 1, the global solution is the Kerr solution. For δ = 2, the solution is
also an asymptotically flat spacetime, where the Ernst potential ξ, which describes the
exterior region of a deformed mass, is given in given globally by:

1
ξ

= p2x4 − 2ipqxy (x2 − y2) + q2y4 − 1
2px (x2 − 1)− 2iqy (1− y2) (5.102)

‡ Here, it is considered the ξ presented by Tomimatsu-Sato powered by −1 due to a different
notation
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and the metric functions are:

f = A

B
ω = 2Mq(1− y2)C

A
γ = 1

2 ln
(

A

p4(x2 − y2)4

)
(5.103)

where

A =
[
p2
(
x2 − 1

)2
+ q2

(
1− y2

)2
]2
− 4p2q2

(
x2 − 1

) (
1− y2

) (
x2 − y2

)2
, (5.104)

B =
(
p2x4 + q2y4 − 1 + 2px3 − 2px

)2
+ 4q2y2

(
px3 − pxy2 + 1− y2

)2
, (5.105)

C = p2
(
x2 − 1

) [(
x2 − 1

) (
1− y2

)
− 4x2

(
x2 − y2

)]
− p3x

(
x2 − 1

)
× (5.106)[

2
(
x4 − 1

)
+
(
x2 + 3

) (
1− y2

) ]
+ q2(1 + px)

(
1− y2

)3
.

The prolate coordinates are related to the Weyl one through:

ρ = σ
√

(x2 − 1)(1− y2) , z = σxy , σ ≡ Mp

δ
. (5.107)

or solving for x and y:

x =

√
ρ2 + (z + σ)2 +

√
ρ2 + (z − σ)2

2σ , (5.108)

y =

√
ρ2 + (z + σ)2 −

√
ρ2 + (z − σ)2

2σ . (5.109)

It is direct to see that the metric functions are regular in the symmetry axis, and
that the functions ω and γ vanish in the region z > σ, and z < −σ (y = 1, y = −1) for
ρ = 0. However, in the region |z| < σ, ω and γ assume constants values:

ω = 2M (1 + p)
q

γ = 2 ln
(
q

p

)
(5.110)

Notice that there is no choice of p and q which vanish ω and γ, simultaneously.
Therefore, the Tomimatsu-Sato solution with δ = 2 might be interpreted as one single
body or as two sources which are not disconnected, and there is a massive region among
the them.

Also, on the symmetry axis, ρ = 0, the Ernst potential E takes the form:

E = 1− ξ
1 + ξ

=
z2 − (M + ia)z + M2 − a2

4
z2 + (M − ia)z + M2 − a2

4

(5.111)
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or

E = 1 + e1

z − β1
+ e2

z − β2
(5.112)

where

β1 = i

2
(
−(1 + i)

√
a
√
M + a+ iM

)
, β2 = i

2
(
(1 + i)

√
a
√
M + a+ iM

)
.

and

e1 = −2
√
aM + (1− i)a

√
M + (1 + i)M3/2

2
√
a

, e2 = −2
√
aM + (1− i)a

√
M + (1 + i)M3/2

2
√
a

However, now, α1, α2, α3, α4, the roots of h(ξ, ξ) = 0 appear with multiplicity two,
that is, there are only two independents roots. For a physical interpretation, the roots
should be seen as overlapping themselves. That is:

α1 = α2 = −α3 = −α4 = 1
2
√
M2 − a2 (5.113)

Notice that the general formula (5.85) still works, but the l’Hopital’s rule should
be applied.

5.2.3 Charged, Magnetized Tomimatsu-Sato δ = 2 Solution

After Tomimatsu-Sato presented their vacuum solution, several authors tried to
generalize it including the electromagnetic field.. Manko introduced a generalization74 by
introducing two new arbitrary real parameters, q§ and c, related to electric charge and
magnetic dipole moment. This reads

§ Here, q is to be interpreted as the electric charge, not as the same parameter as in the vacuum
solution.



89

E =A− 2MB

A+ 2MB
, Φ = 2C

A+ 2MB
(5.114)

A =
(
σ2x2 − ky2

)2
−
(
σ2 − k

)2
− 2iσ3axy

(
x2 − 1

)
(5.115)

−
(
1− y2

) [
a
(
σ2 − 2k

)
+ 2qc

] [
a
(
y2 + 1

)
+ 2iσxy

]

B =σx
[
σ2
(
x2 − 1

)
+ k

(
1− y2

)]
− iy

(
1− y2

) [
a
(
σ2 − 2k

)
+ 2qc

]
(5.116)

C =σ2
(
x2 − 1

)
(σqx+ icy) +

(
1− y2

)
{xσ(ac+ qk) (5.117)

−iy
[
aq
(
σ2 − 2k

)
+ c

(
2q2 − k

)]}

k ≡ c2/
(
M2 − a2 − q2

)
, σ ≡

√
M2 − a2 − q2 + k (5.118)

and the metric functions are given by75:

f = E

D
, e2γ = E

σ8 (x2 − y2)4 , ω = −2 (1− y2)F
E

(5.119)

E =
{[
σ2
(
x2 − 1

)
+ k

(
1− y2

)]2
+ a[a(d− k) + 2qc]

(
1− y2

)2
}2

(5.120)

− 4σ2
(
x2 − 1

) (
1− y2

) [
σ2a

(
x2 − y2

)
+ 2(ak − qc)y2

]2

D =
{(

σ2x2 − ky2
)2

+ 2σMx
[
σ2
(
x2 − 1

)
+ k

(
1− y2

)]
(5.121)

+ a[a(d− k) + 2qc]
(
y4 − 1

)
− d2

}2

+ 4y2
{
σ3ax

(
x2 − 1

)
+ [a(d− k) + 2qc](σx+M)

(
1− y2

)}2

F =4σ2
(
x2 − 1

) [
σ2a

(
x2 − y2

)
+ 2(ak − qc)y2

] {
σMx

[
σ2
(
x2 + 1

)
− (5.122)

− k
(
y2 + 1

) ]
+ σ2x2

(
2M2 − q2

)
− kdy2

}
−
{ [
σ2
(
x2 − 1

)
+ k

(
1− y2

)]2
+

+ a[a(d− k) + 2qc]
(
1− y2

)2
}{

2σ2qc
(
x2 − y2

)
+

+
(
1− y2

) [
ad
(
2σMx+ 2M2 − q2

)
− (ak − 2qc)

(
2σMx+M2 + a2

)] }

d ≡M2 − a2 − q2 (5.123)
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The prolate coordinates are related to the Weyl coordinates by:

ρ = σ′
√

(x2 − 1)(1− y2) , z = σ′xy , σ′ ≡ σ

δ
. (5.124)

This gives, when inverting the relations:

x =

√
ρ2 + (z + σ′)2 +

√
ρ2 + (z − σ′)2

2σ′ , (5.125)

y =

√
ρ2 + (z + σ′)2 −

√
ρ2 + (z − σ′)2

2σ′ . (5.126)

Notice here that Manko has written the equations missing the parameter δ causing a
mistake in the multipoles evaluation. On the symmetry axis, ρ = 0, the Ernst potentials E
and Φ take the form:

E =
z2 − (M + ia)z + M2 − a2 − q2 + k

4
z2 + (M − ia)z + M2 − a2 − q2 − k

4

(5.127)

Φ =
qz + ic

2
z2 + (M − ia)z + M2 − a2 − q2 − k

4

(5.128)

Also, when c = q = 0, equation (5.111) is recovered. This means:

E = 1 + e1

z − β1
+ e2

z − β2
(5.129)

Φ = f1

z − β1
+ f2

z − β2
(5.130)

where

β1 = 1
2

(
ia−M +

√
−2iaM + q2 + k

)

β2 = 1
2

(
ia−M −

√
−2iaM + q2 + k

)
,

e1 = −M
√
−2iaM + q2 + k + iaM −M2
√
−2iaM + q2 + k

e2 = −M
√
−2iaM + q2 + k − iaM +M2
√
−2iaM + q2 + k
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f1 = −−q
√
−2iaM +Q2 + k − iaq − ic+Mq

2
√
−2iaM + q2 + k

f2 = −−q
√
−2iaM + q2 + k + iaq + ic−Mq

2
√
−2iaM + q2 + k

Again, α1, α2, α3, α4, the roots of h(ξ, ξ) = 0 appears with multiplicity two and hence, as
before, there are only two independents roots.

α1 = α2 = −α3 = −α4 = 1
2
√
M2 − a2 −Q2 + k (5.131)

5.2.4 Metric of a rotating charged magnetized object

Consider the Ernst potentials whose behaviour on the symmetry axis is given by76:

E(ρ = 0, z) = z2 −Mz −M2q − iM2j

z2 +Mz −M2q + iM2j
(5.132)

Φ(ρ = 0, z) = Mez + iM2µ

z2 +Mz −M2q + iM2j
(5.133)

Here, M , q, j and µ are real parameters. Or in a equivalent way:

E(ρ = 0, z) = 1 + e1

z − β1
+ e2

z − β2
(5.134)

Φ(ρ = 0, z) = f1

z − β1
+ f2

z − β2
(5.135)

where

β1 = 1
2

(
−M −M

√
−4ij + 4q + 1

)
, β2 = 1

2

(
−M +M

√
−4ij + 4q + 1

)
.

e1 = −M
√
−4ij + 4q + 1− 2ijM +M√

−4ij + 4q + 1 , e2 = −M
√
−4ij + 4q + 1 + 2ijM −M√

−4ij + 4q + 1 .

f1 = −−eM
√
−4ij + 4q + 1− eM + 2iµM

2
√
−4ij + 4q + 1 , f2 = −−eM

√
−4ij + 4q + 1 + eM − 2iµM

2
√
−4ij + 4q + 1 .

But now, α1, α2, α3, α4, i.e. roots of h(ξ, ξ) = 0 appear in pairs, where one is the
negative of the other. Another point is that the roots alpha must overlap themselves. That
is:



92

α1 = −α3 ≡Mσ1 = M

√
1 + 2q − e2 − d√

2
,

α2 = −α4 ≡Mσ2 = M

√
1 + 2q − e2 + d√

2
.

with

d =
√

(1 + 2q − e2)2 + 4(j2 − q2 − µ2) (5.136)

z

α1

α3

α2

α4

z

 α3                                              α1

  α4                             α2 

z

α1

α3

  α4                             α2 

Figure 6 – a) Overlapping of a sub-extreme configuration. b) Overlapping of one sub-
extreme and a hyper-extreme objects. c) Overlapping of a hyper-extreme
configuration.

Source: By the author.

As Ernst has shown, equations (5.132) and (5.133) represent a six parameter
solution possessing equatorial symmetry.77,78 Due to the symmetry in the parameters, a
common divisor appears in (5.30)79 they can be written as76:

E = A

B
Φ = C

B
(5.137)

A = −(r3 − r1)(r4 − r2)
(
j2
(
6e2 + 4q − 6

)
− 8

(
e2 − 1

)
q2 − 2µ2

(
3e2 + 2q − 3

))
+

+ 8
√
−j2 + µ2 + q2

(
e2(−q) + j2 − µ2 + q

)
(r1r3 + r2r4)−Md

(
i
(
e2j − 2eµ+ j

)
(σ2(r3 − r1)+

+ (r2 − r4)σ1) + 2
√
−j2 + µ2 + q2

(
d(r1 + r2 + r3 + r4)−

(
e2 − 1

)
(r1 − r2 + r3 − r4)

)
+

+ ijd(σ2(r3 − r1)− (r2 + r4)σ1)
)

+ 4(r1 + r3)(r2 + r4)
√
−j2 + µ2 + q2(e4 − 2e2(q + 1) + j2−

− µ2 + 2q + 1
)

+ i(j − eµ)d(σ1(r1 + r3)(r2 − r4) + σ2(r3 − r1)(r2 + r4)).
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B = −(r3 − r1)(r4 − r2)
(
j2
(
6e2 + 4q − 6

)
− 8

(
e2 − 1

)
q2 − 2µ2

(
3e2 + 2q − 3

))
+

+ 8
√
−j2 + µ2 + q2

(
e2(−q) + j2 − µ2 + q

)
(r1r3 + r2r4) +Md

(
i
(
e2j − 2eµ+ j

)
(σ2(r3 − r1)+

+ (r2 − r4)σ1) + 2
√
−j2 + µ2 + q2

(
d(r1 + r2 + r3 + r4)−

(
e2 − 1

)
(r1 − r2 + r3 − r4)

)
+

+ ijd(σ2(r3 − r1)− (r2 + r4)σ1)
)

+ 4(r1 + r3)(r2 + r4)
√
−j2 + µ2 + q2(e4 − 2e2(q + 1) + j2−

− µ2 + 2q + 1
)

+ i(j − eµ)d(σ1(r1 + r3)(r2 − r4) + σ2(r3 − r1)(r2 + r4)).

C = Md
(
− i

(
e2µ− 2ej + µ

)
(σ2(r3 − r1) + (r2 − r4)σ1) + 2e

√
−j2 + µ2 + q2(d(r1 + r2 + r3 + r4)−

−
(
e2 − 1

)
(r1 − r2 + r3 − r4)

)
+ iµd(σ2(r3 − r1)− (r2 + r4)σ1)

)
.

5.3 The Tomimatsu double-Kerr solution

In 1983, Tomimatsu80 introduced a double Kerr solution in equilibrium. Hoense-
laers81 showed later that this solution could not be interpreted as two black holes in
equilibrium, but as two hyper-extreme objects.

E(ρ, z) = A−B
A+B

; Φ(ρ, z) = F

U +W
(5.138)

A = 2(x2 − y2)2 − l(x4 + y4 − 2) + 2i[(x+ y)2(1− xy) + l(x− y)(2xy2 − x+ y)](5.139)
B = 2{l[x(x2 − 1)− y(1− y2)]− (x+ y)(x2 − y2) + il(x− y)[1− y2 − y(x+ y)]}(5.140)

Here, the parameter l is a real number. The metric functions are61:

f = N

D
, e2γ = N

(l − 2)2 (x2 − y2)4 , ω = α (1− y2) (x− 1)F
N

(5.141)

N = G2 − 4 (x2 − 1) (1− y2) [(x+ y)2 − 2ly(x− y)]2

D = N +GP − 2 (1− y2) (x− 1) [(x+ y)2 − 2ly(x− y)]T
F = 2 (x+ 1) [(x+ y)2 − 2ly(x− y)]P −GT
G = (2− l) (x2 − y2)2 + 2l (x2 − 1) (1− y2)

P = 4(l − 2)−1{2(x+ y)2(x− y − 1)− l(x+ y)[(x− y)2 + 2(x− 1)2] + l2[x(x− 1)2 + y(1− y)2]}
T = 4l(l − 2)−1[(l − 2)(x− y)(x+ 2y − 1)− 2(x+ 1)]
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The prolate coordinates are related to the Weyl’s one trough:

ρ = σ
√

(x2 − 1)(1− y2) , z = σxy , σ ≡ M

l
. (5.142)

or by the inversion relation:

x =

√
ρ2 + (z + σ)2 +

√
ρ2 + (z − σ)2

2σ , (5.143)

y =

√
ρ2 + (z + σ)2 −

√
ρ2 + (z − σ)2

2σ . (5.144)

Note that the metric functions are regular on the symmetry axis, and that the
functions ω and γ vanish in the region z > σ, and z < −σ (y = 1, y = −1) for ρ = 0,
but also in the region |z| < σ (x = 1). Therefore, this solution is to be interpreted as two
separated sources.

z

 +σ

0

-σ

Figure 7 – Localization of the extreme objects on the symmetry axis

Source: By the author.

On the symmetry axis, the Ernst potential takes the form:

E(ρ = 0, z) = (l − 2)l2z2 + 2l(l + (−1 + i))Mz + ((1− 4i)l + 2i)M2

(l − 2)l2z2 − 2(l + (−1− i))lMz + (l + (4 + 2i))M2 (5.145)

or

E = 1 + e1

z − β1
+ e2

z − β2
(5.146)
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Where

β1 =
(l + (−1− i))lM −

√
2 |l|M

√
((4 + 3i)− (2 + 2i)l)

(l − 2)l2 ,

β2 =
l(l + (−1− i))M +

√
2 |l|M

√
((4 + 3i)− (2 + 2i)l)

(l − 2)l2 ,

e1 = 2(l − 1)M
(l − 2)l +

(1− i)(l(l + (−2− i)) + (1 + 2i))
√

(8 + 6i)− (4 + 4i)lM
(l − 2)((2 + 2i)l + (−4− 3i)) |l|

e2 =
(1 + i)M

(
i (l2 − (2 + i)l + (1 + 2i))

√
(8 + 6i)− (4 + 4i)l |l|+ 4l3 − (11− i)l2 + (7− i)l

)
(l − 2)l2((2 + 2i)l + (−4− 3i))

By means of the multipole moments, we see that the total mass, MT , is constrained
by the parameter l:

MT = 2(1− l)M
(l − 2)l (5.147)

Hence, in order to have positive mass, the parameter l must assume values in the
interval 1 < l < 2.
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6 THE MULTIPOLE MOMENTS AND AXIS DATA

Multipole moments turn out to be really important since they permit the description
of physical observable quantities of any type of sources in general relativity. Although
Geroch32 and Hansen33 were the first to define the multipole moments in General Relativity
for stationary metrics, it was only after Fodor et al.36 introduce an algorithm to evaluate
them in spacetimes, which are also axisymmetric, that the multipoles received special
attention (see Appendix C). It relies on the fact that such algorithm enables one, through
a recurrence formula, to evaluate the multipole moments up to the desired order. Multipole
moments turned to be a strong tool because of the physical parametrization of astrophysical
objects and the spacetime as a whole since, as shown in previous works, the multipoles
moments uniquely determine the local structure of the metric.82

Since multipole moments describe the far-field behaviour, the moments are not
only an interesting theoretical tool, but can also be used in astrophysical experiments;
for instance black holes or neutron stars, and observable phenomena related to them like
geodesic motion of massive objects, test whether a compact object might be described
by a Kerr solution, to study vibration modes in black holes, and even test the no-hair
theorem,83,84 General Relativity itself, or other theories of Gravity such as scalar-tensor
theories.85,86 These can be achieved by measuring data from gravitational waves87–90 or
observing geodesics.91 Therefore, connecting the multipole moments with the mathematical
parameters that appear when the Einstein-Maxwell equations are solved, turns out to be
an important task.

Consider the general N-soliton electrovacuum solution characterized by the Ernst
potentials6 on the symmetry axis given in terms of a polynomial quotient27:

E(ρ = 0, z) = e(z) = zN +∑N
l=1 alz

N−l

zN +∑N
l=1 blz

N−l = P (z)
R(z) , (6.1)

Φ(ρ = 0, z) = f(z) =
∑N
l=1 clz

N−l

zN +∑N
l=1 blz

N−l = Q(z)
R(z) , (6.2)

Here al, bl, cl, k = 1, · · ·N are 3N arbitrary complex constants. Again, the choice
of of the coefficients of higher order has been made in order to give the correct asymptotic
behaviour at infinity, and it is supposed that the previous quotients are irreducible and
that R only possess roots with multiplicity one. In 1995 E. Ruiz et al.27 found, through
the Sibgatullin integral method,43 a very elegant and compact form to write the general
solution of this N -soliton solution with 3N complex arbitrary parameters. In other words,
the Ernst potentials found by the authors and the corresponding metric functions are
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written in a very simple way and, as the authors pointed out, these forms have, in fact,
facilitated the study of particular physically interesting metrics.

An aspect of that solution is that, at least a priori, these 3N complex parameters do
not have physical meaning, being necessary to link them to the Geroch-Hansen multipole
moments.34,36,69,92 A development that helped to tackle this problem was reported in a
paper by V. Manko et al.24 which analyzed vacuum solutions (Φ = 0) and related the 2N
parameters al and bl with 2N multipole moments.

The objective of the present chapter is to extend this development to the case with
an electromagnetic field. In other words, we will present a way to establish a relation
between the 3N arbitrary constants al, bl, cl with 3N multipole moments. This development
is one of the contributions of the present thesis.

6.1 Relations between the Ernst potentials and multipole moments in vacuum case

As shown in reference [34], the multipole moments of a given stationary solution
with axial symmetry can be obtained from its corresponding Ernst potentials ξ and q

evaluated at infinity. That is, when z →∞:

ξ =
∞∑
k=0

mkz
−k−1, (6.3)

q =
∞∑
k=0

qkz
−k−1, (6.4)

ξ and q are related to E and Φ as follows (see Chapter 3):

E = 1− ξ
1 + ξ

, Φ = q

1 + ξ
. (6.5)

Thus, it should be possible to associate the Geroch-Hansen coefficients, mk and qk,
to the constants al, bl and cl and, hence, to characterize physically the Ernst equations
solutions. As shown in reference [69] and revised in [92]∗, the multipole moments Pk and
Qk are univoquely written in terms of the coefficients mk and qk†. The real part of the
multipole Pk is related with the mass multipole moments, while the imaginary one is
related with the angular multipole moments. In the same way, the real part of the multipole
Qk is related with the eletric field multipole momentum, while the imaginary one is related
with the magnetic field multipole momentum.
∗ Noticed that, using the results of the appendix C, even the revision made by Sotiriou-

Apostolatos had a mistake.
† Once mk and qk are known, the multipole moments Pk and Qk can be constructed or

vice-versa.
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As pointed out in [76], since it is suficient to know the behavior of the Ernst
potentials E and Φ over the symmetry axis to peform an analytic continuation of them
to the whole space,19 the coefficients mk and qk appear to have a significant role in the
present development. The arbitrariness of theses coefficients raises the question of which
condition they have to satisfy in order for the relation between them and al, bl and cl to
be possible. Combining the equations (6.1) and (6.2) with equations (6.3) and (6.4) one
finds:

R(z)− P (z)
R(z) + P (z) =

∞∑
k=0

mkz
−k−1, (6.6)

2Q(z)
R(z) + P (z) =

∞∑
k=0

qkz
−k−1. (6.7)

Focusing, first, on the equation (6.6) and equating the coefficients with the same
powers of z, we obtain:

1
2(b1 − a1) = m0;
1
2(b2 − a2) = m1 + 1

2(b1 + a1)m0;
...
1
2(bN − aN) = mN−1 + 1

2(b1 + a1)mN−2 + · · ·+ 1
2(bN−1 + aN−1)m0;

0 = mn + 1
2(b1 + a1)mn−1 + · · ·+ 1

2(bN + aN)mn−N , for n ≥ N.

Defining: Al = 1
2(bl − al); Bl = 1

2(bl + al); A0 = B0 = 1, we find the following
system of equations:

An+1 =
n∑
l=0

Blmn−l , n = 0, 1, . . . , N − 1, (6.8)

0 =
N∑
l=0

Blmn−l , n ≥ N. (6.9)

The system above constitutes a system with infinite equations for a finite number of
variables, with the aim to write al and bl in terms of mn. In order to describe the N -soliton
problem the authors in [24] used a set of 2N arbitrary parameters, al e bl, thus, in principle,
it would be possible to use a set of 2N coefficients mk to describe such problem. In what
follows, a generalization of the compatibility condition which ensures a system like this
one is constructed.
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In order to find the N variables Bl, N equations are needed. Then, inside the
infinity set of parameters mn, take N elements {mn1 ,mn2 , . . . ,mnN} in such way that
ni ≥ N with i = 1, 2, . . . , N . Consider, now, the equation (6.9) for this set of ni.

N∑
l=1

Blmni−l = −mni , (6.10)


mn1−1 mn1−2 · · · mn1−N+1 mn1−N

mn2−1 mn2−2 · · · mn2−N+1 mn2−N
... ... . . . ... ...

mnN−1 mnN−2 · · · mnN−N+1 mnN−N




B1

B2
...
BN

 = −


mn1

mn2
...

mnN

 . (6.11)

Defining a new object, Li, as a determinant of an i× i matrix:

Li =

∣∣∣∣∣∣∣∣∣∣∣∣

mn1−N+i−1 mn2−N+i−1 · · · mni−1−N+i−1 mni−N+i−1

mn1−N+i−2 mn2−N+i−2 · · · mni−1−N+i−2 mni−N+i−2
... ... . . . ... ...

mn1−N mn2−N · · · mni−1−N mni−N

∣∣∣∣∣∣∣∣∣∣∣∣
. (6.12)

Thus, it is straightforward to see that the system (6.11) only has solutions when
LN 6= 0. Using Cramer’s rule to find the coefficients Bl, we obtain:

Bl = (−1)l(LN)−1

∣∣∣∣∣∣∣∣∣∣∣∣

mn1 mn1−1 · · · mn1−(l−1) mn1−(l+1) · · · mn1−N

mn2 mn2−1 · · · mn2−(l−1) mn2−(l+1) · · · mn2−N
... ... . . . ... ... ...

mnN mnN−1 · · · mnN−(l−1) mnN−(l+1) · · · mnN−N

∣∣∣∣∣∣∣∣∣∣∣∣
. (6.13)

Due to this highly symmetric structure, it is possible to rewrite Bl as:

Bl = (LN)−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 mn1 mn2 · · · mnN−1 mnN

0
...
1 LN
...
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

, (6.14)

where the row corresponding to the “1” in the first column is the (l+ 1)-th row. By
using this result for Bl the coefficients Al can be found through the equation (6.8) and, in
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a similar way, can be written as:

Al+1 = (LN)−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ml mn1 mn2 · · · mnN−1 mnN

ml−1
...
m0 LN
...
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

. (6.15)

Nonetheless, Al and Bl are described in terms of, at most, N2 +2N independent coefficients
mk and by hypothesis it asserts that they must be written in terms of 2N coefficients mk.
Therefore, it is necessary to restrict the set {mni}, which is solution of the equation (6.10),
and its condition is only respected in case when the set {mni} is chosen with n1 = N ,
n2 = N + 1, . . . , nN = 2N − 1. Then, Li can be written as:

Li =

∣∣∣∣∣∣∣∣∣∣∣∣

mi−1 mi · · · m2i−3 m2i−2

mi−2 mi−1 · · · m2i−4 m2i−3
... ... . . . ... ...
m0 m1 · · · mi−2 mi−1

∣∣∣∣∣∣∣∣∣∣∣∣
, (6.16)

And then, Al e Bl, written in terms of 2N mk, takes the form:

Al+1 = (LN)−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ml mN mN+1 · · · m2N−2 m2N−1

ml−1
...
m0 LN
...
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

, (6.17)

Bl = (LN)−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 mN mN+1 · · · m2N−2 m2N−1

0
...
1 LN
...
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

. (6.18)

The condition that the coefficients must satisfy when calculating Li for i > N will
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now be deduced. Consider:

LN+1 =

∣∣∣∣∣∣∣∣∣∣∣∣

mN mN+1 · · · m2N−1 m2N

mN−1 mN · · · m2N−2 m2N−1
... ... . . . ... ...
m0 m1 · · · mN−1 mN

∣∣∣∣∣∣∣∣∣∣∣∣
(6.19)

By performing a cofactor expansion, we:

LN+1 =
N∑
k=0

m2N−k(−1)k+NMk , (6.20)

with Mk ≡ (−1)kLNBk, consequently:

LN+1 = (−1)NLN
N∑
k=0

Bkm2N−k. (6.21)

However, the sum
N∑
k=0

Bkmn−k is zero by hypothesis for all n ≥ N . Thus, mk

must be chosen such that LN+1 = 0. By induction, it is straightforward to see that all
determinants Ln = 0 for all n > N , proving the following lemma, which has first been
stated (without proof) in reference [24] and reads:

Lemma 1 Once fixed the set of coefficients {mi} with i = 0, 1, . . . , 2N − 1, the necessary
and sufficient condition for this set to describe the behaviour of the Ernst potentials on the
symmetry axis as a polynomial quotient (6.1) is that the determinant Ln be nonzero for
n = N and zero for all n > N .

6.2 Relations between the Ernst potentials and multipole moments in the elec-
trovacuum case

As mentioned before, the lemma 1 is not new, however its proof is a contribu-
tion of mine during my Master thesis. Nonetheless, the paper [24] does not cover the
electromagnetic case. In order to try to generalize these results for the cases where the
electromagnetic field is present, a similar analysis for the equation (6.7) will be done, so
that in the end the 3N variables al, bl and cl can be written in terms of 3N coefficients
mk and qk related with the multipole moments. Equating the coefficients with the same
powers of z, we find:
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c1 = q0;

c2 = q1 + 1
2(b1 + a1)q0;

...

cN = qN−1 + 1
2(b1 + a1)qN−2 + · · ·+ 1

2(bN−1 + aN−1)q0;

0 = qn + 1
2(b1 + a1)qn−1 + · · ·+ 1

2(bN + aN)qn−N ; , for n ≥ N.

Such system can be summarized into:

cn+1 =
n∑
l=0

Bl qn−l , n = 0, 1, . . . , N − 1, (6.22)

0 =
N∑
l=0

Bl qn−l , n ≥ N. (6.23)

Notice that the above equations have the same structure as the equations (6.8)
and (6.9). In addition, the same function Bl, which was already evaluated in terms of the
coefficients mk, will be evaluated now in terms of the coefficients qk. Since it is the same
function Bl, when it is written in terms of mk or qk it must be equivalent.

While the equations’ structure is the same as above, we will introduce a new index
here to the determinant Li in order to differentiate whether it is written in terms of mk or
qk, that is, Li,m and Li,q. That is:

Li,q =

∣∣∣∣∣∣∣∣∣∣∣∣

qi−1 qi · · · q2i−3 q2i−2

qi−2 qi−1 · · · q2i−4 q2i−3
... ... . . . ... ...
q0 q1 · · · qi−2 qi−1

∣∣∣∣∣∣∣∣∣∣∣∣
. (6.24)

Therefore, the equation for Bl in terms of qk is given by:

Bl = (LN,q)−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 qN qN+1 · · · q2N−2 q2N−1

0
...
1 LN,q
...
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(6.25)

Notice that in Bl the only elements that do not repeat are m0 (q0) and m2N−1

(q2N−1), since in the diagonal the principal direction is constituted by equal elements, with
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the exception of the elements in the first column. Because of that, q1 appears twice, q2

appears three times, until qN−1 and qN which appear N times, and then, qN+1 appears
N − 1 times and so on.

Since the variable Bl must be the same independently of whether it is written in
terms of the mk or qk, the following relation is obtained:

Bl = (6.26)

(LN,m)−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 mN mN+1 · · · m2N−2 m2N−1

0
...
1 LN,m
...
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= (LN,q)−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 qN qN+1 · · · q2N−2 q2N−1

0
...
1 LN,q
...
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Given that Bl is a constant for mk coefficients, from the equality above, we conclude

that for a fixed l the variables qk for each Bl loose one degree of freedom. Furthermore,
knowing that l ranges from 1 to N and |Bl| = N , one notices that N of the |qk| variables
are not free, i.e., N variables from the set qk can be described as a function of 2N variables
from mk and N variables of qk. Consequently, one can generalize lemma 1.

Lemma 2 Given a set of coefficients {mi} with i = 0, 1, . . . , 2N − 1 and a subset of N
coefficients qi contained in {qi} with i = 0, 1, . . . , 2N − 1, the necessary and sufficient
conditions for those 3N variables to describe the behaviour of the Ernst potentials on the
symmetry axis as polynomial quotient (6.1) and (6.2) is that the determinant LN ,qm be
nonzero for n = N and zero for all n > N and that equation (6.26) is valid.

One representation for the 3N variables Al, Bl e cl written in terms of 2N coefficients
mk and N coefficients qk is given by:

Al+1 = (LN,m)−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ml mN mN+1 · · · m2N−2 m2N−1

ml−1
...
m0 LN,m
...
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

, (6.27)



105

Bl = (LN,m)−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 mN mN+1 · · · m2N−2 m2N−1

0
...
1 LN,m
...
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

, (6.28)

cl+1 = (LN,m)−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ql mN mN+1 · · · m2N−2 m2N−1

ql−1
...
q0 LN,m
...
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

. (6.29)

where the relation between the variables Al e Bl and the variables al e bl defined in (6.1)
and (6.2) is given by:

al = Bl − Al bl = Bl + Al. (6.30)

Thereby, the electrovacuum N -soliton solution on the z-axis can be written in
terms of the multipole moments in the following compact way:

P (z) = zN +
N∑
l=1

alz
N−l = zN +

N∑
l=1

(Bl − Al)zN−l = (6.31)

=
N∑
l=0

Blz
N−l −

N∑
l=1

l−1∑
k=0

Bkml−1−kz
N−l =

N∑
l=0

Blz
N−l −

N−1∑
l=0

l∑
k=0

Bkml−kz
N−l−1

=
N∑
l=0

Blz
N−l −

N−1∑
l=0

Bl

N−1−l∑
k=0

mkz
N−l−k−1,

where the first and second terms from the last above equality can be written as

N∑
l=0

Blz
N−l = (LN)−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

zN mN mN+1 · · · m2N−2 m2N−1

zN−1

... LN

z

1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (6.32)
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N−1∑
l=0

Bl

N−1−l∑
k=0

mkz
N−l−k−1 = (LN,m)−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

N−1∑
k=0

mkz
N−k−1 mN mN+1 · · · m2N−2 m2N−1

N−2∑
k=0

mkz
N−k−2

... LN,m

m0

0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

,

(6.33)

Hence, we can write P (z), R(z) and Q(z) in the very simple form

P (z) = (LN,m)−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

zN −
N−1∑
k=0

mkz
N−k−1 mN mN+1 · · · m2N−2 m2N−1

zN−1 −
N−2∑
k=0

mkz
N−k−2

... LN,m

z −m0

1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

, (6.34)

R(z) = (LN,m)−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

zN +
N−1∑
k=0

mkz
N−k−1 mN mN+1 · · · m2N−2 m2N−1

zN−1 +
N−2∑
k=0

mkz
N−k−2

... LN,m

z +m0

1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

, (6.35)

Q(z) = (LN,m)−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

N−1∑
k=0

qkz
N−k−1 mN mN+1 · · · m2N−2 m2N−1

N−2∑
k=0

qkz
N−k−2

... LN,m

q0

0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

. (6.36)

6.3 Multipole moments of the N-Soliton solution

So far, we have given the relations and conditions for writing the 3N parameters of
the N-soliton solution, al, bl and cl, in terms of the multipole coefficients ml and ql. Now, a
stronger result can be achieved by studying the inverse relation of these coefficients. That
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is, LN+1,
q
m is always zero for the N-soliton solution, and the conditions in Lemmas 1 and 2

are always satisfied. For this purpose, consider the series below:

N∑
l=1

elz
N−l

zN +
N∑
k=1

dkzN−k
(6.37)

This series has the same shape shape as the equations (6.6) and (6.7) (they are
the same apart from a factor). Therefore, in order to write ml and ql in terms of al, bl and
cl, it is necessary to see how to expand the above series in terms of negative powers of z.
By canceling the term zN and focusing on the denominator we notice that it is possible to
expand it in the following power series

1

1 +
N∑
k=1

dkz−k
=
∞∑
j=0

(−1)j
(

N∑
k=1

dkz
−k
)j
. (6.38)

However

(d1z
−1 + d2z

−2 + · · ·+ dNz
−N)j =

∑
k1+k2+···+kN=j

j!
k1!k2! · · · kN !

N∏
t=1

(dtz−t)kt , (6.39)

therefore

N∑
l=1

elz
N−l

zz +
N∑
k=1

dkzN−k
=

N∑
l=1

elz
−l
∞∑
j=0

∑
k1+k2+···+kN=j

j!
k1!k2! · · · kN !

N∏
t=1

(dtz−t)kt . (6.40)

Now, we need to find the general coefficient for this power series. That is, we must
write

N∑
l=1

elz
N−l

zz +
N∑
k=1

dkzN−k
≡
∞∑
α=0

hαz
−α−1, (6.41)

and find the coefficients hα. After some simple calculations we find

hα =
N∑
l=1

elθl, (6.42)
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where

θl =


0, if α < l,∑

k1+2k2+···+NkN=α−l
(−1)k1+k2+···+kN (k1 + k2 + · · ·+ kN)!

k1!k2! · · · kN !
N∏
t=1

(dt)kt , if α ≥ l.

(6.43)

From the above equation, it is possible to find a relation between the hα

hα+N = −
N∑
l=1

dlhα+N−l. (6.44)

This shows that hα+N is a linear combination of the set {hα, hα+1, · · · , hα+N−1}
with fixed coefficients dl, that is, the last column of the matrix whose determinant is
LN+1,

q
m is a linear combination of the first N columns. Hence, we can write:

mα = 1
2

N∑
l=1

(bl − al)θl, qα =
N∑
l=1

clθl, (6.45)

θl =


0, if α < l,∑

k1+2k2+···+NkN=α−l
(−1)k1+k2+···+kN (k1 + k2 + · · ·+ kN)!

k1!k2! · · · kN !
N∏
t=1

(bl + al
2 )kt , if α ≥ l.

(6.46)

For this reason, not only LN+1,
q
m but LN+k,

q
m k ≥ 1, is zero for all N -soliton

solutions. Moreover, this implies that all mn are determined for n ≥ 2N , and qn are
determined for n ≥ N . Finally, using this, we can improve Lemma 2 and state the best
form of our result.

Theorem 1 As in Lemma 2 fix a set of coefficients {mi}2N−1
i=1 and a subset {qi1 , qi2 , . . . , qiN} ⊂

{qi}2N−1
i=1 . Then, these 3N variables describe the behavior of Ernst potentials on the sym-

metry axis as polynomial quotient (5.1) and (5.2) if and only if the determinant LN ,qm 6= 0.

Another interesting outcomes evolves from these previous results. First, notice that
Lemma 2 impose to two conditions in the multipoles in order to describe a N -soliton
solution, the equation (6.26) be valid and LN ,qm 6= 0. However, we proved that equation
(6.26) is always valid in the case of a N -soliton solution. Arriving in the Theorem 1,
which state that LN ,qm 6= 0 is the only condition to establish the relation between the
multipoles and the solution. But notice that, if we have LN ,qm = 0 and LN−1,

q
m 6= 0, we are

describing a system of N − 1 soliton, and the equations are still valid. However, due to the
results in the present section, if a given stationary axisymmetric spacetime, solution of the
Einstein-Maxwell equations, such that its multipole moments satisfy (6.26) and LN ,qm 6= 0,
then this solution can be approximated as a N -soliton solution.
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6.3.1 Metric of a rotating charged magnetized sphere

Based on a recent paper by Manko et al [76], let us find the solution associated to
the given multipoles moments. In that article, the authors gave the Ernst potentials on
the symmetry axis and then found the respective multipole moments. In order to clarify
how the method derived in the preceding sections should be used, consider the multipole
moments below and then construct the metric solution associated with them. Due to the
complexity of higher orders, we will consider a solutions with only the first 6 multipoles
Pn and Qn:

P0 = M ,

P1 = ijM2 ,

P2 = M3q ,

P3 = 1
5iM

4(ej + µ(5q − 1)) ,

P4 = 1
35M

3
(
5eM2

(
q
(
e2 + 7q

)
+ µ2

)
+ 3jM2(ej − µ)− 5M2(eq + jµ)

)
,

P5 = 1
21iM

6
(
µ
(
e2(−(q + 1)) + j2 + 3q(7q − 3) + 1

)
+ ej

(
e2 + 10q − 1

)
− µ3

)
.

And

Q0 = eM ,

Q1 = iM2µ ,

Q2 = eM3q ,

Q3 = 1
5iM

4(ej + µ(5q − 1)) ,

Q4 = 1
35M

5
(
5e3q + 3ej2 + 5e

(
µ2 + q(7q − 1)

)
− 8jµ

)
,

Q5 = 1
21iM

6
(
µ
(
e2(−(q + 1)) + j2 + 3q(7q − 3) + 1

)
+ ej

(
e2 + 10q − 1

)
− µ3

)
.

Hence, using the corrected versions of the equations (23) and (24) from reference
[92] (see appendix C), one can find the coefficients mk and qk

m0 = M , q0 = eM ,

m1 = ijM2 , q1 = iM2µ ,

m2 = M3q , q2 = eM3q ,

m3 = ijM4q , q3 = iM4qµ ,

m4 = M5q2 , q4 = eM5q2 ,

m5 = ijM6q2 , q5 = IM6q2µ .
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With the coefficients mk and qk in hand, it is easy to show from the discussion
above that only 6 parameters are needed to describe the Ernst potentials. First of all,
notice that:

Ln,m = Ln,q = 0 , ∀n ≥ 3. (6.47)

In order to relate the multipole coefficients m′ks and q′ks with the Ernst coeficients
al, bl and cl, the following relations must be true:

B1 = (L2,m)−1

∣∣∣∣∣∣∣∣∣
0 m2 m3

1 m1 m2

0 m0 m1

∣∣∣∣∣∣∣∣∣ = (L2,q)−1

∣∣∣∣∣∣∣∣∣
0 q2 q3

1 q1 q2

0 q0 q1

∣∣∣∣∣∣∣∣∣ (6.48)

B2 = (L2,m)−1

∣∣∣∣∣∣∣∣∣
0 m2 m3

0 m1 m2

1 m0 m1

∣∣∣∣∣∣∣∣∣ = (L2,q)−1

∣∣∣∣∣∣∣∣∣
0 q2 q3

0 q1 q2

1 q0 q1

∣∣∣∣∣∣∣∣∣ (6.49)

and

A1 = (L2,m)−1

∣∣∣∣∣∣∣∣∣
m0 m2 m3

0 m1 m2

0 m0 m1

∣∣∣∣∣∣∣∣∣ (6.50)

A2 = (L2,m)−1

∣∣∣∣∣∣∣∣∣
m1 m2 m3

m0 m1 m2

0 m0 m1

∣∣∣∣∣∣∣∣∣ (6.51)

which can be verified after a straightforward . Consequently:

B1 = 0 , B2 = −M2q ,

A1 = M , A2 = ijM2 .

Using the equation (6.30) yields:

a1 = −M , a2 = −M2q − ijM2 ,

b1 = M , b2 = −M2q + ijM2 .

Finally, the coeficients cl can be found using (6.29) and read:

c1 = eM , c2 = iM2µ . (6.52)
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Thus, the Ernst potentials E and Φ can now be evaluated with the relations (6.30),
(6.1) and (6.2):

E(ρ = 0, z) = z2 −Mz −M2q − iM2j

z2 +Mz −M2q + iM2j
(6.53)

Φ(ρ = 0, z) = Mez + iM2µ

z2 +Mz −M2q + iM2j
(6.54)

recovering, then, the Ernst potentials presented in [76] (see section 5.2.4).

6.3.2 Tomimatsu-Sato solution with δ = 2

Now, lets proceed in the same way for the multipoles associated with the Tomimatsu-
Sato solution. We will find that the Ernst potentials on the symmetry axis are recovered
from the corresponding multipole moments. This helps to interpret this solution as a
2-soliton solution:

P0 = M ,

P1 = iaM ,

P2 = −1
4M

(
3a2 +M2

)
,

P3 = −1
2iaM

(
a2 +M2

)
,

P4 = 1
112M

(
35J4 + 66J2M2 + 11M4

)
,

P5 = 1
112M

(
35J4 + 66J2M2 + 11M4

)
.

Therefore, the coefficients mk are:

m0 = M ,

m1 = iaM ,

m2 = −1
4M

(
3a2 +M2

)
,

m3 = −1
2iaM

(
a2 +M2

)
,

m4 = 1
16
(
5a4M + 10a2M3 +M5

)
,

m5 = 1
16i

(
3a5M + 10a3M3 + 3aM5

)
.

Again, notice that:

Ln,m = 0 , ∀n ≥ 3. (6.55)
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and

L2,m = 1
4
(
M4 − a2M2

)
. (6.56)

In order to relate the multipole coefficients mk and qk with the Ernst coeficients al,
bl and cl, the following relations must be true:

B1 = (L2,m)−1

∣∣∣∣∣∣∣∣∣
0 m2 m3

1 m1 m2

0 m0 m1

∣∣∣∣∣∣∣∣∣ = −ia (6.57)

B2 = (L2,m)−1

∣∣∣∣∣∣∣∣∣
0 m2 m3

0 m1 m2

1 m0 m1

∣∣∣∣∣∣∣∣∣ = 1
4
(
M2 − a2

)
(6.58)

which can be verified after a straightforward calculation. Consequently:

B1 = −ia , B2 = 1
4
(
M2 − a2

)
,

A1 = M , A2 = 0 .

Using the equation (6.30) yields:

a1 = −(M + ia) , a2 = 1
4
(
M2 − a2

)
,

b1 = M − ia , b2 = 1
4
(
M2 − a2

)
.

Thus, the Ernst potentials E can now be evaluated with the relations (6.30), (6.1):

E = 1− ξ
1 + ξ

=
z2 − (M + ia)z + M2−a2

4
z2 + (M − ia)z + M2−a2

4
(6.59)

recovering, then, the Ernst potential on the symmetry axis (5.2.2) for the Tomimatsu-Sato
solution with δ = 2.73
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7 CONCLUSIONS

In this thesis, solutions to the Einstein-Maxwell equations have been discussed
that possess a stationary and axisymmetric space-time away from the sources. The
main focus has been the study of asymptotically flat solutions, but solutions including
a cosmological constant have also been discussed briefly.The main goal has been to gain
a deep understanding of the techniques that several authors use to construct binary
systems and even cosmological models, which are of huge current interest in the context
of observations of gravitational waves (Nobel Prize 2017) as well as motion around black
holes residing in the center of galaxies (Nobel prize 2020 and the Event Horizon Telescope
observations with the first ever foto of a black hole in 2019). We have discussed the
Ernst formalism, which translates all physical information into two coupled systems of
differential equations for two complex potentials. We discussed briefly the symmetries of
these potentials and how they can be used to seek new solutions.

Also, as far as we know, this work presents the first full revision of Sibgatullin’s
integral method. Here we followed his ideas in constructing the method, and also discussed
qualitatively the methods of other researchers which influenced Sibgatullin. As outlined
in this thesis, the mathematical tools necessary for the construction of the method are
quite varied , and interesting by themselves, ranging from complex analysis to classical
integrability.

Applying Sibgatullin’s method, we revised the family of solution introduced by
Manko and Ruiz named “N-soliton solution” and its equilibrium equations. Moreover, we
focused the method on the “2-soliton” case to give some detailed discussions emphasizing
that not necessarily the 2-soliton case and demonstrated that a “2-soliton” is not necessarily
equal to the space-time of two bodies. Here, we discussed the parameters presented in
the Tomimatsu-Sato δ = 2 solution in the vacuum and electrovacuum case, as well as the
rotating charged magnetized sphere given by Manko.We also interpreted the parameters
geometrically and discussed their physical meaning

We demonstrated how to construct exact solutions from their given multipole mo-
ments in the general “N -soliton” case. That is, this work extends the previous development
of Manko and Ruiz to include electromagnetic fields. In this way, a direct link was made
between the coefficients of the multipole expansion in General Relativity and the 3N
parameters of the N -soliton solution. This result has been summarized in the Lemmas
of Chapter 6, and are extensions of the Lemma already presented in the literature by
he above mentioned authors. Furthermore, the theorem presented in the same Chapter
shows that any set of multipole moments, satisfying a not so restrict condition, can build
a N -soliton solution. Thus, we conclude that a generic solution of Einstein’s equation
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coupled with electromagnetism, whose multipole moments satisfy this condition, can be
approximated as a N -soliton solution.

Another result is given in Appendix C, in which a revision of the multipole moments
existing in the literature is made. In this thesis, we give for the first time the correct
formulae to evaluate them by means of the Fodor algorithm.

Recently, several authors58,70,93 have tried to fully describe binary systems which
are relevant for direct gravitational wave measurements. However, several of these solutions
describe only stationary spacetimes. Hence, the study of temporal perturbations around
these exact solutions is an interesting topic in order to compare theoretical results with
the experimental ones.

While we have discussed the electrovacuum case here, it would be interesting to
see whether the inclusion of other fields (e.g. non-abelian gauge fields or fermionic fields)
allow to develop a similar analytical machinery to produce solutions. Up to now, (mainly)
numerical solutions are known. If a corresponding technique existed, one could check
whether new solutions, e.g. of binary black holes carrying extra fields, so-called “hair”, do
exist and what their properties in comparsion to the electrovacuum solutions are.
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APPENDIX A – THE RIEMANN HILBERT PROBLEM

The Riemann Hilbert problem (RHP), a classical problem in the theory of functions
of a complex variable, holds a central position in the formalism which was used in chapter
4. More details of the construction are given in this appendix together with justifications
for some hypothesis that have been assumed.

A.1 The Riemann Hilbert Problem

In the complex plane C (∞ being included) of variable s∗, let there be any smooth
closed contour L surrounding the origin. Consider an n×n matrix function G(s) defined on
L, which satisfies a Hölder condition and detG(s) 6= 0, both on L.94 The Riemann-Hilbert
problem says that G might be factorized as follows. It is required to construct an n× n
matrix function χ+(s) homomorphic in the region inside L, namely L+, and an n × n
matrix function χ−(s) homomorphic in the region outside L, namely L−, such that:

G(s) = χ+(s)−1χ−(s) s ∈ L. (A.1)

Let the functions χ+(s) and χ−(s) be nondegenerate in their domains. It is straight-
forward to see that the solution of the RHP is not unique, since if χ±(s) is a solution,
and g is an arbitrary non-degenerate matrix function which does not depend on s, then
the pair gχ±(s) will also be a solution of the same RHP. To provide the uniqueness of
the solution, it is needed to normalize the problem giving a value of χ+(s) or χ−(s) at
some point in its domain. In fact, suppose that χ(1)

± and χ(2)
± are both solutions. Then, the

equation (A.1) implies on the contour [χ+(s)(1)]−1χ−(s)(1) = [χ+(s)(2)]−1χ−(s)(2). Consider
now the function95:

ψ(s) = χ+(s)(2)[χ+(s)(1)]−1 = χ−(s)(2)[χ−(s)(1)]−1 (A.2)

Since this function can be continued analytically from L to the entire complex plane,
then, by the Liouville theorem,96 ψ must be a constant. Consequently, after normalization,
it can be set ψ = 1.

A.2 Generation of New Solutions

Consider the overdetermined system of differential equations:

F,x = U F F,t = V F (A.3)
∗ The complex s variable is known as spectral parameter.
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which is known as the Lax representation (or the zero-curvature representation).94 A
nonlinear equation is said to be integrable when it is possible to associate it with a pair
of Lax equations. Here, the matrices U(x, t, s) and V (x, t, s) depend on a solution of the
nonlinear equation (in fact, they determines all features of this given nonlinear equation)
and, also, on the spectral parameter s. The compatibility condition for (A.3) resulting
from the equality of mixed derivatives F,xt = F,tx, reads:

U,t−V,x +[U, V ] = 0 (A.4)

From the equations above it is possible to infer a gauge invariance. Consider
◦
U

and
◦
V to be solutions of the system (A.4), and

◦
F be the corresponding solution of (A.3).

Consider the functions95:

U = g
◦
Ug−1 + g,x g

−1 V = g
◦
V g−1 + g,t g

−1 (A.5)

Where g is an arbitrary nondegenerate matrix. From a straightforward calculation,
one gets that U and V once again satisfy the equation (A.4) and the corresponding solution
of the system (A.3) is F = g

◦
F . All of the solutions that differ from each other by a certain

matrix g are said to be gauge equivalent. This invariance of the equation of zero-curvature
is an extremely important property. Using this, it is possible to obtain, based on the
Riemann Hilbert problem, a class of new solutions of the nonlinear equation involved.
Suppose a seed solution is known from the nonlinear equation, then the functions

◦
U ,

◦
V

and
◦
F , associated with this, have an explicit form.

Therefore, we can use the RHP (A.1) to write the matrix G(x, t, s) on the contour
L as:

G(x, t, s) = χ−1
+ (x, t, s)χ−(x, t, s) s ∈ L. (A.6)

Then we can factorize the matrix functionG(x, t, s) on L in terms of a nondegenerate
bounded matrix function G0(s), holomorphic in L−, for all x and t, as53:

G(x, t, s) =
◦
F (x, t, s)G0(s)

◦
F −1(x, t, s) s ∈ L. (A.7)

As a consequence of the above equation one gets that the derivative of G with
respect to x can be expressed in terms of a commutator with a seed function: G,x = [

◦
U, F ].

Combining (A.1) and (A.7), after differentiating with respect to x and using (A.3), we
find that:

χ−1
+ ,x χ− + χ−1

+ χ−,x =
◦
Uχ−1

+ χ− − χ−1
+ χ−

◦
U (A.8)
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Thus, defining the matrix-valued function U by the formula:

U = χ−
◦
Uχ−1
− + χ−,x χ

−1
− = χ+U0χ

−1
+ + χ+,x χ

−1
+ (A.9)

Similarly, it is possible to define V as:

V = χ−
◦
V χ−1
− + χ−,t χ

−1
− = χ+

◦
V χ−1

+ + χ+,t χ
−1
+ (A.10)

Expressions (A.9) and (A.10) show that U , V can be continued from L to the whole
complex plane and that their poles are the same as the poles of

◦
U and

◦
V , respectively, if

the poles do not lie on the contour. The last step is to define F± = χ±
◦
F which satisfies the

equation (A.3), meaning F±,x = UF± and F±,t = V F±. Thus, in this context, the RHP
appears as a gauge transformation generating new solutions. It leads to the conclusion
that the matrices U and V depend on the new solution in the same way as U0 and V0

depend on the seed solution and, above all, it should be noticed that the new solution F±
has the same poles in the s-plane as the seed function

◦
F .

Consider now, that U and V are n×n complex-valued matrices depending rationally
on the spectral parameter s with simple poles. If the number of poles of U , with their
multiplicities, is N1, while those of the function V are N2, it follows from the compatibility
equation (A.4) that U and V have N1 +N2 + 2 independent matrix functional parameters:

U = u0 +
N1∑
k=1

uk
s− ak

; V = v0 +
N2∑
k=1

vk
s− bk

. (A.11)

Hence:

u0,t−v0,x +[u0, v0] = 0 (A.12)
un,t +[un, Rn] = 0 (A.13)
vn,x +[vn, Tn] = 0 (A.14)

Where:

Rn = v0 +
N2∑
k=1

vk
an − bk

; Tn = u0 +
N1∑
k=1

uk
bn − ak

. (A.15)

In application of the gauge freedom defined in (A.5), transforming
◦
U,

◦
V to U ,V ,

implies that:
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u0 = g
◦
u0g

−1 + g,x g
−1 un = g

◦
ung

−1 (A.16)
v0 = g

◦
v0g
−1 + g,t g

−1 vn = g
◦
vng

−1 (A.17)

Consequently, due to the gauge factor, it is possible to take u0 = 0 and v0 = 0.

In a general way, these techniques broadly used in soliton physics are applied to the
problem of solving non-linear differential equations in General Relativity (the components
of the Einstein equation). The idea of this technique is to solve a pair of linear differential
equations (Lax-Pair), that is, it is equivalent to solve ψ for U and V . Algebraic operations
or singular integrals are examples of techniques that might be useful to solve such system.
In the Sibgatullin Integral method, in which this problem will be used, G(s) is holomorphic
in a neighbourhood of L. Then, equation (A.1) can be analytically continued to some
region of the complex plane.17 Actually, Sibgatullin’s method is so specialized that it can
be given without the use of contour, , i.e. in that sense it exploits the holomorphicity of
the function χ− in its domains.
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APPENDIX B – ERNST POTENTIALS IN THE PRESENCE OF A
COSMOLOGICAL CONSTANT

The Ernst formalism has been shown to be a powerful method to construct several
non-trivial solutions of the Einstein-Maxwell equations and a very useful tool to study
their mathematical and physical properties. Here, we will explore an equivalent formalism,
but introduce a cosmological constant into the Einstein equation. As will be shown later,
the system is no longer integrable when the cosmological constant is added.

The focus is now on stationary axisymmetric electromagnetic potentials whose
metric can be generically written as [97]:

ds2 = αe
λ
2 (dt− ωdφ)2 − αe

−λ
2 dφ2 − e2ν

√
α

(dx2
1 + dx2

2) (B.1)

Just as before, the electromagnetic potential components At and Aφ, and the
metric functions λ, ω, α and ν depend just on (x1, x2) coordinates. Note that the metric
components (B.1) differ from the original Weyl-Papapetrou ones. In fact, the Weyl potential
f is now given by f = αe

λ
2 . In rather simple terms, integrability breaks down because

equations which were homogeneous for Λ = 0 become inhomogeneous when Λ 6= 0 (for
instance, compare with the equation (2.26)).

Thus, the Einstein and Maxwell equations can be written as:

~∇ ·
[
e−

λ
2 ~∇At + ωe

λ
2 (~∇Aφ − ω~∇At)

]
= 0 (B.2)

~∇ ·
[
e
λ
2 (~∇Aφ − ω~∇At)

]
= 0 (B.3)

∇2α + 2Λ
√
α2eν = 0 (B.4)

4
[
e−

λ
2 (~∇At)2 + e

λ
2
(
(~∇Aφ)2 − ω2(~∇At)2

)]
− ~∇ · (α~∇λ)−

− 2eλ2α(~∇ω)2 − 2ω~∇ · (eλ2α~∇ω) = 0 (B.5)
4eλ2

[
ω(~∇At)2 − ~∇At · ~∇Aφ

]
+ ~∇ · (αeλ~∇ω) = 0 (B.6)

Where ~∇f = (∂x1f, ∂x2f). Furthermore, when Λ = 0 the component α is harmonic
and then the pair (x1, x2) becomes (ρ, z). In fact, the function α becomes harmonic,
∇2α = (∇2

x1 +∇2
x2)α = 0, hence one can set α = ρ.

One should notice that the equations above do not depend of the function ν, except
for equation (B.4). Following Ernst’s construction,,6 the equation (B.3) may be regarded
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as the integrability condition for a magnetic scalar potential Ã such that:

êφ × ~∇Ã ≡ e
λ
2 (~∇Aφ − ω~∇At) (B.7)

In view of the definition of Ã it is possible to rewrite (B.2) and (B.3) as:

~∇ ·
[
e−

λ
2 ~∇Ã− ωêφ × ~∇At

]
= 0; ~∇ ·

[
e−

λ
2 ~∇At + ωêφ × ~∇Ã

]
= 0 (B.8)

Just as in [6] it is possible to introduce a new potential Φ = At + iÃ, that allows
all the Maxwell equations to be cast in a unique complex equation, where (B.2) is is the
real part and and (B.3) is the imaginary part:

~∇ ·
[
e−

λ
2 ~∇Φ− iωêφ × ~∇Φ

]
= 0 (B.9)

Rewriting the equation (B.6) in terms of Φ, it takes the form:

∇ ·
[
eλα~∇ω − 2êφ × Im(Φ∗~∇Φ)

]
= 0 (B.10)

Once again, this equation may be considered as an integrability condition for the
existence of a new potential Ω such that:

êφ × ~∇Ω ≡ eλα~∇ω − 2êφ × Im(Φ∗~∇Φ) (B.11)

Hence, in terms of Ω and Φ, (B.6) can be written as:

~∇ ·
[e−λ
α

(
~∇Ω + 2Im(Φ∗~∇Φ)

)]
= 0 (B.12)

If one introduces the complex function E = αe
λ
2 −|Φ|2 + iΩ,97 it is possible to write

a pair of coupled complex equations which summarizes the components of the Einstein
equation (B.6) and (B.5) and the Maxwell equations (B.3) and (B.2) as:

(ReE + |Φ|2) 1
α
~∇ · (α~∇E) = (~∇E + 2Φ∗~∇Φ) · ~∇E + Re2(E + |Φ|2)∇

2α

α
(B.13)

(ReE + |Φ|2) 1
α
~∇ · (α~∇Φ) = (~∇E + 2Φ∗~∇Φ) · ~∇Φ (B.14)

The equations (B.13) and (B.14) represent the natural generalisation of Ernst’s
equations6 to the case with cosmological constant, so they reduce to the Ernst equations
when Λ→ 0. It was shown in [98] that it is possible to map a solution in spacetime with
Λ = 0 to another with Λ 6= 0 in the vacuum case. In fact, some authors99 have even
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used Sibgatullin’s method to accomplish it. So, a deep study using the Ernst potentials
in presence of the cosmological constant might give some ideas on how to analytically
construct solutions based in integrable models.
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APPENDIX C – MULTIPOLE MOMENTS

In General Relativity, it is assumed that a given solution of the Einstein (-Maxwell)
field equations in (electro-) vacuum is produced by a source. In a general way, it is not
known how to connect a given solution of the field equations in the exterior of the source
with field equations in the interior of the object and hence with the physical features of
the object which produces such exterior field.37 In such a context, the multipole expansion
becomes necessary in order to describe the solutions physically.

In Newtonian gravity, the multipole moments may be defined in two ways100:

• as integrals over the mass distribution.

• as coefficients of a multipole expansion.

Working in asymptotically flat static space-times in vacuum, Geroch introduced a
tensorial definition of multipole moments.31,32 Such metrics have as a solution a potential
that satisfies, as in the Newtonian case, the Laplace equation ∇2Φ = 0. The Newtonian
multipoles resulting from this equation are a set of totally symmetric, trace-free tensors.
He defined the moments in a coordinate-independent way and such that they tend to
the respective Newtonian multipoles in the limit of weak gravitational fields. Hansen33

extended Geroch’s idea to the stationary case, and subsequently, Simon34 extended it to
the electrovacuum case.

Firstly, it is necessary to introduce a definition of asymptotic flatness which is
coordinate-independent. Hansen worked with the 3-dimensional manifold S generated by
the orbits of the time-like Killing vector, whose metric

hij = −g00gij + g0ig0j . (C.1)

is positive definite.

An asymptotic-flatness coordinate-invariant alternative introduced by Geroch-
Hansen consists in adding a point at infinity, Λ, into the manifold S by performing a
conformal transformation. In other words, the asymptotic properties of S are locally
determined at the point Λ in the new manifold S̃.32,33,37

Definition: A 3-dimensional manifold S is called asymptotically flat if there exists
a manifold S̃ with metric h̃ij and a conformal factor Ω, such that the diffeomorphic map
ψ : S → S̃ is given by h̃ij = Ω2ψhij, and satisfies the following conditions:

• S̃=S ∪ Λ
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• h̃ij = Ω2hij

• at Λ: Ω = 0, D̃iΩ = 0, D̃iD̃jΩ = 2hij

where D̃i is the covariant derivative associated with h̃ij.The conditions above ensure that
Ω tends to zero fast enough when the coordinates go to the point Λ. It also ensures that
the conformal metric is also flat at the point Λ. The conformal factor must be chosen so
that the space-like Killing vector in S keeps being in S̃.

By introducing a scalar field φ defined in S, the Geroch-Hansen multipoles are
defined as a collection of trace-free and totally symmetric tensors written in terms of the
derivatives of φ̃ = Ω−1/2φ evaluated at Λ in S̃, which are constructed recursively from32–34:

P (0) = φ̃ |Λ (C.2)
P

(1)
i = D̃iφ̃ |Λ (C.3)

P
(n+1)
i1i2···in+1 = T S

(
D̃in+1P

(n)
i1i2···in −

1
2n(2n− 1)R̃i1i2P

(n−1)
i3i4···in+1

)
|Λ (C.4)

Here, the symbols T and S denote the operation of taking the trace-free and
symmetric parts, respectively. R̃ij and D̃i are the Ricci tensor and the covariant derivative
associated with the conformal metric h̃ij, respectively. Thus, Hansen provided a formal
definition formal definition of multipole moments of a stationary asymptotically flat space-
time. Moreover, it should be emphasized that the multipoles moments in GR, as defined
by Geroch, do not have a direct link with the source since it is defined in a region far away
from the body instead of an integral over it.

Such a definition of multipole moments does not make any reference to the Einstein
equation, different from what one could expect from the Newtonian case. Any function φ
could be used such that its conformal transformation is smooth in Λ. For instance, if φ is
a solution of the Laplace equation in a 3-dimensional space, one recovers a collection of
multipoles for the classical potential. In other words, since the Newton equation (which
leads to the Laplace equation) ensures the holomorphic conditions of φ, one should look
for the Einstein equations to choose a suitable function φ.41 Hansen33 showed that if φ is
given by the Einstein’s field equation, and if φ̃ is continuous at Λ, then equation C.4 in
fact defines the multipole moments for stationary spacetimes.

Also, the condition for asymptotically-flatness do not uniquely determines the
conformal factor Ω. That is, one can choose another conformal factor such as Ω̃ = ω̃Ω,
where ω̃ is any smooth function which satisfies ω̃|Λ = 1. Under this transformation, the
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multipole moments tensors transform according to33,101,102 :

P̃
(n)
i1i2···in|Λ = P

(n)
i1i2···in|Λ + T S

n−1∑
k=0

(
n

k

)
(2n− 1)!!
(2k − 1)!! (−2)k−nP (k)

i1i2···ik(∂ik+1ω̃) · · · (∂inω̃)|Λ (C.5)

Some interesting features arises from here. First, notice that the change of the
multipole tensors depend only on (∂iω̃)|Λ, which is a vector evaluated at a single point.
Also, the change in the nth multipole depends on the multipoles of inferior order. Moreover,
Geroch32 showed that the Newtonian multipoles change in the exactly same way. Finally,
by setting ω̃|Λ = 1 and (∂iω̃)|Λ = 0, the multipole moments are keep invariant.

C.1 Axisymmetric electrovacuum

Considering axial symmetry, if the symmetry axis passes through Λ (ρ = 0), then
the multipole moments must be invariant under the action of the axial space-like Killing
vector (since it defines rotations). In order to remain invariant under the action of the
axial Killing vector at Λ, the multipole tensors must necessarily be multiples of the outer
product of the axis vector ea with itself.33 That is:

P
(n)
i1···in = PnS[ei1 · · · ein ] |Λ (C.6)

Thus, it is possible to define the scalar moments as being:

Pn = 1
n!P

(n)
i1···ine

i1 · · · ein |Λ (C.7)

Consequently, the scalar moments are just:

Pn = 1
n!P

(n)
2 2···2|Λ (C.8)

Beig35 and Simon34 have shown that the Ernst potentials ξ and q are good scalar
fields to be considered in the study for gravitational and electromagnetic multipoles since
they are holomorphic functions at infinity and because knowing their behaviour over the
symmetry axis is sufficient to analytically continue them into the whole space.19 The choice
φ = ξ gives the gravitational moment tensors P (n)

i1···in , while the choice φ = q yields the
electromagnetic moments Q(n)

i1···in . Fodor36 first introduced a simple algorithm to compute
the multipole moments in vacuum which is given in section C.2, and then Hoenselaers69

extended it for the electromagnetic case. However, two mistakes appear in reference [69]:
one in the derivatives of the Ernst potentials and the other in the recurrence formula for
the Taylor expansion of the potentials. The first mistake was corrected by Sotiriou,92 but
the second has gone unnoticed by him. While the second was corrected by Perjés,103 but
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unfortunately he unfortunately didn’t realize the first mistake. Therefore, hopefully, the
correct formulae for the multipole moments are given in the present text.

The metric for the 3-dimensional manifold S is:

hij(ρ, z, ϕ) =


e2γ 0 0
0 e2γ 0
0 0 ρ2

 (C.9)

The field equations for this coordinate system are:

(ξξ∗ − qq∗ − 1)∇2ξ = 2(ξ∗∇ξ − q∗∇q) · ∇ξ (C.10)
(ξξ∗ − qq∗ − 1)∇2q = 2(ξ∗∇ξ − q∗∇q) · ∇q (C.11)

The nonzero components of the Ricci tensor for the metric hij are written as:

R11 = −γ,ρρ−γ,zz +γ,ρ
ρ
, (C.12)

R21 = γ,z
ρ
, (C.13)

R22 = −γ,ρρ−γ,zz −
γ,ρ
ρ
. (C.14)

By using the equations (3.19), (3.20) and (3.21), the Ricci tensor can be written in
the simple formula69:

Rik = (ξξ∗ − qq∗ − 1)−2 (∂iξ∂kξ∗ + ∂iξ
∗∂kξ − ∂iq∂kq∗ − ∂iq∗∂kq + sis

∗
k + s∗i sk) . (C.15)

where si = ξ∂iq− q∂iξ. The indices, i, j, here take values 1 or 2 and the other components
of the Ricci tensor are zero.

A useful coordinate transformation to manipulate the point Λ is36:

ρ̄ = ρ

ρ2 + z2 , (C.16)

z̄ = z

ρ2 + z2 , (C.17)

ϕ̄ = ϕ . (C.18)
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In such coordinate system the metric is written as:

hīj(ρ̄, z̄, ϕ̄) = 1
r̄4


e2γ 0 0
0 e2γ 0
0 0 ρ̄2

 (C.19)

Where r̄2 = ρ̄2 + z̄2. With this coordinate transformation, Λ is the origin of the new
coordinate system. An immediate choice of the conformal factor in order for the metric to
be holomorphic in Λ is

Ω = r̄2 = ρ̄2 + z̄2 (C.20)

Consequently, the metric for the manifold S̃ can be written as:

h̃ij(ρ̄, z̄, ϕ̄) =


e2γ 0 0
0 e2γ 0
0 0 ρ̄2

 (C.21)

It is straightforward to see that this choice of conformal factor does fulfill the
conditions for S to be considered asymptotically flat∗. By performing the transformations
{ρ, z, ϕ} → {ρ̄, z̄, ϕ̄} and ξ → ξ̃, the field equations (C.10) and (C.11) become69:

(
r̄2ξ̃ξ̃∗ − r̄2q̃q̃∗ − 1

)
∇2ξ̃ = (C.22)

2
(
r̄2(ξ̃∗∇ξ̃ · ∇ξ̃ − q̃∗∇ξ̃ · ∇q̃) + 2r̄ξ̃∗ξ̃∇ξ̃ · ∇r̄ − r̄q̃∗ξ̃∇q̃ · ∇r̄ − r̄q̃∗q̃∇ξ̃ · ∇r̄ + ξ̃∗ξ̃2 − q̃∗ξ̃q̃

)

(
r̄2ξ̃ξ̃∗ − r̄2q̃q̃∗ − 1

)
∇2q̃ = (C.23)

2
(
r̄2(ξ̃∗∇q̃ · ∇ξ̃ − q̃∗∇q̃ · ∇q̃) + r̄ξ̃∗q̃∇ξ̃ · ∇r̄ − 2r̄q̃∗q̃∇q̃ · ∇r̄ + r̄ξ̃∗ξ̃∇q̃ · ∇r̄ + ξ̃∗q̃ξ̃ − q̃∗q̃2

)
Here, all derivative operators are to be considered as an Euclidean ones in the cylindrical
coordinates {ρ̄, z̄, ϕ̄}. Due to axial symmetry, the derivatives with respect to ϕ may be
neglected.

It is important to remark that the new potentials ξ̃ and q̃ are not solutions of the
Ernst equations associated with the metric h̃ij . They are just conformal transformations of
the Ernst potentials ξ and q, which are in fact solutions of the Ernst equations associated
with the metric hij. However, since in equation (C.4) the Ricci tensor R̃ij related to h̃ij,
appears, it becomes necessary to know how to write R̃ij in terms of ξ̃ and q̃. First, notice
∗ From the previous considerations, it was imposed that γ |Λ = 0. Notice that it is, again, a

requirement.
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that h̃ij and hīj differ just by a conformal factor. Consequently, the Ricci tensor R̃ij in h̃ij
can be linked to the Ricci tensor Rīj in hīj by the formula104:

R̃ij = Rīj − hījDk̄∂k̄σ +
[
∂īσ∂j̄σ −Dī∂j̄σ − hīj∂k̄σ∂k̄σ

]
(C.24)

Where h̃ij(ρ̄, z̄) = e2σ(ρ̄,z̄)hij(ρ̄, z̄) or σ = ln(Ω). With the aid of the formulae
(C.12),(C.13) and (C.14) which remain valid in S̃, it is possible to write:

R̃11 = z̄2

r̄2R1̄1 −
2ρ̄z̄
r̄2 R1̄2 + ρ̄2

r̄2R2̄2 , (C.25)

R̃12 = ρ̄z̄

r̄2 R1̄1 + z̄2 − ρ̄2

r̄2 R1̄2 −
ρ̄z̄

r̄2 R2̄2 , (C.26)

R̃22 = ρ̄2

r̄2R1̄1 + 2ρ̄z̄
r̄2 R1̄2 + z̄2

r̄2R2̄2 . (C.27)

Finally, using equations (3.19) and (3.20) and after some manipulations one can
write69:

(
r̄2ξ̃∗ξ̃ − r̄2q̃∗q̃ − 1

)2
R̃ij = 2 Re

(
∇̃iξ̃∇̃jξ

∗ − ∇̃iq̃∇̃j q̃
∗ + s̃is̃

∗
j

)
. (C.28)

Where92

∇̃1 = z̄
∂

∂ρ̄
− ρ̄ ∂

∂z̄
∇̃2 = ρ̄

∂

∂ρ̄
+ z̄

∂

∂z̄
+ 1 s̃i = r̄

(
ξ̃∇̃iq̃ − q̃∇̃iξ̃

)
. (C.29)

These derivatives are the origin of the mistake in Hoenselaers’s paper69 in which
the index 1, 2 were interchanged.

C.2 Fodor-Hoenselaers-Perjés

It was shown in chapter 4 that the Ernst potentials on the symmetry axis are
sufficient to describe the Einstein-Maxwell fields in the entire space. Thus, it is expected
that the multipole moments might be evaluated in terms of the power series coefficients of
the Ernst potentials on the symmetry axis, that is:

ξ̃ =
∞∑
j=0

mj z̄
j , q̃ =

∞∑
j=0

qj z̄
j . (C.30)

In other words, the multipole moments Pn and Qn might be expressed in terms of
mj and qj . Notice that the recurrence formula for the multipoles (C.4) do not mix the real
and imaginary parts, hence, Pn and Qn represent a set of four sets of multipoles. Here, the
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real part of Pn is associated with the mass moment, while the imaginary one is associated
with the angular moment (the justification for naming the latter is given by the fact that
in the case of a static space-time the imaginary part of ξ vanishes). Moreover, the real and
imaginary parts of the moments Qn are the electric and magnetic moments, respectively.

Considering ξ̃ and q̃ holomorphic functions, it is possible to write their power series
around Λ:

ξ̃ =
∞∑

i,j=0
aij ρ̄

iz̄j , q̃ =
∞∑

i,j=0
bij ρ̄

iz̄j . (C.31)

Where a0j ≡ mj and b0j ≡ qj. Then, by substituting the expansions above in the
tilde version of the Ernst equations (C.22)(C.23), one would expect that it is possible
to write all aij and bij in terms of mj and qj. In fact, substituting these expansions into
(C.22), the LHS can be written as†:

(p2 + z2
) ∞∑
i,j,k,l

(aija∗kl − bijb∗kl) pi+kzj+l − 1
 ∞∑
m,n

amn(mρm−2zn +m(m− 1)ρm−2zn+

+n(n− 1)ρmzn−2) (C.32)

=
 ∞∑
i,j,k,l

(aija∗kl − bijb∗kl) (pi+k+2zj+l + pi+kzj+l+2)− 1
 ∞∑
m,n

amn(m
2

ρ2 + n(n− 1)
z2 )ρmzn

(C.33)

=
∞∑

i,j,k,l,m,n

amn (aija∗kl − bijb∗kl)
(
m2 + n(n− 1) + m2z2

ρ2 + n(n− 1)ρ2

z2

)
ρi+k+mzj+l+m−

−
∞∑
m,n

amn(m
2

ρ2 + n(n− 1)
z2 )ρmzn (C.34)

=
∑
e,d

ρezd(
∑

i+k+m=e
j+l+n=d

(aija∗kl − bijb∗kl)×

×
(
amn(m2 + n(n− 1)) + am−2,n+2(n+ 2)(n+ 1) + am+2,n−2(m+ 2)2

)
−

− ae+2,d(e+ 2)2 − ae,d+2(d+ 1)(d+ 2)) (C.35)

† In order for the equations to become legible, the bars over the coordinates will be dropped in
this calculation
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Now, performing the same calculations for the RHS:

2
(ρ2 + z2)

[ ∞∑
k,l

a∗klρ
kzl
(
∂ρ
∞∑
i,j

aijρ
izj∂ρ

∞∑
m,n

amnρ
mzn + ∂z

∞∑
i,j

aijρ
izj∂z

∞∑
m,n

amnρ
mzn

)
−

−
∞∑
k,l

b∗klρ
kzl
(
∂ρ
∞∑
i,j

bijρ
izj∂ρ

∞∑
m,n

amnρ
mzn + ∂z

∞∑
i,j

bijρ
izj∂z

∞∑
m,n

amnρ
mzn

)]
+

+2
∞∑

i,j,k,l

aija
∗
klρ

i+kzj+l
(
ρ∂ρ

∞∑
m,n

amnρ
mzn + z∂z

∞∑
m,n

amnρ
mzn

)
−

(C.36)

−
∞∑

m,n,k,l

amnb
∗
klρ

m+kzn+l
(
ρ∂ρ

∞∑
i,j

bijρ
izj + z∂z

∞∑
i,j

aijρ
izj
)
−

−
∞∑

i,j,k,l

bijb
∗
klρ

i+kzj+l
(
ρ∂ρ

∞∑
m,n

amnρ
mzn + z∂z

∞∑
m,n

amnρ
mzn

)
+

+
∞∑

i,j,k,l,m,n

(aija∗kl − bijb∗kl) am,nρi+k+mzj+l+n



= 2

∞∑
k,l

a∗kl(ρk+2zl + ρkzl+2)
∞∑

i,j,m,n

[
imaijamnρ

i+m−2zj+n + j n aijamnρ
i+m−2zj+n−2

]
−

−
∞∑
k,l

b∗kl(ρk+2zl + ρkzl+2)
∞∑

i,j,m,n

[
im bijamnρ

i+m−2zj+n + j n bijamnρ
i+m−2zj+n−2

]
+

+2
∞∑

i,j,k,l

aija
∗
klρ

i+kzj+l
∞∑
m,n

amn(m+ n)ρmzn−

(C.37)

−
∞∑

m,n,k,l

amnb
∗
klρ

m+kzn+l
∞∑
i,j

bij(i+ j)ρizj−

−
∞∑

i,j,k,l

bijb
∗
klρ

i+kzj+l
∞∑
m,n

amn(m+ n)ρmzn+

+
∞∑

i,j,k,l,m,n

(aija∗kl − bijb∗kl) am,nρi+k+mzj+l+n


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Nonetheless notice that it could also be written as:

2
∞∑

i,j,k,l

aija
∗
klρ

i+kzj+l
∞∑
m,n

amn(m+ n)ρmzn = (C.38)

=
∞∑

i,j,k,l

aija
∗
klρ

i+kzj+l
∞∑
m,n

amn(m+ n)ρmzn +
∞∑

m,n,k,l

amna
∗
klρ

m+kzn+l
∞∑
i,j

aij(i+ j)ρizj

Therefore, one gets:

2
∑
e,d

ρezd
∑

i+k+m=e
j+l+n=d

(aija∗kl − bijb∗kl)
(
amn(im+ j n+m+ n+ i+ j + 1)+ (C.39)

+ j(n+ 2)am−2,n+2 + i(m+ 2)am+2,n−2

)
Equating the RHS to the LHS, one get:

(e+ 2)2ae+2,d = −(d+ 1)(d+ 2)ae,d+2 +
∑

i+k+m=e
j+l+n=d

(aija∗kl − bijb∗kl)
(

(C.40)

am,n(m2 + n2 − 2im− 2jn− 2m− 3n− 2i− 2j − 2)+

+ am−2,n+2(n+ 2)(n− 2j + 1) + am+2,n−2(m+ 2)(m− 2i+ 2)
)

Performing the exact same calculation for equation (C.23), we find the recursion
relation for the potential q̃:

(e+ 2)2be+2,d = −(d+ 1)(d+ 2)be,d+2 +
∑

i+k+m=e
j+l+n=d

(aija∗kl − bijb∗kl)
(

(C.41)

bm,n(m2 + n2 − 2im− 2jn− 2m− 3n− 2i− 2j − 2)+

+ bm−2,n+2(n+ 2)(n− 2j + 1) + bm+2,n−2(m+ 2)(m− 2i+ 2)
)

These recursion relations, (C.40) and (C.41), imply that aij = bij = 0 for i odd.
Notice that these equations also ensure that in fact it is possible to write all aij and bij in
terms of mj and qj , which corroborates that it is always possible to determinate the Ernst
potentials everywhere from their behavior on the symmetry axis.102 In papers [69,92] a
small mistake appears that resulted in wrong formulae for the multipole moments. The
authors found − 4m − 5n instead of the correct −2m− 3n− 2i− 2j term. The mistake
has been corrected in the proceedings paper [103].



142

Since the Ricci tensor can be written in terms of ξ̃, one can use the power series
of ξ̃ to evaluate moments. Following Fodor,36 the next step is to construct a suitable
algorithm for the calculations of the multipole tensors P (n)

i1···in and Q(n)
i1···in . From now on,

all procedures will be applied for P (n)
i1···in since the development for Q(n)

i1···in is exactly the
same. By exploiting the fact that P (n)

i1···in is symmetric by construction, the notation can be
simplified:

P
(n)
a,b,c = P

(n)
1 · · · 1︸ ︷︷ ︸
a

2 · ·2︸ ︷︷ ︸
b

3 · ·3︸ ︷︷ ︸
c

, a+ b+ c = n . (C.42)

Consider the symmetric part of the covariant derivative:

S(D̃inP
(n−1)
i1···in−1) = 1

n!
∑
σ

D̃iσ(n)P
(n−1)
iσ(1)···iσ(n−1) . (C.43)

Where σ runs over all permutations of (1, 2, · · ·n)105:

S(D̃inP
(n−1)
i1···in−1) = 1

n

(
aD̃1P

(n−1)
a−1,b,c + bD̃2P

(n−1)
a,b−1,c + cD̃3P

(n−1)
a,b,c−1

)
. (C.44)

Then:

D̃1P
(n)
i1···in = ∂ρ̄P

(n)
a,b,c − aγ,ρ̄ P

(n)
a,b,c − bγ,z̄ P

(n)
a+1,b−1,c + aγ,z̄ P

(n)
a−1,b+1,c− (C.45)

− bγ,ρ̄ P (n)
a,b,c −

c

ρ̄
P

(n)
a,b,c .

D̃2P
(n)
i1···in = ∂z̄P

(n)
a,b,c − aγ,z̄ P

(n)
a,b,c + bγ,ρ̄ P

(n)
a+1,b−1,c − aγ,ρ̄ P

(n)
a−1,b+1,c − bγ,z̄ P

(n)
a,b,c . (C.46)

D̃23P
(n)
i1···in = cρ̄e−2γP

(n)
a+1,b,c−1 −

a

ρ̄
P

(n)
a−1,b,c+1 (C.47)

An analogous calculation leads to:

S(R̃i1i2P
(n−2)
i2···in ) = 1

n!
∑
σ

R̃iσ(1)iσ(2)P
(n−2)
iσ(2)···iσ(n)

. (C.48)

S(R̃i1i2P
(n−2)
i2···in ) = 1

n(n− 1)
(
a(a− 1)R̃11P

(n−2)
a−2,b,c + 2abR̃12P

(n−2)
a−1,b−1,c + b(b− 1)R̃22P

(n−2)
a,b−2,c

)
(C.49)

Hence, equation (C.4) can be expressed as:
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P
(n)
a,b,c = 1

n
T

a∂ρ̄P (n−1)
a−1,b,c + b∂z̄P

(n−1)
a,b−1,c −

[
(a(a− 1) + 2ab)γ,ρ̄ +2ac

ρ̄

]
P

(n−1)
a−1,b,c

− [2ab+ b(b− 1)]γ,z̄ P (n−1)
a,b−1,c + a(a− 1)γ,z̄ P (n−1)

a−2,b+1,c + b(b− 1)γ,ρ̄ P (n−1)
a+1,b−2,c

+ c(c− 1)ρ̄e−2γP
(n−1)
a+1,b,c−2 −

(
n− 3

2

) [
a(a− 1)R̃11P

(n−2)
a−2,b,c (C.50)

+ 2abR̃12P
(n−2)
a−1,b−1,c + b(b− 1)R̃22P

(n−2)
a,b−2,c

] .
Now, we will deduce the expression without trace. By induction, it is possible to

show that the construction of the trace-free part of a symmetric tensor can be done using
the expression100:

T (Ti1···in)i1···in = Ti1···in+ (C.51)

+
[n/2]∑
k=1

A
(n)
k S

(
hi1i2hi3i4 · · ·hi2k−1i2kh

r1r2hr3r4 · · ·hr2k−1r2kTr1r2···r2k−1r2ki2k+1···in

)

Where106 A(n)
m = (−1)mn!(2n− 2m− 1)!!

2mm!(n− 2m)!(2n− 1)!! . As a consequence, consider the totally

symmetric tensor Ti1i2···in , since T (T (Ti1···in)) = T (Ti1···in). Thereby:

A
(n)
1 T S

(
hi1i2Ti3i4···inabh

ab
)

+ A
(n)
2 T S

(
hi1i2hi3i4Ti5i6···inabcdh

abhcd
)

+ higher orders = 0 .
(C.52)

From the arbitrariness of the tensor Ti1···in , which order must be equal to zero. In
particular, one has as a consequence102:

T S (hi1i2Qi3i4···in) = 0 . (C.53)

Therefore, it is always possible to add a tensor T (n)
i1i2···in = S

(
h̃i1i2Q

(n−2)
i3i4···in

)
into the

definition of P (n)
a,b,c since it vanishes by performing the operation of removing the trace. In

other words, adding T (n)
i1i2···in = S

(
h̃i1i2Q

(n−2)
i3i4···in

)
does not change the values of the multipole

moments. Physically, it would be expected that the multipole moments do not depend
upon the coordinate φ or that its components do not contribute due to the axial symmetry.
Consider then the new tensors:

S
(0)
0,0,0 = P 0

0,0,0 , (C.54)
S

(1)
a,b,c = P 1

a,b,c , (C.55)
S

(n)
a,b,c = P n

a,b,c + T
(n)
a,b,c , n ≥ 2 . (C.56)



144

It will be shown that the tensor Q can be chosen so that S(n)
a,b,c = 0 for c 6= 0. Notice

that this is already valid for n = 0 and n = 1. Now, substituting P (n)
a,b,c by S

(n)
a,b,c everywhere

in (C.50) not considering the operation of removing the trace and adding T to the right
hand side, that is:

S
(n)
a,b,c = 1

n
T

a∂ρ̄S(n−1)
a−1,b,c + b∂z̄S

(n−1)
a,b−1,c −

[
(a(a− 1) + 2ab)γ,ρ̄ +2ac

ρ̄

]
S

(n−1)
a−1,b,c

− [2ab+ b(b− 1)]γ,z̄ S(n−1)
a,b−1,c + a(a− 1)γ,z̄ S(n−1)

a−2,b+1,c + b(b− 1)γ,ρ̄ S(n−1)
a+1,b−2,c

+ c(c− 1)ρ̄e−2γS
(n−1)
a+1,b,c−2 −

(
n− 3

2

) [
a(a− 1)R̃11S

(n−2)
a−2,b,c (C.57)

+ 2abR̃12S
(n−2)
a−1,b−1,c + b(b− 1)R̃22S

(n−2)
a,b−2,c

]+ T
(n)
a,b,c .

For n = 2:

S
(2)
1,0,1 = T

(2)
1,0,1 ,

S
(2)
0,1,1 = T

(2)
0,1,1 , (C.58)

S
(2)
0,0,2 = ρe−2γS

(1)
1,0,0 + T

(2)
0,0,2

In order to satisfy the requirement S(n)
a,b,c = 0 for c 6= 0, it is necessary that:

T
(2)
1,0,1 = T

(2)
0,1,1 = 0 , T

(2)
0,0,2 = −ρe−2γS

(1)
1,0,0 . (C.59)

For n = 3:

S
(3)
2,0,1 = T

(3)
2,0,1 , S

(3)
0,2,1 = T

(3)
0,2,1

S
(3)
1,1,1 = T

(3)
1,1,1 , S

(3)
0,0,3 = T

(3)
0,0,3

S
(3)
1,0,2 = 2

3ρe
−2γS

(2)
2,0,0 + T

(3)
1,0,2 S

(3)
0,1,2 = 2

3ρe
−2γS

(2)
1,1,0 + T

(3)
0,1,2 .

(C.60)

Thus,

T
(3)
2,0,1 = T

(3)
0,2,1 = T

(3)
1,1,1 = T

(3)
0,0,3 = 0 ,

T
(3)
1,0,2 = −2

3ρe
−2γS

(2)
2,0,0 , (C.61)

T
(3)
0,1,2 = −2

3ρe
−2γS

(2)
1,1,0 . (C.62)
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By induction, in order to satisfy S(n)
a,b,c = 0 for c 6= 0‡:

S
(n)
a,b,1 = T

(n)
a,b,1 , (C.63)

S
(n)
a,b,2 = 2

n
ρ̄e−2γS

(n−1)
a+1,b,0 + T

(n)
a,b,2 , (C.64)

S
(n)
a,b,c = T

(n)
a,b,c , c ≥ 2 . (C.65)

Hence:

T
(n)
a,b,c = 0 , c 6= 0, 2 . (C.66)

T
(n)
a,b,2 = − 2

n
ρ̄e−2γS

(n−1)
a+1,b,0 (C.67)

In order to find the general formula for T (n)
a,b,c it is necessary to know its shape for

c = 0. Remember that:

T
(n)
a,b,c = S

(
h̃i1i2Q

(n−2)
i3···in

)
=

= 1
n(n− 1)

(
a(a− 1)h̃11Q

(n−2)
a−2,b,c + b(b− 1)h̃22Q

(n−2)
a,b−2,c + c(c− 1)h̃3Q

(n−2)
a,b,c−2

)
. (C.68)

Thus:

T
(n)
a,b,0 = 1

n(n− 1)
(
a(a− 1)h̃11Q

(n−2)
a−2,b,0 + b(b− 1)h̃22Q

(n−2)
a,b−2,0

)
. (C.69)

It is necessary the to find Q(n−2)
a−2,b,0 and Q(n−2)

a,b−2,0. Consider the system:

a(a− 1)h̃11Q
(n−2)
a−2,b,1 + b(b− 1)h̃22Q

(n−2)
a,b−2,1 = 0 , (C.70)

a(a− 1)h̃11Q
(n−2)
a−2,b,2 + b(b− 1)h̃22Q

(n−2)
a,b−2,2 + 2h̃33Q

(n−2)
a,b,0 = −2(n− 1)ρe−2γS

(n−1)
a+1,b,0 , (C.71)

a(a− 1)h̃11Q
(n−2)
a−2,b,c + b(b− 1)h̃22Q

(n−2)
a,b−2,c + c(c− 1)h̃33Q

(n−2)
a,b,c−2 = 0 , c ≥ 2 . (C.72)

Due to the arbitrariness of Q, it is possible to choose Qn
a,b,c = 0 for c 6= 0. As a

result:

Q
(n−2)
a,b,0 = −n− 1

h̃33
ρe−2γS

(n−1)
a+1,b,0 . (C.73)

‡ Except the term c(c− 1)ρ̄e−2γS
(n−1)
a+1,b,c−2, every term in S(n)

a,b,c depends upon a lower order in
n and the same c
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Hence, this proves that to evaluate the multipole moments it is necessary only to
evaluate the quantities such that c = 0. Therefore a+ b = n, Sna ≡ S

(n)
a,n−a,0.

T
(n)
a,n−a,0 = 1

n

(
−a(a− 1)

ρ
S

(n)
a−1 −

(n− a)(n− a− 1)
ρ

S
(n−a)
a+1

)
(C.74)

Substituting this into (C.57), one gets the following recursion relations:

S
(0)
0 =ξ̃ , S

(1)
0 = ∂z̄ ξ̃ , S

(1)
1 = ∂ρ̄ξ̃ , (C.75)

S(n)
a = 1

n

{
a∂ρ̄S

(n−1)
a−1 + (n− a)∂z̄S(n−1)

a +

a

[
(a+ 1− 2n)∂ρ̄γ −

a− 1
ρ̄

]
S

(n−1)
a−1 + (a− n)(a+ n− 1)∂z̄γS(n−1)

a + (C.76)

a(a− 1)∂z̄γS(n−1)
a−2 + (n− a)(n− a− 1)

(
∂ρ̄γ −

1
ρ̄

)
S

(n−1)
a+1 −(

n− 3
2

) (
a(a− 1)R̃11S

(n−2)
a−2 + 2a(n− a)R̃12S

(n−2)
a−1 +

(n− a)(n− a− 1)R̃22S
(n−2)
a

)}
.

Where the multipole tensors P n
a,b,c = T (Sna )a,b,c, but from (C.8) the multipole

moments are calculated with a = 0 (or b = n). From equation (C.51):

T (S(n)
i1···in)2 2···2 = S2···2+ (C.77)

+
[n/2]∑
k=1

A
(n)
k S

(
h2 2h2 2 · · ·h2 2h

r1r2hr3r4 · · ·hr2k−1r2kSr1r2···r2k−1r2k 2···2
)

Fodor et al36 have shown that this expression evaluated at Λ (h̃22 = h̃22 = 1) can
be written as:

T (S(n)
i1···in)2 2···2 = n!

(2n− 1)!!S
(n)
0 . (C.78)

Consequently, the scalar moments associated with mass and angular momentum
are:

Pn = 1
(2n− 1)!!S

(n)
0 |Λ (C.79)

In a similar way, moments associated with the electromagnetic fields are given by
the exchange of ξ for q in the above definitions:
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S
(0)
0 =q̃ , S

(1)
0 = ∂z̄ q̃ , S

(1)
1 = ∂ρ̄q̃ , (C.80)

S(n)
a = 1

n

{
a∂ρ̄S

(n−1)
a−1 + (n− a)∂z̄S(n−1)

a +

a

[
(a+ 1− 2n)∂ρ̄γ −

a− 1
ρ̄

]
S

(n−1)
a−1 + (a− n)(a+ n− 1)∂z̄γS(n−1)

a + (C.81)

a(a− 1)∂z̄γS(n−1)
a−2 + (n− a)(n− a− 1)

(
∂ρ̄γ −

1
ρ̄

)
S

(n−1)
a+1 −(

n− 3
2

) (
a(a− 1)R̃11S

(n−2)
a−2 + 2a(n− a)R̃12S

(n−2)
a−1 +

(n− a)(n− a− 1)R̃22S
(n−2)
a

)}
.

Finally, the scalar moments:

Qn = 1
(2n− 1)!!S

(n)
0 |Λ (C.82)

If one wishes to evaluate the multipole moments up to the order n, the following
algorithm should be used:

• Calculate all aij and bij in terms of mj and qj using equations (C.40) and (C.41)
(the power series of ξ̃ and q̃), of to order i+ j ≤ n.

• Evaluate the Ricci tensor R̃ij and the derivatives of γ in terms of the tilded versions
of the Ernst potentials, ξ̃ and q̃, using equation (C.28), and using γ,ρ̃ = ρ̄

2(R̃11− R̃22)
γ,z = ρ̄R̃21.

• Compute the tensor S(0)
0 using (C.75) or (C.80), and then evaluate the tensors

S
(1)
0 = ∂z̄S

(0)
0 and S(1)

1 = ∂ρ̄S
(0)
0 .

• Compute all S(m)
a , such that a ≤ n−m, by means of the recursion formula.

• Finally, the scalar multipole moments are given by 1
(2n− 1)!!S

(n)
0 |Λ.

The values obtained for the first six moments are as follows:

P0 = m0. (C.83)

P1 = m1. (C.84)
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P2 = m2. (C.85)

P3 = m3 + 1
5q
∗
0(m1q0 −m0q1). (C.86)

P4 = m4 + 3
35q

∗
1(m1q0 −m0q1) + 1

7q
∗
0(3m2q0 −m1q1 − 2m0q2) + 1

7
(
m2

1 −m0m2
)
m∗0. (C.87)

P5 = m5 + 1
21

(
|m0|2

(
m1

(
− |q0|2

)
+m0q1q

∗
0 − 7m3

)
+m1 |q0|4 + 14m3 |q0|2 −m1 |q1|2 +

+m1 |m1|2 +m1q0q
∗
2 + 4m2q0q

∗
1 −m0q1q

∗
2 −m2q1q

∗
0 −m0q0q1 (q∗0)2 − 3m0q2q

∗
1 − 6m1q2q

∗
0

− 7m0q3q
∗
0 −m0m2m

∗
1 + 7m1m2m

∗
0

)
. (C.88)

P6 = m6 + 1
1155

(
|m0|2

(
m0

(
37 |q1|2 + 140q2q

∗
0
)
− 210

(
m2 |q0|2 + 3m4

)
− 37m1q0q

∗
1
)

+

+ 10 |q0|2
(
−5m0 |q1|2 + 5m1q0q

∗
1 + 7m2

1m
∗
0 + 105m4

)
− 100m0 |q2|2 + 175m2 |q0|4 + 20m2 |q1|2 +

+|m1|2
(
140m2 − 13m0 |q0|2

)
+35m2 |m0|4−25m0 |m2|2+35m0q

2
1 (q∗0)2+35m1q0q

∗
3+125m2q0q

∗
2+

+ 350m3q0q
∗
1 + 13m2

0q1m
∗
1q
∗
0−35m0q1q

∗
3−25m1q1q

∗
2 + 70m3q1q

∗
0−70m1q0q1 (q∗0)2−160m1q2q

∗
1−

−280m2q2q
∗
0−140m0q0q2 (q∗0)2−210m0q3q

∗
1−420m1q3q

∗
0−420m0q4q

∗
0+25m2

1m
∗
2−35m0m

2
1 (m∗0)2 +

+ 280m2
2m
∗
0 − 140m0m3m

∗
1 + 350m1m3m

∗
0

)
. (C.89)

Q0 = q0. (C.90)

Q1 = q1. (C.91)

Q2 = q2. (C.92)

Q3 = q3 + 1
5m
∗
0(m1q0 −m0q1). (C.93)

Q4 = q4 + 1
35
(
3m∗1(m1q0 −m0q1) + 5m∗0(2m2q0 +m1q1 − 3m0q2)− 5

(
q2

1 − q0q2
)
q∗0
)
. (C.94)
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Q5 = q5 + 1
21

(
|q0|2

(
−q1 |m0|2 +m1q0m

∗
0 + 7q3

)
− 14q3 |m0|2 + q1

(
|m0|4 + |m1|2 − |q1|2

)
−

−m0m1q0 (m∗0)2+m∗2(m1q0−m0q1)+m∗0(7m3q0+6m2q1+m1q2)+m∗1(3m2q0−4m0q2)+q2 (q0q
∗
1 − 7q1q

∗
0)
)
.

(C.95)

Q6 = q6+ 1
1155

(
−37m0q1 |q0|2m∗1+100q0 |m2|2+37q0 |m1q0|2−20q2 |m1|2+35q2 |q0|4+630q4 |q0|2 +

+ 25q0 |q2|2 − 140q2 |q1|2 + 210m3q0m
∗
1 + 25m1q1m

∗
2 + 160m2q1m

∗
1 + 35m∗3(m1q0 −m0q1)−

− 125m0q2m
∗
2 + 35 (m∗0)2

(
m2

1q0 − 2m0m1q1 +m0(5m0q2 − 4m2q0)
)
− 350m0q3m

∗
1+

+m∗0
(
50m0m

∗
1(m0q1 −m1q0) + 13q0q

∗
1(m1q0 −m0q1) + 70

(
q∗0
(
2m2q

2
0 +m0

(
q2

1 − 3q0q2
))

+

+6m4q0+6m3q1+4m2q2−m1q3−15m0q4
))
−25q2

1q
∗
2−35q0q

2
1 (q∗0)2−280q2

2q
∗
0+140q0q3q

∗
1−350q1q3q

∗
0

)
.

(C.96)

For n ≥ 3 the expressions for Pn and Qn are clearly different from the results published
earlier.69,92
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