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## ABSTRACT

CAMPOS, A. F. Galois points. 2022. 121 p. Tese (Doutorado em Ciências - Matemática) - Instituto de Ciências Matemáticas e de Computação, Universidade de São Paulo, São Carlos - SP, 2022.

The text with which this thesis is made up may be seen as a unifying reference for some of the most important results about Galois points for plane algebraic curves, a relatively recent research topic, as of the time this thesis was submitted. Emphasis is given to the case of curves over fields of positive characteristic. The core of the work is the classification of curves in terms of the quantity and nature of their Galois points. For smooth curves, such classification was completely obtained around 2012. As opposed, the same enterprise for singular curves does not seem to be so promising, except when we restrict ourselves to the so-called extendable Galois points, which will be studied in detail in this work.
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## RESUMO

CAMPOS, A. F. Pontos de Galois. 2022. 121 p. Tese (Doutorado em Ciências Matemática) - Instituto de Ciências Matemáticas e de Computação, Universidade de São Paulo, São Carlos - SP, 2022.

O texto que compõe esta tese pode ser encarado como uma referência unificadora de alguns dentre os mais importantes resultados sobre pontos de Galois em curvas algébricas planas, um tópico de pesquisa relativamente recente, partindo de quando esta tese foi apresentada. Ênfase é dada no caso de curvas sobre corpos de característica positiva. O cerne do trabalho é a classificação de curvas em termos das quantidade e natureza de seus pontos de Galois. Para curvas não singulares, tal classificação foi completamente obtida por volta de 2012. Em contrapartida, o mesmo empreendimento para curvas singulares não aparenta ser tão promissor, exceto quando nos restringimos aos assim chamados pontos de Galois extensíveis, que serão estudados detalhadamente neste trabalho.

Palavras-chave: Curvas algébricas, Teoria de Galois, Corpos de funções algébricas, Corpos finitos.

## CONTENTS

1 INTRODUCTION AND SURVEY ..... 13
2 GALOIS POINTS ..... 15
2.1 Projection from a point ..... 15
2.2 The Galois group of a Galois point and its action ..... 19
2.3 Extendable Galois points ..... 24
2.4 The intermediate extension ..... 34
2.5 Non-singular plane quartics ..... 36
2.6 Automorphisms commuting with $G_{P}$ ..... 41
3 SMOOTH CURVES ..... 43
3.1 Zero characteristic ..... 44
3.2 Positive and mostly odd characteristic ..... 50
3.2.1 $\quad$ The special case of the Hermitian curve ..... 51
3.2.2 Inner points when $d \not \equiv 1 \bmod p$ ..... 51
3.2.3 Outer points when $d \not \equiv 0 \bmod p$ ..... 52
3.2.4 Inner points when $d \equiv 1 \bmod p$ ..... 54
3.3 Even characteristic ..... 71
3.3.1 An example ..... 73
3.3.2 Generalizing the previous example to "arbitrary" degree ..... 77
3.3.3 The group of automorphisms and the Hasse-Witt invariant of $C_{\lambda}$ ..... 82
3.3.4 Complete classification of "2-Galois maximal" curves ..... 89
4 EXTENDABLE POINTS FOR SINGULAR CURVES ..... 95
4.1 Outer points when $d \not \equiv 0 \bmod p$ ..... 95
4.1.1 $d \not \equiv 1 \bmod p$ ..... 98
4.1.2 $d \equiv 1 \bmod p$ and $p \neq 2$ ..... 102
4.1.3 $d \equiv 1 \bmod p$ and $p=2$ ..... 104
4.2 Outer points when $d=p^{e}$ ..... 107
4.2.1 $p \neq 2$ ..... 109
4.2.2 $p=2$ ..... 112
4.3 Inner smooth points with $d \not \equiv 1 \bmod p$ ..... 114
BIBLIOGRAPHY ..... 119

## CHAPTER

## INTRODUCTION AND SURVEY

The main object of study in the present work is that of a Galois point for plane algebraic curves, a concept developed in the late 1990s by Japanese mathematicians Kei Miura and Hisao Yoshihara, which first appeared in (MIURA; YOSHIHARA, 2000). The motivation for the definition of such a concept seems to come from the study of the gonality of plane curves (cf. (MIURA; YOSHIHARA, 2000) and (FUKASAWA, 2009, p. 211)). More specifically, and under the hypothesis that the characteristic of the base field is zero, the authors of (MIURA; YOSHIHARA, 2000) were interested in the study of maximal (with respect to inclusion) rational subfields $F_{\text {MRat }}$ of an algebraic function field $F$ in one variable. The least degree of the degrees $\left[F: F_{\text {Mrat }}\right]$ is the gonality of $F$. If a plane model $C$ for the curve associated to $F$ is non-singular, then the gonality of $F$ coincides with the gonality of $C$ and any extension $F / F_{\text {Mrat }}$ is "realized" as the projection from a point $P \in \mathbb{P}^{2}$. The authors, then, study the extensions $F / F_{\text {MRat }}$ from a geometric point of view, i.e., indirectly via these projections. In particular, they investigated conditions for these extensions to be Galois, which led to the definition of Galois point.

The above emphasis on the word plane was given in order to point out that there do exist analogues of the concept for curves embedded in higher dimensional projective spaces; for instance, for spacial curves (those in $\mathbb{P}^{3}$ ) one may consider Galois lines (cf. (DUYAGUIT; YOSHIHARA, 2005)).

The two aspects that influence the most on the overall behavior of Galois points are: the (positivity or not of the) characteristic of the field, an arithmetic aspect, and the singularity or smoothness of the curve, a geometric aspect. Within the scenario of positive characteristic, even characteristic also tends to add another layer of complication to the analysis. As the reader will be able to see in the first chapters, things usually get a bit more complicated in passing from zero to positive characteristic, as well as from smooth to singular curves.

Throughout the text, the results will be presented in an order reflecting this complication of things: in Chapter 3, we will first consider smooth curves over fields of zero characteristic (cf. section 3.1), then smooth curves in positive characteristic (cf. section 3.2). These will further be divided according to the class of the degree of the curve modulo the characteristic (cf. subsection 3.2.2, subsection 3.2.3 and subsection 3.2.4). A special family of curves in even characteristic will have to be considered separately (cf. section 3.3).

Finally, singular curves are studied in Chapter 4. There, we study Galois points under the additional assumption of it being an extendable Galois point (cf. Definition 5), and a few novel results are presented (cf. Theorem 8, Theorem 7 and Theorem 9).

This order in the exposition also reflects the actual development of the area.
As for its importance, it is sufficient to say that for smooth curves in arbitrary characteristic a complete classification in terms of the distribution of Galois points was achieved circa 2012 (cf. (FUKASAWA, 2013)).

## GALOIS POINTS

From now on, the word field will always mean algebraically closed field, and it will be made very clear when not (if ever). We denote a field by $k$ and the finite field by with $q$ elements by $\mathbb{F}_{q}$, as usual. Similarly, curve is to be understood as projective, plane and geometrically irreducible curve. The capitalized letters $X, Y$ and $Z$ will be used to represent variables for polynomials. We usually make no distinction between a matrix $M \in P G L(3, k)$ and its corresponding projective transformation. Whenever we say automorphism group, we mean full automorphism group.

### 2.1 Projection from a point

Let $\mathbb{P}^{2}=\mathbb{P}^{2}(k)$ be the projective plane over $k$. We start with the following
Definition 1. For a point $P \in \mathbb{P}^{2}$ and a line $\ell \subset \mathbb{P}^{2}$ not containing $P$, the map $\pi_{P, \ell}: \mathbb{P}^{2} \backslash P \rightarrow \ell$ which takes a point $Q$ and sends it to the point $\pi_{P, \ell}(Q) \stackrel{\text { def }}{=} \overline{P Q} \cap \ell$ is called the projection with center $P$ to the line $\ell$, or simply projection from $P$ to $\ell$.


Given a curve $C$ with degree at least 2 , restriction of the projection $\pi_{P, \ell}$ to $C$ gives a dominating rational map from $C$ to $\ell$ (recall that $C$ has degree at least two and that $\pi_{P, \ell}$ is defined everywhere on $C$ except for, possibly, $P$ ). This restriction will be denoted also by $\pi_{P, \ell}$. The induced morphism of function fields, $\pi_{P, \ell}^{*}: k(\ell) \rightarrow k(C)$, allows us to identify $k(\ell)$ with a (rational) subfield of $k(C)$, which will be denoted by $k_{P}(\ell)$. In other words, given $\pi_{P, \ell}$ and $C$ we obtain an extension of function fields $k(C) / k_{P}(\ell)$, with $k_{P}(\ell)$ rational. The degree of such extension is the degree of the rational map $\pi_{p, \ell}$, which, for its turn, equals the cardinality of its generic fiber, except only when $C$ is a strange curve and $P$ is the common point of all tangent lines at non-singular points (we discuss this exception further below). But for a point $Q \in \ell$, we have $\pi_{P, \ell}^{-1}(Q)=\overline{P Q} \cap(C \backslash\{P\})$, and once there is a bijective correspondence between the lines through $P$ and the points in $\ell$, it follows that the cardinality of a generic fiber of $\pi_{P, \ell}$ is given by the cardinality of $\ell_{P} \cap(C \backslash\{P\})$, where $\ell_{P}$ is a generic line through $P$. Finally, an invocation of Bézout's theorem is used to conclude that

$$
\begin{equation*}
\operatorname{deg} \pi_{P, \ell}=\left[k(C): k_{P}(\ell)\right]=\operatorname{deg} C-m_{P}(C) \tag{2.1}
\end{equation*}
$$

where $m_{P}(C)$ is the multiplicity of $P$ in $C$, with the convention that $m_{P}(C)=0$ if $P \notin C$. Now, for that exception mentioned earlier, recall that a strange curve is a curve for which there exists a point "making" the tangent lines at all non-singular points concurrent; strangeness occurs only in positive characteristic. More about this phenomenon can be learned in (HIRSCHFELD; KORCHMáROS; TORRES, 2013, p. 12). If $P$, the center of the projection $\pi_{p, \ell}$, coincides with the common point of all tangent lines of a strange curve, (2.1) still holds; the only difference is that, now, the degree of $\pi_{P, \ell}$ won't exactly be the cardinality of the generic fiber. We can take a generic line $\ell$ to be not any tangent line to $C$ at $P$ and intersecting $C \backslash\{P\}$ only at non-singular points. Then, Bézout's theorem again gives

$$
\begin{equation*}
\sum_{Q \in C \backslash\{P\} \cap \ell} I_{Q}(C \cap \ell)=d-I_{P}(C \cap \ell)=d-m_{P}(C) \tag{2.2}
\end{equation*}
$$

And thanks to our choice of $\ell$, the left hand side of (2.2) gives the degree of $\pi_{p, \ell}$, even though each of the intersection multiplicities is $\geq 2$ (actually $\geq$ char $k$ ), for which reason that same left hand side is not the cardinality of $C \backslash\{P\} \cap \ell$. The algebraic aspect behind such behavior is that of inseparability of $k(C) / k_{P}(\ell)$; separable extensions are almost everywhere unramified, which translates to $I_{Q}(C \cap \overline{P Q})=1$ but for finitely many $Q$.

In particular, if $C$ is smooth the possibilities given by (2.1) are

$$
\left[k(C): k_{P}(\ell)\right]= \begin{cases}\operatorname{deg} C & \text { if } P \notin C  \tag{2.3}\\ \operatorname{deg} C-1 & \text { if } P \in C\end{cases}
$$

With respect to its algebraic properties, and that's all that will concern us, the extension $k(C) / k_{P}(\ell)$ does not depend on the line $\ell$ onto which the projection goes. We
just saw, for instance, that its degree depends only upon $P$. That this is the case can be seen by simply noting that for lines $\ell_{1} \neq \ell_{2}$ not containing $P$ it holds $\pi_{P, \ell_{2}} \circ \pi_{P, \ell_{1}}=\pi_{P, \ell_{2}}$. This implies that the fields $k_{P}\left(\ell_{1}\right)$ and $k_{P}\left(\ell_{2}\right)$ are isomorphic subfields of $k(C)$.

We may, thus, speak of the rational subfield $k_{P}$ of $k(C)$, where $k_{P}$ can be "realized" via $\pi_{P, \ell}$ for the line $\ell$ suiting best our needs. Oftentimes $\pi_{P, \ell}$ will also be denoted by $\pi_{P}$ only. This, together with the fact that projectively equivalent curves have isomorphic function fields, allows us to always consider, after a projective transformation, $P=(1: 0: 0)$ and $\ell$ given by $X=0$. Before we take a better look at this particular projection, it is time for a definition.

Definition 2. With $P \in \mathbb{P}^{2}$ and $C$ a curve with degree at least two, the point $P$ will be called a Galois point with respect to $C$, or a Galois point for $C$, if the extension $k(C) / k_{P}$ is a Galois extension. We may also say that $P$ is inner or outer depending on whether $P \in C$ or not.

Now, consider $P=(1: 0: 0)$ and $\ell: X=0$. Take any point $Q_{0}=\left(x_{0}: y_{0}: z_{0}\right) \in \mathbb{P}^{2}$ distinct from $P$. The line $\overline{P Q}$ is given by $z_{0} Y-y_{0} Z=0$ (note that one of $y_{0}$ or $z_{0}$ is not zero, for otherwise $Q_{0}=P$ ). Its points are $P$ and $\left(t: y_{0}: z_{0}\right)$ for any $t \in k$. Therefore $\pi_{P, \ell}(Q)=\left(0: y_{0}: z_{0}\right)$. Suppose $z_{0} \neq 0$; moreover, and without loss of generality, suppose $z_{0}=1$. We consider the affine chart $Z \neq 0$, and let $y=Y / Z$ and $x=X / Z$. As $y_{0}$ "runs over" $k$, the functions $y-y_{0}$ (coming from the lines $Y-y_{0} Z=0$ ) run over a set of uniformizing parameters for all places of $k(\ell)$, except for the place at infinity (cf. (STICHTENOTH, 2009, Theorem 1.2.2): $k(\ell)$ is rational). The function $y-y_{0}$ is taken, via $\pi_{P, \ell^{\prime}}^{*}$ to the same function, but now viewed as a function on the field $k(C)$ (note that none of these functions vanishes in $k(C)$, otherwise $C$ would have a line as a component and, thus, would not be irreducible). The analysis for the pole of $y$ is similar. Therefore, if $C$ is given by the affine equation $f(x, y)=0$, where $x$ and $y$ generate $k(C) / k$, we see that the extension $k(C) / k_{P}$ is given by

$$
k(x, y) / k(y), \text { with } f(x, y)=0
$$

Remark 1. If char $k \neq 2$ and if $C$ has degree exactly two, then any point $P \in \mathbb{P}^{2}$ is a Galois point for $C$. The reason for it is that $k(C) / k_{P}$ will always have degree one or two, hence will always be Galois because char $k \neq 2$. For the same reason, if $C$ is a cubic curve then any point $P \in C$ is a (an inner) Galois point for $C$.

As was noted when we were considering the degree of $\pi_{p, \ell}$, if $C$ is strange and the center of the projection coincides with the common point of all tangent lines to non-singular points, then $k(C) / k_{P}$ is not a separable field extension, and hence, under such circumstances $P$ will never be a Galois point for $C$. In order to avoid any doubts on its truthfulness, what was just asserted will now be proved; but before, notice the
following: we say "the common point of all tangent lines" because it is indeed unique (cf. (HIRSCHFELD; KORCHMáROS; TORRES, 2013, Theorem 1.28)). After a projective transformation, we may suppose $P=(1: 0: 0)$; let also $F=0$ be the (irreducible) equation of $C$. The conditions on $C$ and $P$ imply that the polar curve of $P$ with respect to $C$ vanishes. But this amounts to $F_{X} \equiv 0$, which, for its turn, leads us to conclude that $F$ may be written as ( $p=\operatorname{char} k$ ):

$$
F(X, Y, Z)=H_{d}(Y, Z)+H_{d-p}(Y, Z) X^{p}+\ldots+H_{d-r p}(Y, Z) X^{r p}
$$

where $H_{j}(Y, Z)$ is homogeneous, on $Y$ and $Z$ only, of degree $j$. The field extension $k(C) / k_{P}$ is, therefore, given by $k(x, y) / k(y)$ with $x$ a root of

$$
F(T, y, 1)=H_{d}(y, 1)+H_{d-p}(y, 1) T^{p}+\ldots+H_{d-r p}(y, 1) T^{r p} \in k(y)[T]
$$

which is not a separable polynomial, and we are finished. It must be kept in mind that strange curves are all singular, except for conics in characteristic 2 (cf. (BAYER; HEFEZ, 1991) and references therein).

Quite often the condition $\operatorname{deg} C \geq 4$ will be required. Although there is another good reason for such a requirement (cf. the beginning of section 2.3), Remark 1 is enough for a justification as to why not bother with conics and cubics (at least with inner points in cubics).

The following, despite being obvious, will prove to be useful enough to be stated on its own.

Proposition 1. The property of being a Galois point is invariant under projective transformations, i.e., if $P$ is a Galois point for a curve $C$ and $T$ is a projective transformation, then $T(P)$ is a Galois point for $T(C)$.

It is time for us to consider an example.
Example 1. Let $k=\mathbb{C}$ and $C$ be the curve given by $X^{d}+Y^{d}+Z^{d}=0$, for any $d \geq 3$, i.e., the Fermat curve of degree $d$. Then $(1: 0: 0)$ is an outer Galois point for $C$. Indeed, the corresponding extension is $k(x, y) / k(y)$ with $x^{d}+y^{d}+1=0$, and this is a Kummer extension (recall that $\mathbb{C}$ contains all roots of 1 ): the polynomial $T^{d}+y^{d}+1$ is irreducible in $k(y)[T]$ once $y^{d}+1 \neq u^{n}$ for any $u \in k(y)$ and any divisor $n>1$ of $d\left(y^{d}+1\right.$ splits into $d$ distinct linear factors in $k[y]$ ). By considering the permutations of $\{X, Y, Z\}$, which are all projective transformations fixing $C$, we see that Proposition 1 implies that the points $(0: 1: 0)$ and $(0: 0: 1)$ are also outer Galois points for $C$.

The discussion following the next few lines comes from (MIURA; YOSHIHARA, 2000). Let $K / k$ be an algebraic function field in one variable and denote by $\operatorname{Rat}(K)$ the set of subfields of $K$ that are rational. Any subfield of a rational function field, for which
the corresponding extension is finite, is itself rational; this is known as Lüroth's theorem (cf. (STICHTENOTH, 2009, Proposition 3.5.9)) In view of it, we denote by MRat(K) the set of those fields $L$ in $\operatorname{Rat}(K)$ such that the extension $K / L$ does not contain any proper intermediate field $F \in \operatorname{Rat}(K)$, i.e., $\operatorname{MRat}(K)$ consist of those fields in $\operatorname{Rat}(K)$ which are maximal with respect to inclusion.

Definition 3. The number

$$
\operatorname{gon}(K)=\min \{[K: L] \mid L \in \operatorname{MRat}(K)\}
$$

is called the gonality of the function field $K$.

If char $k=0$ and $K=k(C)$ is the function field of a smooth plane curve $C$ of degree at least 2 , we have that $\operatorname{gon}(k(C))=\operatorname{deg} C-1$. Moreover, any rational subfield $L \in \operatorname{MRat}(k(C))$ is "realized" as $k_{P}$ for some $P \in C$ (see, for example, (NAMBA, 1984, Theorem 5.3.17)). As a consequence the task of describing (inner) Galois points for a smooth curve is equivalent to detecting all the Galois coverings $C \rightarrow \mathbb{P}^{1}$ having minimal degrees (cf. (FUKASAWA; MIURA, 2014, p. 62)).

### 2.2 The Galois group of a Galois point and its action

Definition 4. If $P$ is a Galois point for a curve $C$, the Galois group of the extension $k(C) / k_{P}$ will be denoted by $G_{P}$.

Recall that $\pi_{P}^{*}: k_{P}(\ell) \rightarrow k_{P} \subset k(C)$ is an isomorphism of fields. Consider the following subgroup:

$$
\begin{equation*}
\operatorname{Aut}_{\pi_{P}^{*}}(k(C)) \stackrel{\text { def }}{=}\left\{\sigma \in \operatorname{Aut}(k(C)) \mid \sigma \pi_{P}^{*}=\pi_{P}^{*}\right\} \tag{2.4}
\end{equation*}
$$

It is clear that $G_{P}=\operatorname{Aut}_{\pi_{P}^{*}}(k(C))$. Let us denote by $\hat{\pi}: \hat{C} \rightarrow C$ the non-singular model of $C$ and by $\hat{\pi}_{P}$ the composition $\pi_{P} \circ \hat{\pi}$. Under the identification $\operatorname{Aut}(k(C)) \simeq \operatorname{Aut}(\hat{C})$, the subgroup of $\operatorname{Aut}(k(C))$ defined in (2.4) corresponds to the following subgroup of $\operatorname{Aut}(\hat{C})$ (cf. (HOMMA, 2006, Definition 2.2)):

$$
\begin{equation*}
\operatorname{Aut}_{\hat{\pi}_{P}}(\hat{C}) \stackrel{\text { def }}{=}\left\{\sigma \in \operatorname{Aut}(\hat{C}) \mid \hat{\pi}_{P} \sigma=\hat{\pi}_{P}\right\} \tag{2.5}
\end{equation*}
$$

so that $G_{P} \simeq \operatorname{Aut}_{\hat{\pi}_{P}}(\hat{C})$. Note that, in case $P \in C$, the condition $\hat{\pi}_{P} \sigma=\hat{\pi}_{P}$ implies that $\sigma$ is a bijection on the set $\hat{C} \backslash \hat{\pi}^{-1}(P)$, because $\pi_{P}$ is not defined on $P$ (i.e. $\hat{\pi}_{P}$ is not defined on $\left.\hat{\pi}^{-1}(P)\right)$. Let $C_{\text {Smooth }} \subset C$ be the open set of all non-singular points of $C$. Given $\sigma \in \operatorname{Aut}(\hat{C})$, we can define a morphism $\sigma_{C}: C_{\text {Smooth }} \rightarrow C$ as follows

$$
\begin{equation*}
\sigma_{C}(Q) \stackrel{\text { def }}{=} \hat{\pi}\left(\sigma\left(\hat{\pi}^{-1}(Q)\right)\right) \tag{2.6}
\end{equation*}
$$

where $\hat{\pi}^{-1}(Q)$ is the unique point of $\hat{C}$ corresponding to $Q \in C_{\text {Smooth }}$. With this in mind, let us see how an element of $G_{P}$ acts on the points of $C_{\text {Smooth; }}$ take $\sigma \in \operatorname{Aut}_{\hat{\pi}_{P}}(\hat{C})$ and $Q \in C_{\text {Smooth }}$ such that $Q \neq P$. The condition in (2.5), together with (2.6), gives (recall that, once $\left.\sigma \in G_{P}, \sigma\left(\hat{\pi}^{-1}(Q)\right) \notin \hat{\pi}^{-1}(P)\right)$

$$
\begin{equation*}
\pi_{P}\left(\sigma_{C}(Q)\right)=\pi_{P}(Q) \tag{2.7}
\end{equation*}
$$

The above (2.7) tells us that $Q$ and $\sigma_{C}(Q)$ lie on the same line through $P$. To put in another way: $\sigma_{C}$ permutes the points of $\ell_{P} \cap C \backslash\{P\}$ for each line $\ell_{P}$ containing $P$.

We will be mainly concerned with linear automorphisms, i.e., those that come from projective transformations and are represented, as usual, by the elements of the matrix group $P G L(3, k)$. This turns out to be the case, for instance, for the automorphisms of non-singular curves of degree at least four. Indeed, if $C$ is smooth and has degree at least four, then every automorphism of $C$ comes from a unique projective transformation, a result to be found in (CHANG, 1978). For singular curves, we will study those points $P$ for which the maps $\sigma_{C}$, where $\sigma$ runs over the elements of $G_{P}$, come from projective transformations, i.e., can be extended to some projective transformation, for which reason they will be called extendable Galois points. The reason for such concern is that any linear automorphism acts also on the tangent lines of $C$, whereupon geometric constraints will emerge; and in case $G_{P}$ consists entirely of linear automorphisms, even more can be said.

Lemma 1. Suppose $P$ is a Galois point with respect to a curve $C$. Let $\sigma \in G_{P}$ be such that $\sigma_{C}$ is the restriction of a projective transformation (which will be denoted by $\sigma_{C}$ also) and $C \ni Q(\neq P)$; denote by $\ell$ the line $\overline{P Q}$. Then $I_{Q}(C \cap \ell)=I_{\sigma_{C}(Q)}(C \cap \ell)$. In particular, if $\ell$ is (the) tangent (resp. transversal) at $Q$ it will also be (the) tangent (resp. transversal) at $\sigma_{C}(Q)$.

Proof. We denote $\sigma_{C}$ by $\sigma$ only, and maintain this notation from now on. It is sufficient to prove that $\sigma$ fixes every line through $P$, for if this is the case then

$$
I_{Q}(C \cap \ell)=I_{\sigma(Q)}(C \cap \sigma(\ell))=I_{\sigma(Q)}(C \cap \ell),
$$

where the first equality holds by the linearity of $\sigma$. We now proceed to this proof.
As $P$ is a Galois point for $C, P$ is not the common point of all tangent lines to $C$ (cf. the discussion on page 17), and therefore there is only a finite number of non-singular points of $C \backslash\{P\}$ whose tangent lines pass through $P$ (cf. (HIRSCHFELD; KORCHMáROS; TORRES, 2013, Theorem 1.26)); and since $C$ has infinite non-singular points, there is an infinite number of points $Q$ such that $\overline{P Q}$ intersects $C$ at $Q$ transversally. If the multiplicity of $P$ is $<d-1$, Bézout's theorem implies that there will, then, be infinite lines $\ell$ through $P$ such that $\ell \cap C \backslash\{P\}$ consists of at least two points. By what
we saw a few lines above, that $\sigma$ permutes the elements of $\ell \cap C \backslash\{P\}$, we conclude that $\sigma$ fixes an infinite number of lines passing through $P$ : if $\ell$ is one of the preceding lines and $Q \neq Q^{\prime} \in \ell \cap C \backslash\{P\}$, then

$$
\ell=\overline{Q Q^{\prime}}=\overline{\sigma(Q) \sigma\left(Q^{\prime}\right)}=\sigma(\ell)
$$

This, for its turn, leads to $\sigma$ fixing all lines through $P$. Now, if the multiplicity of $P$ is $d-1$, the same conclusion holds: there will be infinite lines $\ell$ through $P$ such that $\ell \cap C \backslash\{P\}$ consists of a single point, which will be fixed by $\sigma$. But $P$ will also be fixed by $\sigma$ : for otherwise, $\sigma$ being linear, $\sigma(P)$ would be another point of $C$ with multiplicity $d-1$; but for any curve there is at most one such point. Hence we have, again, that $\sigma$ fixes an infinite number of lines passing through $P$, which assures every line through $P$ is fixed. Note that in this last case, $\sigma$ will be the identity once it fixes four points such that no three of them are collinear. In fact, $\left|G_{P}\right|=d-m_{P}=d-(d-1)=1$ (cf. (2.1)).

If $\sigma \in G_{P}$ is not linear, a weaker version of Lemma 1 still holds. It goes as follows.
Lemma 2. Let $C$ and $P$ be as in Lemma 1. If $Q_{1}$ and $Q_{2} \in C \backslash\{P\}$ are non-singular points of $C$ lying on the same line $\ell$ through $P$, i.e., with $\pi_{P}\left(Q_{1}\right)=\pi_{P}\left(Q_{2}\right)$, then

$$
\begin{equation*}
I_{Q_{1}}(C \cap \ell)=I_{Q_{2}}(C \cap \ell) \tag{2.8}
\end{equation*}
$$

Proof. Let $\hat{\pi}: \hat{C} \rightarrow C$ be the non-singular model of $C$ and denote by $\hat{\pi}_{P}$ the composition $\pi_{P} \circ \hat{\pi}$, as before. For $Q \in C \backslash\{P\}$ and $q \stackrel{\text { def }}{=} \pi_{P}(Q), G_{P}$ acts transitively on the set $\hat{\pi}_{P}^{-1}(q)=\left\{\hat{Q}_{1}, \ldots, \hat{Q}_{s}\right\}$, because $k(C)=k(\hat{C}) / k_{P}$ is a Galois extension (cf. (STICHTENOTH, 2009, Theorem 3.7.1)). Moreover, the ramification indices $e\left(\hat{Q}_{i}\right)$ are all the same (cf. (STICHTENOTH, 2009, Corollary 3.7.2)), and we denote it by $e(q)$ only, so that it holds $s \cdot e(q)=\operatorname{deg} \pi_{p}$. When $Q$ is non-singular, $\hat{\pi}^{-1}(Q)=\{\hat{Q}\}$ consists of a single linear branch, and the ramification index $e\left(\hat{\pi}_{P}(\hat{Q})\right)$ will be just $I_{Q}(C \cap \overline{P Q})$, for the line $\overline{P Q}$ gives a uniformizing parameter (on the line we are projecting $C$, i.e., on the image of $\pi_{p}$ ) at $q$. But this is exactly what (2.8) says.

Remark 2. With $C$ and $P$ still satisfying the above conditions, a generic line $\ell$ through $P$ will be such that $C \cap \ell$ consists entirely of non-singular points, and $\ell$ will intersect them all transversally, if $C$ is not strange. Another thing that must be pointed out is that it is useful to think of Lemma 2 as a means of testing the possibility of $P$ to be a Galois point. Indeed, suppose there is a line $\ell$ through $P$ such that there are two non-singular points $Q_{1}$ and $Q_{2} \in \ell \cap C \backslash\{P\}$ such that $I_{Q_{1}}(C \cap \ell) \neq I_{Q_{2}}(C \cap \ell)$, which is the case, for example, if $\ell$ intersects transversally one of them and is tangent at the other. Then Lemma 2 implies that $P$ is not a Galois point for $C$.

Back to the scenario of Lemma 1, the projective transformation corresponding to $\sigma$ can be easily characterized, as we are now going to check. Without loss of generality, we may suppose $P=(1: 0: 0)$ is the Galois point for $C$. Take $\sigma \in G_{P}$ such that the corresponding automorphism of $C$ is the restriction of a projective transformation represented by the following matrix

$$
A_{\sigma}=\left(\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right)
$$

The projective transformation $A_{\sigma}$ above leaves invariant every line through $P$ (cf. the proof of Lemma 1). These lines are all given by an equation like $\alpha Y+\beta Z=0$, for some pair $(\alpha, \beta) \neq(0,0)$. That $A_{\sigma}$ leaves each of these lines invariant is equivalent to the following equations

$$
\left\{\begin{array}{l}
\alpha a_{21}+\beta a_{31}=0 \\
\alpha a_{22}+\beta a_{32}=s \alpha \\
\alpha a_{23}+\beta a_{33}=s \beta
\end{array} \quad \text { for some } s \neq 0 \text { and every }(\alpha, \beta) \neq(0,0)\right.
$$

Taking $\alpha=1$ and $\beta=0$, for instance, we conclude that $a_{21}=0=a_{23}$. Note that this choice of $\alpha$ and $\beta$ corresponds to the line $Y=0$. Swapping the previous values, we obtain $a_{31}=0=a_{32}$. Finally, for $\alpha=1=\beta, a_{22}=a_{33}$, which we may consider to be 1 , for $A_{\sigma} \in \operatorname{PGL}(3, k)$. Below we sum all this up.

Lemma 3. Under the same hypothesis of Lemma 1, if $A_{\sigma} \in P G L(3, k)$ is a projective transformation extending $\sigma \in G_{P}$, where $P=(1: 0: 0)$, then

$$
A_{\sigma}=\left(\begin{array}{lll}
a & b & c \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Moreover, all powers of $\sigma$ have extensions to projective transformations too, and it is easy to see that $A_{\sigma^{n}}=A_{\sigma}^{n}$. Once $G_{P}$ has finite order, $\sigma$ has equally so, say $k$, and the last equality implies that $a$ must be a $k$-th root of 1 .

To Lemma 3 is attributable the title of "cornerstone of this work": it is the crucial result used to determine the structure of $G_{P}$ and the equation of $C$ (under projective equivalence) in the case of an extendable Galois point $P$ (cf. Theorem 3). Almost all else will make use of such information.

Remark 3. Any projective transformation of the plane is fully determined (for all $p \neq 2$ ) according to its invariant figure; for an account of such classification, we refer to (MITCHELL, 1911). There are five types of invariant figures, and we will assign to any transformation the same type of the figure it leaves invariant. Amid these five, only
two, which correspond to types IV and V in (MITCHELL, 1911, § 2), contain every line through a point, i.e., they fix every line through a point $P$ and, additionally, those of type IV fix all points on a line not passing through $P$, while those of type $V$ fix all points on a line passing through $P$.


Within this context, what we did in the proof of Lemma 1 was to show that if $\sigma \in G_{p}$ can be extended to a projective transformation, then this will be of type IV or of type V . But those of type V do not have finite order if char $k=0$. Moreover, if char $k=p>0$ (and we may not worry about $p \neq 2$ for this restriction applies only to the transformations of type III), then all transformations of type V have order $p$. These transformations are explicitly given, in terms of their matrices (and upon conjugation by a suitable matrix; notice that conjugated transformations leave the same figure invariant), as

$$
A_{\alpha, I V}=\left(\begin{array}{ccc}
\alpha & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \quad \text { and } \quad A_{V}=\left(\begin{array}{ccc}
1 & 1 & 1 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

where $\alpha \neq 0$. With the above representation, it is clear that $A_{\alpha, I V}$ fixes every line through $P=(1: 0: 0)$ and every point in the line $X=0$, which does not contain $P$; moreover, it will have finite order if, and only if, $\alpha$ is a root of 1 . As for $A_{V}$, it again fixes every line through $P=(1: 0: 0)$, but as opposed to the former, it now fixes every point in the line $Y+Z=0$, which does contain $P$. Compare with Lemma 3.

We finish this section by stating two results concerning unusual behavior exhibited exclusively by (some) strange curves. In (FUKASAWA; HASEGAWA, 2010) the following characterization is shown.

Theorem 1. Let $C$ be a curve of degree $\geq 4$ and denote by $\Delta$ the set of all inner Galois points for $C$. Then $\Delta$ is a non-empty (Zariski) open set of $C$ if, and only if, chark $=p>0$ and $C$ is projectively equivalent to the curve given by $Z X^{q-1}-Y^{q}=0$, for a power $q$ of $p$.

The curve $C_{S}$ given by $Z X^{q-1}-Y^{q}=0$ as in Theorem 1 above, is a strange curve. The point $Q=(0: 1: 0)$ is the common point of all tangent lines at non-singular points. It is also a rational curve: its only singular point $P=(0: 0: 1)$ has multiplicity a unit less
than its degree. We indicate, and the reader is invited to take a look at (FUKASAWA; HASEGAWA, 2010) for the proofs, that

- every point of $C_{S}$ is an inner Galois point for it (note that projection from $P$, the only singular point, yields a birational morphism between $C_{S}$ and a line), whose Galois group is cyclic and
- every point in the line $Z=0$ different from $P$ and $Q$ is an outer Galois point, whose Galois group is elementary abelian of exponent $p$. Also
- the condition " $\Delta$ is a non-empty open set of $C$ " in Theorem 1 may be weakened to " $\Delta$ is an infinite set of $C$ ".

Let us denote by $\Delta^{\prime}$ the set of outer Galois points for a curve $C$. The other work following the same lines as before, (FUKASAWA, 2011), states, among other things, what follows.

Theorem 2. Within the scenario set up in Theorem $1, \Delta^{\prime}$ is an infinite set if, and only if, $C$ is a rational strange curve such that there is a line containing infinite outer Galois points and passing through the common point of all tangent lines at non-singular points.

The characterizations given by Theorem 1 and Theorem 2 fully answer the question of which curves admit infinite Galois points: they are all strange and rational. For char $k=0$ and non-singular curves, the quantity of Galois points is not only finite but bounded by 4 (for inner Galois points) and by 3 (for outer Galois points). For positive characteristic, and still restricting ourselves to non-singular curves, the quantity will always be finite too, and a similar boundedness will hold for "almost all" curves.

### 2.3 Extendable Galois points

In the case of a smooth curve $C$ of degree $d \geq 4$, any automorphism of $C$ is the restriction of some projective transformation of $\mathbb{P}^{2}$ (cf. (CHANG, 1978) and (ARBARELLO et al., 2010, Appendix A, 17 and 18)). For an arbitrary irreducible curve $C$ we have the following definition, which was first considered in (YOSHIHARA, 2009).

Definition 5. Let $C$ be a curve of degree $d \geq 3$ and let $P \in \mathbb{P}^{2}$ be a Galois point with respect to $C$, with Galois group $G_{P}$. We will call the point $P$ an extendable Galois point if for any $\sigma \in G_{P}$, the corresponding morphism $\sigma_{C}$ (cf. (2.6)) of $C$ extends to a projective transformation of $\mathbb{P}^{2}$.

Remark 4. 1. As was noted in the beginning of this section, for a smooth curve of degree $d \geq 4$ any Galois point is extendable.
2. It is also obvious that for $d=2$ any automorphism is linear, once the curve is rational in this case. That is why we considered only $d \geq 3$ in Definition 5.
3. If $C$ is a curve of degree $d \geq 2$ and $\phi: C \rightarrow C$ is an automorphism that extends to some projective transformation $T_{\phi}$, then this projective transformation is unique. Indeed let $T_{1}$ and $T_{2}$ be two projective transformations extending $\phi$. Then $T_{1} T_{2}^{-1}$ extends $\phi \phi^{-1}=\mathrm{id}_{C}$. But then, as $\mathrm{id}_{C}$ fixes a set of four distinct points of $C$ such that no three of them are collinear, $T_{1} T_{2}^{-1}=\mathrm{Id}$, i.e., $T_{1}=T_{2}$.

Our next result unifies, but in no way generalizes, a handful of results appearing throughout distinct works; among them we cite (YOSHIHARA, 2001, Theorems 4, 4' and Propositions 5, 5'), (FUKASAWA, 2007, Theorem 2) and (YOSHIHARA, 2009, Lemma 1 and Proposition 1). If the curve $C$ admits an extendable Galois point $P$, then its equation and corresponding Galois group are characterized by the following

Theorem 3. Let $C$ be a curve of degree $d \geq 3$ in characteristic $p \geq 0$. Suppose $P$ is an extendable Galois point for $C$ with multiplicity $m$ and Galois group $G_{P}$. Then it holds what comes below.

1. If $p=0$ or $p>0$ and $p \nmid(d-m)$, then $G_{P}$ is cyclic. Moreover, $C$ is projectively equivalent to the curve given by $G_{m}(Y, Z) X^{d-m}+G_{d}(Y, Z)=0$, where $G_{m}(Y, Z)$ and $G_{d}(Y, Z)$ are homogeneous polynomials of degree $m$ and $d$, respectively, $P=(1: 0: 0)$ and a generator for $G_{P}$ is given by the matrix $\operatorname{diag}\left(\zeta_{d-m}, 1,1\right)$. Conversely, if $C$ is given by an irreducible equation like the previous one, then $(1: 0: 0)$ is an $m$-fold extendable Galois point for $C$ whose Galois group is cyclic and generated by $\operatorname{diag}\left(\zeta_{d-m}, 1,1\right)$.
2. If $p>0$ and $p \mid(d-m)$, then, writing $d-m=p^{e} l$ where $p \nmid l, G_{p}$ is isomorphic to $\left(\oplus^{e} \mathbb{Z} / p \mathbb{Z}\right) \rtimes \mathbb{Z} / l \mathbb{Z}$. Moreover, $l \mid\left(p^{e}-1\right)$ and $C$ is projectively equivalent to the curve given by $G_{m}(Y, Z) f(X, Y, Z)^{l}+G_{d}(Y, Z)=0$, where $G_{m}(Y, Z)$ and $G_{d}(Y, Z)$ are homogeneous polynomials of degree $m$ and $d$ respectively, and $f(T, y, 1) \in k[y][T]$ is an additive separable polynomial of degree $p^{e}$ whose roots are linear polynomials in $y$ with coefficients in some finite extension of $\mathbb{F}_{p}$, and $P=(1: 0: 0)$. Conversely, if $C$ is given by an irreducible equation like the previous one, with $l \mid\left(p^{e}-1\right)$, then $(1: 0: 0)$ is an $m$-fold extendable Galois point for $C$ whose Galois group is (isomorphic to) $\left(\oplus^{e} \mathbb{Z} / p \mathbb{Z}\right) \rtimes \mathbb{Z} / l \mathbb{Z}$.

Proof. After a projective transformation, we may suppose that $P=(1: 0: 0)$. The projection $\pi_{P}$ has degree $d-m$, so that the order of $G_{P}$ is, by assumption, $d-m$. Take $\sigma \in G_{p}$. Once $P$ is extendable, let $A_{\sigma}=\left(a_{i j}\right) \in P G L(3, k)$ be a matrix representing the projectivity
associated to $\sigma$ (it is unique, cf. item 3 of Remark 4). By Lemma 3, we have that

$$
A_{\sigma}=\left(\begin{array}{ccc}
a_{11} & a_{12} & a_{13}  \tag{2.9}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Lemma 3 also tells us that $a_{11}$ is a $k$-th root of 1 , for some $k \mid(d-m)$, by Lagrange's theorem. Consider the following map

$$
\psi:\left\{\begin{array}{cll}
G_{P} & \rightarrow & k^{\times}  \tag{2.10}\\
\sigma & \mapsto & a_{11}
\end{array}\right.
$$

It is well defined since the association $\sigma \mapsto A_{\sigma}$ is injective and we have fixed $a_{22}=1=a_{33}$, so that the $a_{11}$ appearing in (2.9) is uniquely determined by $\sigma$. It is obvious that $\psi$ is a group homomorphism ( $\psi$ is simply the determinant of $A_{\sigma}$ ).

If char $k=0$, then $\psi$ is injective. Indeed, if $a_{11}=1$, then

$$
A_{\sigma}^{s}=\left(\begin{array}{ccc}
1 & s \cdot a_{12} & s \cdot a_{13} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

and once the order of $\sigma$ divides $d-m$, the same holds all the more so for $A_{\sigma}$, so that $(d-m) \cdot a_{12}=0=(d-m) \cdot a_{13}$, which is possible, once char $k=0$, if and only if $a_{12}=0=a_{13}$, i.e., if and only if $A_{\sigma}$ is the identity matrix. This same reasoning applies if char $k=p>0$, provided that $p \nmid(d-m)$. In both cases the group $G_{P}$ is cyclic, for it is isomorphic to a finite subgroup of the multiplicative group of the field $k$. A generator for $G_{P}$ is $\sigma \in G_{P}$ such that $a_{11}=\zeta_{d-m}$ is a primitive $(d-m)$-th root of unity. We note that in this case $A_{\sigma}$ is diagonalizable ${ }^{1}$. Moreover, there exists a matrix $Q$ that fixes $P=(1: 0: 0)$ and diagonalizes $A_{\sigma}$ : just take

$$
Q=\left(\begin{array}{ccc}
1 & -a_{12} /\left(\zeta_{d-m}-1\right) & -a_{13} /\left(\zeta_{d-m}-1\right) \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

So, in item 1 we can suppose not only that the Galois point $P$ is $(1: 0: 0)$, but that a generator for $G_{P}$ is given by the following matrix (recall that the elements of $\operatorname{Aut}(C)$ and those of $\operatorname{Aut}(Q(C))$ are conjugated, by $Q$, of one another):

$$
Q^{-1} A_{\sigma} Q=\left(\begin{array}{ccc}
\zeta_{d-m} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

[^0]Hence, to the projection $\pi_{P}$ there corresponds a Kummer extension $k(x, y) / k(y)$, whose Galois group is generated by the automorphism $\sigma(x)=\zeta_{d-m} x$. Therefore, $x^{d-m}=$ $f(y) / g(y)$, with $f$ and $g$ polynomials in $y$ without common factors, and the curve has (affine) equation

$$
\begin{equation*}
g(Y) X^{d-m}-f(Y)=0 \tag{2.11}
\end{equation*}
$$

Indeed, the function $g(y) x^{d-m}-f(y)$ is regular and vanishes everywhere on $C$. Therefore $F(X, Y)$ divides $g(Y) X^{d-m}-f(Y)$, where $F(X, Y)=0$ is the (irreducible) equation of $C$. But $g(Y) X^{d-m}-f(Y)$ is itself irreducible, otherwise $k(x, y) / k(y)$ would have degree less than $d-m$. Hence (2.11) is the equation of $C$. Note that, since $C$ has degree $d, g(Y)$ has degree $\leq m, f(Y)$ has degree $\leq d$ and at least one of the previous bounds is attained (otherwise the curve would not be irreducible: it would contain the line $Z=0$ ). As the converse is just a matter of routine algebraic verifications, we are done proving item 1.

Back to the homomorphism in (2.10), if char $k=p>0$ and $p \mid(d-m)$, then $\psi$ may, and it most certainly will, have nontrivial kernel. We notice that any matrix belonging to $\operatorname{Ker}(\psi)$ satisfies $a_{11}=1$, i.e., it has the following form:

$$
\left(\begin{array}{lll}
1 & a & b \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

The set of all matrices having the above form constitute an abelian subgroup of $\operatorname{PGL}(3, k)$, and they all have order $p=$ char $k$. By the fundamental theorem on finitely generated abelian groups we have that $\operatorname{Ker}(\psi) \simeq \oplus^{e^{\prime}} \mathbb{Z} / p \mathbb{Z}$, for some $e^{\prime} \leq e$ (recall that $\left|G_{P}\right|=d-m=p^{e} l$, with $\left.p \nmid l\right)$. For $\sigma \in G_{p}$, we have that $\sigma^{p^{e} l}=1$, hence $A_{\sigma}^{p^{e} l}=1$, which implies that $a_{11}^{p^{e} l}=1$, and finally that $a_{11}^{l}=1$. So, for any $\sigma \in G_{P}$, we have that $\sigma^{l} \in \operatorname{Ker}(\psi)$. This implies that $\operatorname{Ker}(\psi)$ is nontrivial, for otherwise all elements in $G_{P}$ would have order $l$ or a divisor of $l$, which is in contradiction with Cauchy's theorem: $p \| G_{P} \mid$ implies that there is an element whose order is $p$.

We also know that $\operatorname{Im}(\psi) \simeq G_{P} / \operatorname{Ker}(\psi)$ is cyclic because it is a finite subgroup of $k^{\times}$. Therefore, there are at most $l$ elements in the quotient group $G_{p} / \operatorname{Ker}(\psi) \simeq \operatorname{Im}(\psi)$. Denote by $l^{\prime}$ the order of $\operatorname{Im}(\psi)$. We have that $p^{e} l=\left|G_{p}\right|=|\operatorname{Ker}(\psi)||\operatorname{Im}(\psi)|=p^{e^{\prime}} l^{\prime} \leq p^{e^{\prime}} l$, so that $e^{\prime} \geq e$, and therefore $e^{\prime}=e$. It then follows that $l=l^{\prime}$. Take $\sigma \in G_{P}$ such that the powers of $\sigma$ form a set of representatives for the cosets of $\operatorname{Ker}(\psi)$ in $G_{P}$. We then have that $\sigma^{i} \notin \operatorname{Ker}(\psi)$ for $i=1, \ldots, l-1$ and $\sigma^{l} \in \operatorname{Ker}(\psi)$. Consider the homomorphism

$$
\iota:\left\{\begin{array}{ccc}
\mathbb{Z} / l \mathbb{Z} & \rightarrow & G_{P} \\
\bar{s} & \mapsto & \sigma^{s}
\end{array}\right.
$$

The quotient homomorphism (which is induced by $\psi$ ) $q: G_{P} \rightarrow \mathbb{Z} / l \mathbb{Z}$ is simply given by $\phi \mapsto s$, where $s$ the unique positive integer $\leq l-1$ such that $\phi \in \sigma^{s} \operatorname{Ker}(\psi)$. It is clear that
$q \circ \iota=\mathrm{id}$. Therefore the following exact sequence splits

$$
1 \rightarrow \oplus^{e} \mathbb{Z} / p \mathbb{Z} \hookrightarrow G_{P} \xrightarrow{q} \mathbb{Z} / l \mathbb{Z} \rightarrow 1
$$

and we can finally conclude that

$$
G_{P} \simeq\left(\bigoplus_{i=1}^{e} \frac{\mathbb{Z}}{p \mathbb{Z}}\right) \rtimes \frac{\mathbb{Z}}{l \mathbb{Z}}
$$

If $l \neq 1$, we may proceed as we did in item 1 and suppose, without loss of generality, that a generator $\tau$ for $C_{l} \stackrel{\text { def }}{=} \mathbb{Z} / l \mathbb{Z} \leq G_{P}$ is given by the following matrix

$$
D_{\tau}=\left(\begin{array}{ccc}
\zeta_{l} & 0 & 0  \tag{2.12}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

where $\zeta_{l}$ is a primitive $l$-th root of unity. Indeed, a generator for $C_{l}$ is given by a matrix of the following form:

$$
A_{\tau}=\left(\begin{array}{ccc}
\zeta_{l} & a_{\tau} & b_{\tau} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

which is diagonalizable (cf. the footnote at page 26). As before, the projective transformation given by

$$
T_{\tau}=\left(\begin{array}{ccc}
1 & -a_{\tau} /\left(\zeta_{l}-1\right) & -b_{\tau} /\left(\zeta_{l}-1\right)  \tag{2.13}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

fixes the Galois point $P=(1: 0: 0)$ and diagonalizes $A_{\tau}$. Moreover, once $T_{\tau}$ is a matrix of the same form as those in $\operatorname{Ker}(\psi)$, and all the matrices of this particular form commute with one another, it follows conjugation by $T_{\tau}$ leaves the matrices in $\operatorname{Ker}(\psi)$ unchanged.

The extension associated to $\pi_{p}$ is thus $k(x, y) / k(y)$, with Galois group as above. Notice that if $l \geq 2$, then $G_{P}$ is not abelian. The subgroup $\operatorname{Ker}(\psi)$ has the following $\mathbb{F}_{p}$-vector space structure (cf. page 85): addition is given by matrix multiplication, and scalar multiplication is given by multiplication of the off diagonal elements by the given scalar, which is the same as exponentiating the matrix by the given scalar. We have that $\operatorname{dim}_{\mathbb{F}_{p}} \operatorname{Ker}(\psi)=e$. But we can actually define an $\mathbb{F}_{p}\left(\zeta_{l}\right)$-vector space structure in it. Indeed, taking $D_{\tau}$ a generator for $\mathbb{Z} / l \mathbb{Z}$ as before (cf. (2.12)) and $A_{\sigma} \in \operatorname{Ker}(\psi)$, we have that

$$
D_{\tau} A_{\sigma} D_{\tau}^{-1}=\left(\begin{array}{ccc}
1 & \zeta_{l} a & \zeta_{l} b \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

which belongs to $\operatorname{Ker}(\psi)$. So that after defining addition and multiplication by a scalar $f\left(\zeta_{l}\right) \in \mathbb{F}_{p}\left(\zeta_{l}\right)$ as before, $\operatorname{Ker}(\psi)$ is endowed with an $\mathbb{F}_{p}\left(\zeta_{l}\right)$-vector space structure. Let
$\lambda \stackrel{\text { def }}{=}\left[\mathbb{F}_{p}\left(\zeta_{l}\right): \mathbb{F}_{p}\right]$, which coincides with the order of $p$ in the group $(\mathbb{Z} / l \mathbb{Z})^{\times}$(recall that a finite extension of finite fields is always cyclic with Galois group generated by the Frobenius automorphism). Let also $s \stackrel{\text { def }}{=} \operatorname{dim}_{\mathbb{F}_{p}\left(\zeta_{l}\right)} \operatorname{Ker}(\psi)$. We have that

$$
p^{e}=|\operatorname{Ker}(\psi)|=\left|\mathbb{F}_{p}\left(\zeta_{l}\right)\right|^{s}=\left(\left|\mathbb{F}_{p}\right|^{\lambda}\right)^{s}=p^{\lambda s}
$$

or, in other words, $\lambda$ divides $e$. But once $\lambda$ is the order of $p$ in $(\mathbb{Z} / l \mathbb{Z})^{\times}$, we have that $p^{\lambda} \equiv 1 \bmod l$, so that $p^{e} \equiv 1 \bmod l$ too. Equivalently: $l \mid\left(p^{e}-1\right)$. If $l \mid\left(p^{e}-1\right)$ it is obvious that $\lambda$ divides $e$.

Consider now the normal subgroup $C_{p}^{e} \stackrel{\text { def }}{=} \oplus^{e}(\mathbb{Z} / p \mathbb{Z}) \triangleleft G_{P}$, that is, $\operatorname{Ker}(\psi)$. By the fundamental theorem of Galois theory, the extension $k(x, y)^{C_{p}^{e}} / k(y)$ is a Galois extension with Galois group (isomorphic to) $G_{P} / C_{p}^{e} \simeq C_{l}$.


Let us give an explicit description of the field $k(x, y)^{C_{p}^{e}}$ : the fixed field by $C_{p}^{e}$. We will denote a matrix

$$
\left(\begin{array}{lll}
1 & a & b \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \in C_{p}^{e}
$$

and the associated automorphism of $k(C)=k(x, y)$ by $\sigma_{a, b}$. Its action is given by $\sigma_{a, b}(x)=x+a y+b$. As was noted before, $C_{p}^{e}$ is an $e$-dimensional $\mathbb{F}_{p}$-vector space. Choose a basis $\sigma_{a_{1}, b_{1}}, \ldots, \sigma_{a_{e}, b_{e}}$. Then, any element in $C_{p}^{e}$ is uniquely written as

$$
\sigma_{a, b}=\sigma_{a_{1}, b_{1}}^{\mu_{1}} \circ \ldots \circ \sigma_{a_{e}, b_{e}}^{\mu_{e}}
$$

for some $\left(\mu_{1}, \ldots, \mu_{e}\right) \in \mathbb{F}_{p}^{e}$. Remember that the $\sigma_{a, b}$ 's all commute, so the order of the above composition is irrelevant. We can then write

$$
\prod_{\sigma_{a, b} \in C_{p}^{e}} \sigma_{a, b}(x)=\prod_{\left(\mu_{1}, \ldots, \mu_{e}\right) \in \oplus^{e} \mathbb{F}_{p}}\left(\sigma_{a_{1}, b_{1}}^{\mu_{1}} \circ \ldots \circ \sigma_{a_{e}, b_{e}}^{\mu_{e}}\right)(x)
$$

for the norm of $x$ relative to the extension $k(x, y) / k(x, y)^{C_{p}^{e}}$. But

$$
\left(\sigma_{a_{1}, b_{1}}^{\mu_{1}} \circ \ldots \circ \sigma_{a_{e}, b_{e}}^{\mu_{e}}\right)(x)=x+\sum_{i=1}^{e} \mu_{i}\left(a_{i} y+b_{i}\right)
$$

so that

$$
f(x, y)=\prod_{\left(\mu_{1}, \ldots, \mu_{e}\right) \in \oplus^{e} \mathbb{F}_{p}}\left(x+\sum_{i=1}^{e} \mu_{i}\left(a_{i} y+b_{i}\right)\right)
$$

is the norm of $x$. Note that $f(T, y) \in k(y)[T]$ is an additive separable polynomial of degree $p^{e}$ such that its roots are all linear polynomials in $y$ with coefficients in some finite extension of $\mathbb{F}_{p}$. This also gives us the description we were looking for: $k(x, y)^{C_{p}^{e}}=k(f(x, y), y)$. The automorphisms from the quotient group $G_{P} / C_{p}^{e}$ act by taking $x$ to $\zeta_{l}^{i} x$. Hence the norm of $f(x, y)$ relative to the extension $k(x, y)^{C_{p}^{e}} / k(y)$ is simply

$$
\hat{f}(x, y)=\prod_{i=0}^{l-1} f\left(\zeta_{l}^{i} x, y\right)
$$

Note that the element $\hat{f}(x, y)$ is now fixed by all of $G_{P}$ : it is the norm of $x$ relative to the extension $k(x, y) / k(y)$. We can simplify the above expression. As we already saw, there is an $\mathbb{F}_{p}\left(\zeta_{l}\right)$-vector space structure in $C_{p}^{e}$. In particular, the association $\sigma_{a, b} \mapsto \zeta_{l}^{i} \sigma_{a, b}=\sigma_{\zeta_{l}^{i} a, \zeta_{l}^{i} b}$ is an $\mathbb{F}_{p}\left(\zeta_{l}\right)$-automorphism of $C_{p}^{e}$ for all $1 \leq i \leq l-1$. Hence

$$
\begin{aligned}
f\left(\zeta_{l}^{j} x, y\right) & =\prod_{\left(\mu_{1}, \ldots, \mu_{e}\right) \in \oplus^{e} \mathbb{F}_{p}}\left(\zeta_{l}^{j} x+\sum_{i=1}^{e} \mu_{i}\left(a_{i} y+b_{i}\right)\right) \\
& =\zeta_{l}^{j p^{e}} \prod_{\left(\mu_{1}, \ldots, \mu_{e}\right) \in \oplus^{e} \mathbb{F}_{p}}\left(x+\sum_{i=1}^{e} \mu_{i}\left(\zeta_{l}^{-j} a_{i} y+\zeta_{l}^{-j} b_{i}\right)\right) \\
& =\zeta_{l}^{\left(p^{e}-1\right) j} \zeta_{l}^{j} \prod_{\left(\mu_{1}, \ldots, \mu_{e}\right) \in \oplus^{e} \mathbb{F}_{p}}\left(x+\sum_{i=1}^{e} \mu_{i}\left(a_{i} y+b_{i}\right)\right) \\
& =\zeta_{l}^{j} f(x, y)
\end{aligned}
$$

for all $1 \leq j \leq l-1$. Therefore $\hat{f}(x, y)=\left(\prod_{i=0}^{l-1} \zeta_{l}^{i}\right) f(x, y)^{l}=(-1)^{l-1} f(x, y)^{l}$. Note that, once $k(x, y)^{C_{p}^{e}} / k(y)$ is a degree $l$ cyclic extension, with $l$ and char $k$ coprime, it is a Kummer extension. Being so, there exists an element $\tilde{x} \in k(f(x, y), y) \backslash k(y)$ such that $k(f(x, y), y)=k(\tilde{x}, y)$ and $\tilde{x}^{l} \in k(y)$. We just found such an $\tilde{x}: f(x, y)$ itself! This gives us a description for both the original curve $C$ and for the quotient curve $C / C_{p}^{e}$. Let's see. Once $f(x, y)^{l} \in k(y)$, write $f(x, y)^{l}=\alpha(y) / \beta(y)$ with $\alpha(y)$ and $\beta(y) \in k[y]$ without common factors. Then $C$ has (affine) equation

$$
\begin{equation*}
\beta(Y) f(X, Y)^{l}-\alpha(Y)=0 \tag{2.14}
\end{equation*}
$$

The reason is the same as before: the function $\beta(y) f(x, y)^{l}-\alpha(y)$ vanishes everywhere on $C$ and is irreducible once $f(T, y)^{l}-\alpha(y) / \beta(y)$ is the minimal polynomial of $x$ in $k(y)$.

We point out that, as in item $1, \alpha(y)$, resp. $\beta(y)$, has degree $\leq d$, resp. $\leq m$, and either $\alpha(y)$ has degree $d$ or $\beta(y)$ has degree $m$. The quotient curve $C / C_{p}^{e}$, for its turn, has affine equation

$$
\beta(y) x^{l}+\alpha(y)=0
$$

Conversely, if $C$ is given by the (2.14) above, with $d-m=p^{e} l$ and $l \mid\left(p^{e}-1\right)$, where $\beta(y), \alpha(y)$ and $f(T, y)$ are as before, it is again a matter of (somehow cumbersome) verification to see that the extension $k(x, y) / k(y)$ is Galois whose automorphisms are, as before, linear, hence the point $(1: 0: 0)$ is an $m$-fold extendable Galois point.

We state the result just proved for the curve corresponding to the intermediate field $k(x, y)^{C_{p}^{e}}$ more explicitly.

Proposition 2. For a curve $C$ as in item 2 of Theorem 3, the quotient curve $C / C_{p}^{e}$, where $C_{p}^{e} \simeq \oplus^{e} \mathbb{Z} / p \mathbb{Z}$ is the "kernel" of $G_{p}$, is projectively equivalent to the curve given by the following affine equation

$$
g_{m}(y) x^{l}+g_{d}(y)=0
$$

where $g_{m}(y)=G_{m}(y, 1)$ and $g_{d}(y)=G_{d}(y, 1)$.
Remark 5. We draw the reader's attention to the following observations regarding Theorem 3.

1. As we saw, for smooth curves of degree $d \geq 4$ any Galois point is extendable, so we can use Theorem 3 to decide whether $C$ has Galois points if we also know its automorphism group. More specifically, and restricting ourselves to $p=0$, if we know that $\operatorname{Aut}(C)$ does not have any cyclic subgroup of order $d$ (resp. $d-1$ ), then $C$ cannot have any outer Galois point (resp. any inner Galois point). For example, for any three distinct elements $\alpha, \beta$ and $\gamma \in k$ the following quartic curve in characteristic 0

$$
X^{4}+Y^{4}+Z^{4}+\alpha X^{2} Y^{2}+\beta X^{2} Z^{2}+\gamma Y^{2} Z^{2}=0
$$

is non-singular and has the Klein four-group as its automorphism group (cf. section 2.5). Hence it does not have any Galois points at all.
2. In item 2 , the divisibility condition $l \mid\left(p^{e}-1\right)$ can also be used to decide whether $C$ has an $m$-fold extendable Galois point: if $d-m=p^{e} l$ with $p \nmid l$ and $l \nmid\left(p^{e}-1\right)$, then there cannot exist an $m$-fold extendable Galois point for $C$. For instance, if $C$ is a degree 15 curve in characteristic 3 , then, once $5 \nmid(3-1), C$ does not have any extendable outer Galois point. More generally, if $d-m=p \cdot l$ with $l>p$, then no curve of degree $d$ has a Galois point of multiplicity $m$. Nevertheless, for every pair $(e, l) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 1}$ such that $p \nmid l$ and $l \mid\left(p^{e}-1\right)$ there exist non-singular plane curves $C$ and $C^{\prime}$ such that $C$ has degree $p^{e} l+1$ and an inner Galois point and $C^{\prime}$ has degree $p^{e} l$ and an outer Galois point (cf. (FUKASAWA, 2007, Example 1)).
3. It is necessary, but not sufficient, that the polynomials $G_{m}(Y, Z)$ and $G_{d}(Y, Z)$ be coprime in order for the curves in Theorem 3 to be irreducible. As an example, if we take $G_{2}(Y, Z)=Z^{2}$ and $G_{20}(Y, Z)=(Y+Z)^{20}$, then the following curve in characteristic 3

$$
Z^{2}\left(X^{9}-X(Y+Z)^{8}\right)^{2}+(Y+Z)^{20}=0
$$

has equation like the one in item 2 , and satisfies the divisibility condition $l \mid\left(p^{e}-1\right)$ (which, in this case, reduces to $2 \mid\left(3^{2}-1\right)$ ). But this curve is reducible (over $\mathbb{F}_{9}$ ), once it is a difference of two squares, even though $G_{2}$ and $G_{20}$ do not share any common factor. Indeed, denoting by $s$ a square root of 2 in $\mathbb{F}_{9}$, we have that

$$
\begin{aligned}
& Z^{2}\left(X^{9}-X(Y+Z)^{8}\right)^{2}+(Y+Z)^{20}= \\
& \left(Z\left(X^{9}-X(Y+Z)^{8}\right)\right)^{2}-\left(s(Y+Z)^{10}\right)^{2}= \\
& \left(Z\left(X^{9}-X(Y+Z)^{8}\right)-s(Y+Z)^{10}\right) \cdot\left(Z\left(X^{9}-X(Y+Z)^{8}\right)+s(Y+Z)^{10}\right)
\end{aligned}
$$

The reader is invited to take a look at (DEOLALIKAR, 2002) for an irreducibility criterion that contemplates the case $l=1$.
4. There are curves admitting non-extendable Galois points; any such curve will necessarily be singular. The following example is due to Kei Miura (cf. (YOSHIHARA, 2001, Remark 1)). Let $k=\mathbb{C}$ and $C_{n}$ be the degree $2 n+1$ curve with the following (affine) equation

$$
C_{n}: y x^{2 n}+\left(y^{n+1}+1\right) x^{n}+y\left(y^{2}+1\right)^{n}=0
$$

This curve is singular (for example, the points ( $0: \pm i: 1$ ) are singular). The point $(1: 0: 0) \in C_{n}$ is non-singular, and we now show that it is a Galois point for it. The corresponding field extension is (cf. the discussion after Definition 2 at page 17) $k(x, y) / k(y)$, where $x$ is a root of

$$
p(T) \stackrel{\text { def }}{=} y T^{2 n}+\left(y^{n+1}+1\right) T^{n}+y\left(y^{2}+1\right)^{n} \in k(y)[T]
$$

The polynomial $p(T)$ is separable. Its irreducibility will be shown after a few considerations (it does not follow directly from the irreducibility criterion $\grave{a}$ la Eisenstein given in (STICHTENOTH, 2009, Proposition 3.1.15)). Let $r_{1}$ be any of its roots. Then $r_{2} \stackrel{\text { def }}{=}\left(y^{2}+1\right) / r_{1}$ is also a root, and the set of all roots of $p(T)$ is $\left\{\zeta_{n}^{i} r_{j} \mid i=0, \ldots, n-1\right.$ and $\left.j=1,2\right\}, \zeta_{n}$ being a primitive $n$-th root of 1 ( $\zeta_{n}=\exp (2 \pi i / n)$, for instance). From these considerations we see that the extension is normal (recall that $k=\mathbb{C}$ contains all roots of 1 ), and therefore Galois of degree $2 n$, provided that we show $p(T)$ is irreducible. By what we just saw, it suffices to show that $p(T)$ does not have any root in $k(y)$. Suppose, for us to obtain a contradiction, that $p(\varphi)=0$ for some $\varphi \in k(y)$. Then

$$
y \varphi^{2 n}+\left(y^{n+1}+1\right) \varphi^{n}=-y\left(y^{2}+1\right)^{n}
$$

Considering the values on both sides of the equation above at $P_{0}$, the place corresponding to the zero of $y$ in $k(y)$, we obtain the contradiction we were seeking: for the value (at $P_{0}$ ) of the function on the right hand side is 1 , while the value of the function on the left hand side is $\neq 1$, no matter which $\varphi \in k(y)$ is taken. Hence $k(x, y) / k(y)$ is a degree $2 n$ Galois extension. The corresponding Galois group is the dihedral group of order $2 n$. To see this, note that the maps $\sigma$ and $\psi \in \operatorname{Gal}(k(x, y) / k(y))$ defined by

$$
\sigma\left(r_{1}\right) \stackrel{\text { def }}{=} r_{2} \text { and } \psi\left(r_{1}\right) \stackrel{\text { def }}{=} \zeta_{n} r_{1}
$$

are such that

- $\sigma$ has order 2,
- $\psi$ has order $n$ and
- $\sigma \psi \sigma=\psi^{-1}$ (by the definitions of $r_{2}$ and of $\psi, \psi\left(r_{2}\right)=\zeta_{n}^{-1} r_{2}$ ).

So that $\operatorname{Gal}(k(x, y) / k(y))=\langle\sigma, \psi\rangle \simeq D_{2 n}$, where the first equality follows from the two groups, $\operatorname{Gal}(k(x, y) / k(y))$ and $\langle\sigma, \psi\rangle$, having the same order $2 n$. If $P=(1: 0: 0)$ was to be an extendable point, $G_{P}=\operatorname{Gal}(k(x, y) / k(y))$ would be cyclic and, in particular, abelian, which is not the case. The reader may already have noticed that the "lack of extendability" comes from $\sigma$, for $\psi$ can clearly be extended to a projective transformation. A similar example, but with a non-extendable outer point, is given in (YOSHIHARA, 2009, Example 1).
5. This was said while we were proving item 2 of Theorem 3, and we say it once again not so much as to attach it to the reader's mind, but as to reference it in the future if necessary: for those curves within the scope of item 2 , if $l \geq 2$ then $G_{P}$ is not an abelian group.

The corollary below is an easy direct consequence of Theorem 3; nonetheless it gives a tremendous restriction on the geometry of a curve with an inner extendable Galois point. We recall that a non-singular point $P$ of a curve $C$ is called a flex of $C$ if $I_{P}\left(C \cap T_{P} C\right) \geq 3$; when this intersection multiplicity has the greatest possible value, namely $\operatorname{deg} C, P$ will be called a total flex of $C$.

Corollary 1. If $P$ is an inner extendable Galois point for $C$, then all tangent lines to $C$ at $P$ intersect $C$ only at $P$. In particular, if $P$ is non-singular this amounts to $P$ being a total flex of $C$.

Proof. We may suppose, after a suitable projective transformation, that $P=(1: 0: 0)$ and $C$ has equation

$$
G_{m}(Y, Z) X^{d-m}+H(X, Y, Z)=0
$$

where $H(X, Y, Z)$ has degree $>m$ when viewed as a polynomial in $Y$ and $Z$. But then the tangent lines to $C$ at $P$ are the factors of $G_{m}(Y, Z)$. As the equation of $C$ is either

$$
G_{m}(Y, Z) X^{d-m}+G_{d}(Y, Z)=0 \quad \text { or } \quad G_{m}(Y, Z) f(X, Y, Z)^{l}+G_{d}(Y, Z)=0
$$

and once $G_{m}$ and $G_{d}$ share no factor, the result follows. In fact, if $Q=\left(x_{0}: y_{0}: z_{0}\right) \neq P$ (notice that this inequality implies that $\left(y_{0}, z_{0}\right) \neq(0,0)$ ) would be such that $Q \in C \cap \ell$, where $\ell$ is a factor of $G_{m}$, then $G_{m}$ and $G_{d}$ would share the line $\ell=z_{0} Y-y_{0} Z$.

### 2.4 The intermediate extension

We study in more detail the intermediate extension that appears in the proof of item 2 of Theorem 3, that is, the extension $k(x, y) / k(x, y)^{C_{p}^{e}}$ where $C_{p}^{e}$ is the elementary abelian group of exponent $p$ given by the matrices of the form

$$
A_{(a, b)}=\left(\begin{array}{ccc}
1 & a & b \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

where $a$ and $b \in k$ belong to some finite extension of $\mathbb{F}_{p}$.
If $(x: y: z) \in C$ corresponds to a ramified place of $k(C)$ relative to the extension under consideration, then it is fixed by at least one non-trivial element of $C_{p}^{e}$, say, $A_{(a, b)}$. But $A_{(a, b)}$ takes the point $(x: y: z)$ to $(x+a y+b z: y: z)$; hence, $(x: y: z)$ is fixed by $A_{(a, b)}$ if, and only if, $a y+b z=0$, i.e., if, and only if, the point $(x: y: z)$ lies on the line $a Y+b Z=0$ (cf. Remark 3: $A_{(a, b)}$, being a transformation of type V , fixes all the points of a line passing through $(1: 0: 0)$, which is precisely $a Y+b Z=0)$. In this way we see that the ramified points of the extension all lie on the union of the lines $a Y+b Z=0$, where $(a, b)$ runs over the elements of $C_{p}^{e}$. But there are some redundant lines in the previous union. Indeed, as we saw in the proof of Theorem 3, the group $C_{p}^{e}$ has an $\mathbb{F}_{p}\left(\zeta_{l}\right)$-vector space structure and hence, if $A_{(a, b)} \in C_{p}^{e}$, then we also have $A_{(\zeta a, \zeta b)} \in C_{p}^{e}$ for all $\zeta \in \mathbb{F}_{p}\left(\zeta_{l}\right)$; and the lines corresponding to $A_{(a, b)}$ and $A_{(\zeta a, \zeta b)}$ are the same, namely $a Y+b Z=0$. So if we take an $\mathbb{F}_{p}\left(\zeta_{l}\right)$-basis of $C_{p}^{e}$, say $A_{\left(a_{1}, b_{1}\right)}, \ldots, A_{\left(a_{s}, b_{s}\right)}$, then all ramification points of the extension lie in the union of $\ell_{i}$, where $\ell_{i}: a_{i} Y+b_{i} Z=0$. There may still be some redundant lines among the $\ell_{i}$, but the "redundancy factor" won't belong to $\mathbb{F}_{p}\left(\zeta_{l}\right)$. Each of these lines contain the Galois point $(1: 0: 0)$, which is a $(d-m)$-fold point of $C$. Therefore each line $\ell_{i}$ intercepts $C$ in at most $\lfloor\mathrm{m} / 2\rfloor$ points different from $(1: 0: 0)$ and we see that there will be at most $\lfloor\mathrm{m} / 2\rfloor \mathrm{s}$ ramification points.

There is nothing much to say about the $a$ 's and $b$ 's that appear as entries in the matrices of $C_{p}^{e}$. In fact, we can construct a "valid" group $C_{p}^{e}$ whose matrices are such that
their entries belong to any finite extension $\mathbb{F}_{p^{N k}}$ of $\mathbb{F}_{p^{k}}=\mathbb{F}_{p}\left(\zeta_{l}\right)$ (from now on we make no distinction between $\mathbb{F}_{p^{k}}$ and $\mathbb{F}_{p}\left(\zeta_{l}\right)$ ) as long as $N \geq s / 2$ where $s=e / k$ (remember that $s$ is the dimension of $C_{p}^{e}$ as an $\mathbb{F}_{p^{k}}$-vector space). Let us see how this can be done. Take $a_{1}, \ldots, a_{N} \in \overline{\mathbb{F}_{p}}$ such that they are linearly independent over $\mathbb{F}_{p^{k}}$. The $2 N$ matrices $\left\{A_{\left(a_{i}, 0\right)} \mid i=1, \ldots, N\right\} \cup\left\{A_{\left(0, a_{i}\right)} \mid i=1, \ldots, N\right\}$ are, therefore, linearly independent over $\mathbb{F}_{p^{k}}$. Once $2 N \geq s$, the space spanned (over $\mathbb{F}_{p^{k}}$ ) by any $s$ of them will give a valid group $C_{p}^{e}$.

We will now attempt to find an expression for the element $f(x, y)$ that appears in item 2 of Theorem 3,i.e., for the norm of $x$ relative to the extension we are studying. For this, we start by picking an $\mathbb{F}_{p}$ basis of $C_{p}^{e}$, consisting of $A_{\left(a_{i}, b_{i}\right)}, i=1, \ldots, e$. In order to relieve a little bit the notation, we will denote the matrix $A_{(a, b)}$ by $(a, b)$. Remind that

$$
f(x, y)=\prod_{\left(\mu_{1}, \ldots, \mu_{e}\right) \in \mathbb{F}_{p}^{e}}\left(x+\sum_{i=1}^{e} \mu_{i}\left(a_{i} y+b_{i}\right)\right)
$$

Consider for a moment a basis element, say, ( $a_{1}, b_{1}$ ). The above product will contain the following "sub-product"

$$
\prod_{(0 \neq v, 0, \ldots, 0) \in \mathbb{F}_{p}^{e}}\left(x+v\left(a_{1} y+b_{1}\right)\right)=\prod_{v \in \mathbb{F}_{p}^{\times}}\left(x+v\left(a_{1} y+b_{1}\right)\right)=x^{p-1}-\left(a_{1} y+b_{1}\right)^{p-1}
$$

It then follows that $f(x, y)$ consists entirely of factors like the above one. In fact, there will be one such a factor for every 1-dimensional subspace of $C_{p}^{e}$, and once every vector of $C_{p}^{e}$ lies in one and only one 1-dimensional subspace of $C_{p}^{e}$, we can write

$$
f(x, y)=x \prod_{i=1}^{N}\left(x^{p-1}-\left(A_{i} y+B_{i}\right)^{p-1}\right)
$$

where $N=N(p, e)=\left(p^{e}-1\right) /(p-1)$ is the total number of 1-dimensional subspaces of $C_{p}^{e}$ and $\left\{\left(A_{i}, B_{i}\right) \in C_{p}^{e} \mid i=1, \ldots, N\right\}$ is a system of representatives for the classes of 1-dimensional subspaces of $C_{p}^{e}$ (i.e., the points of $\mathbb{P}\left(C_{p}^{e}\right)$, when $C_{p}^{e}$ is viewed as an $\mathbb{F}_{p}$-vector space). The factor $x$ comes from the trivial subspace.

This reasoning can be applied using the $\mathbb{F}_{p^{k}}$-vector space structure of $C_{p}^{e}$. It gives

$$
f(x, y)=x \prod_{i=1}^{\tilde{N}}\left(x^{p^{k}-1}-\left(\tilde{A}_{i} y+\tilde{B}_{i}\right)^{p^{k}-1}\right)
$$

where $\tilde{N}=N(k, s)=\left(p^{k s}-1\right) /\left(p^{k}-1\right)=\left(p^{e}-1\right) /\left(p^{k}-1\right)$ is the total number of (non-trivial) 1-dimensional $\mathbb{F}_{p^{k}}$-subspaces of $C_{p}^{e}$ and the pairs $\left(\tilde{A}_{i}, \tilde{B}_{i}\right)$ are, mutatis mutandis, as before.

If $e=k$ (which happens, for instance, for $(p, e, l)=(3,2,4)$ ), then the above product will consist of only one factor, say $x^{p^{e}-1}+(A y+B)^{p^{e}-1}$. Therefore the curve will have the
following equation

$$
G_{m}(Y, Z)\left(X^{p^{e}}+(A Y+B Z)^{p^{e}-1} X\right)^{l}+G_{d}(Y)=0
$$

which is projectively equivalent to

$$
G_{m}(Y, Z)\left(X^{p^{e}}+Y^{p^{e}-1} X\right)^{l}+\tilde{G_{d}}(Y)=0
$$

The lines $\ell_{i}$ defined earlier in this section will come back again in section 3.2, where they will play a non-negligible role.

### 2.5 Non-singular plane quartics

Exploring further the first item in the previous Remark 5, we can use the classification of non-singular plane quartics in characteristic 0 by their automorphism group to decide whether or not a given plane non-singular quartic $C$ has Galois points: if the automorphism group does not contain any cyclic subgroup of order 4 (resp.3), then $C$ has no outer (resp. inner) Galois points. For such classification, we recommend the reader to check (BARS, 2005) and (DOLGACHEV, 2012).

The groups appearing as the automorphism group of a non-singular plane quartic are listed below (cf. (BARS, 2005, p. 10)); but before showing the table, some words concerning notation are necessary. The IdSmall $\operatorname{Group}(G)$ pair corresponds to the identification number of the group $G$ in GAP's Small Group Library. The group can then be accessed in GAP by the fuction call SmallGroup (IdSmallGroup). More information can be found in the embedded link here. The letters $C, S, D$ and $A$ appearing in the second column are to be read as cyclic, symmetric, dihedral and alternating, respectively. If its subindex is $n$, its order is $n, n!, 2 n$ and $n!/ 2$, with respect to the previous ordering. The group $\operatorname{PSL}(3,2)$ is the projective special linear group of 3 by 3 matrices over $\mathbb{F}_{2}$. We recall that $G L(3,2)=P G L(3,2)=P S L(3,2) \simeq P S L(2,7)$, where this last isomorphism is well known. Finally, $A \odot B$ is a central extension of $B$ by $A$. In the case of $C_{4} \odot\left(C_{2} \times C_{2}\right)$, it also has a $D_{8} \rtimes C_{2}$ structure. We will also give a description of $C_{4} \odot\left(C_{2} \times C_{2}\right)$ and of $C_{4} \odot A_{4}$ as subgroups of $P G L(3, \mathbb{C})$. (cf. (BARS, 2005, Theorem 29)). The group $C_{4} \odot\left(C_{2} \times C_{2}\right)$ is isomorphic to the subgroup of $\operatorname{PGL}(3, \mathbb{C})$ generated by

$$
\left(\begin{array}{ccc}
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right),\left(\begin{array}{ccc}
i & 0 & 0 \\
0 & -i & 0 \\
0 & 0 & 1
\end{array}\right) \text { and }\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

and the group $C_{4} \odot A_{4}$ is isomorphic to the subgroup of $\operatorname{PGL}(3, \mathbb{C})$ generated by

$$
\left(\begin{array}{ccc}
\frac{\sqrt{2}}{2} \zeta_{8} & \frac{\sqrt{2}}{2} \zeta_{8}^{3} & 0 \\
\frac{\sqrt{2}}{2} \zeta_{8} & \frac{\sqrt{2}}{2} \zeta_{8}^{7} & 0 \\
0 & 0 & \zeta_{3}
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{ccc}
\frac{\sqrt{2}}{2} \zeta_{8} & \frac{\sqrt{2}}{2} \zeta_{8}^{5} & 0 \\
\frac{\sqrt{2}}{2} \zeta_{8}^{3} & \frac{\sqrt{2}}{2} \zeta_{8}^{3} & 0 \\
0 & 0 & \zeta_{3}^{2}
\end{array}\right)
$$

where $\zeta_{n}=\exp (2 \pi i / n)$. And now the table can be made sense of.

| $\|G\|$ | Structure of $G$ | IdSmallGroup(G) |
| :---: | :---: | :---: |
| 2 | $C_{2}$ | $[2,1]$ |
| 3 | $C_{3}$ | $[3,1]$ |
| 4 | $C_{2} \times C_{2}$ | $[4,2]$ |
| 6 | $C_{6}$ | $[6,2]$ |
| 6 | $S_{3}$ | $[6,1]$ |
| 8 | $D_{4}$ | $[8,3]$ |
| 9 | $C_{9}$ | $[9,1]$ |
| 16 | $C_{4} \odot\left(C_{2} \times C_{2}\right)$ | $[16,13]$ |
| 24 | $S_{4}$ | $[24,12]$ |
| 48 | $C_{4} \odot A_{4}$ | $[48,33]$ |
| 96 | $\left(C_{4} \times C_{4}\right) \rtimes S_{3}$ | $[96,64]$ |
| 168 | $P S L(3,2)$ | $[168,42]$ |

Table 1-Automorphism groups of non-singular plane quartics

It is also possible to characterize the equations of the curves for each of the groups above. Such information, which will be implicitly used in the sequence, is to be found in (BARS, 2005, Theorem 16) and (DOLGACHEV, 2012, Theorem 6.5.2).

In what follows, we analyze whether or not a plane non-singular quartic whose automorphism group is $G$ has or has not Galois points, for each and every one of the groups above. We must check, at first, if $G$ has cyclic subgroups of order 3 (for the existence of inner points) or 4 (for the existence of outer points). This condition is necessary for the existence of Galois points, but not sufficient, as it happens to happen for some cases (for example that of $S_{3}$ ). The following lemma guarantees that to each cyclic subgroup there is at most one Galois point associated to it.

Lemma 4. Let $P_{1} \neq P_{2}$ be two distinct extendable Galois points with respect to the curve $C$. Then $G_{P_{1}} \cap G_{P_{2}}=1$.

Proof. Suppose $\sigma \in G_{P_{1}} \cap G_{P_{2}}$. Then $\sigma\left(\ell_{i}\right)=\ell_{i}$ for every line $\ell_{i}$ passing through $P_{i}$ (cf. the proof of Lemma 1). Taking $\ell_{i} \neq \overline{P_{1} P_{2}}$, we have that $\ell_{1} \neq \ell_{2}$, and therefore $\ell_{1} \cap \ell_{2}=Q$ consists of a unique point. Applying $\sigma$ we obtain

$$
\sigma(Q)=\sigma\left(\ell_{1} \cap \ell_{2}\right)=\sigma\left(\ell_{1}\right) \cap \sigma\left(\ell_{2}\right)=\ell_{1} \cap \ell_{2}=Q
$$

In other words: $\sigma$ fixes every point not in $\overline{P_{1} P_{2}}$. As it is a projective transformation, $\sigma$ is the identity.

One last thing for which we draw the reader's attention is that we will make use of a few results to be proved in Chapter 3. More specifically, we will use propositions 4 through 7.
$C_{2}$ : These curves do not have any Galois point at all;
$C_{3}$ : These curves do not have outer Galois points and can have at most one inner Galois point (cf. Lemma 4). Indeed, they have exactly one inner Galois point: their equation is like the one from item 1 in Theorem 3 (cf. (BARS, 2005)).
$C_{2} \times C_{2}$ : These curves, as was noted in Remark 5, do not have any Galois points.
$C_{6}$ : Once $C_{6}$ has exactly one subgroup of order 3 and no subgroup of order 4 , these curves do not have any outer Galois point and can have at most one inner Galois point. Indeed, they have exactly one inner Galois point, as one may check in item 1, Theorem 3 (and, of course (BARS, 2005), where its equation is given).
$S_{3}$ : the group $S_{3}$ has no cyclic subgroup of order 4, hence it cannot have any outer Galois point. On the other hand, it has just one cyclic subgroup of order 3. From this and from Lemma 4, we can infer that the curves in this family can have at most one inner Galois point. It turns out that the curves in this family have no inner Galois point at all; this is what will now be shown. Suppose that a curve in this family has an inner Galois point $P$. Then, as Theorem 3 (item 1) states, we can suppose that the Galois point is $(1: 0: 0)$, that the curve is projectively equivalent to the one given by $F_{1}(Y, Z) X^{3}+F_{4}(Y, Z)=0$, and that a generator for $G_{P}$ is given by the projectivity whose matrix is $\operatorname{diag}\left(\zeta_{3}, 1,1\right)$. There is no loss in generality in supposing that $F_{1}(Y, Z)=Z$ also, i.e., that the tangent line of $C$ at $P$ is $Z=0$. Indeed, as $F_{1}(Y, Z)$ is a homogeneous linear polynomial in $Y$ and $Z$ only, it will suffice to take a projective transformation such as

$$
\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & a & b \\
0 & c & d
\end{array}\right)
$$

which fixes $P$, has inverse of the same type and commutes with $\operatorname{diag}\left(\zeta_{3}, 1,1\right)$ (there is a similar discussion in the proof of Theorem 3 at page 26). Now take an involution in $S_{3}$ and suppose that it is given by the matrix $A=\left(a_{i j}\right)$ (notice that $S_{3} \backslash G_{P}$ consists of involutions only). Once $C$ has only one inner Galois point, the involution $A$ fixes the Galois point $P$ (recall that $A(P)$ is another inner Galois point by Proposition 1), so that $a_{21}=a_{31}=0$, and we can suppose that $a_{11}=1$. So up to now we have that

$$
A=\left(\begin{array}{lll}
1 & a_{12} & a_{13} \\
0 & a_{22} & a_{23} \\
0 & a_{32} & a_{33}
\end{array}\right)
$$

We also know that $A$ must leave the equation of $C$ invariant. But among the possibilities for $A$ given above, only those in with $a_{12}=0=a_{13}$ can possibly be an automorphism of $Z X^{3}+F_{4}(Y, Z)=0$, a straightforward assertion left to the reader (cf. the proof of Proposition 3). So we have that

$$
A=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & a_{22} & a_{23} \\
0 & a_{32} & a_{33}
\end{array}\right)
$$

But then $A$ and $\operatorname{diag}\left(\zeta_{3}, 1,1\right)$ commute, which is a contradiction once no transposition commutes with any 3-cycle in $S_{3}$.
$D_{4}$ : these curves can have only outer Galois points. In fact, they can have at most one outer Galois point, since $D_{4}$ has only one cyclic subgroup of order 4 ( $D_{4}$ has three subgroups of order four: one cyclic and two isomorphic to the Klein four group). The same reasoning used as before (for the case of $S_{3}$ ) can be applied here to conclude that any curve in this family has no Galois points at all. So suppose $P$ is an outer Galois point for a curve $C$ in this family, whose Galois group we will denote by $C_{4} \leq D_{4}$. Take any automorphism $M$ of $D_{4}$ not in $C_{4}$. We know that $M$ has order 2 (hence $M^{-1}=M$ ) and fixes the Galois point (otherwise there would be another outer Galois point), which we suppose to be ( $1: 0: 0$ ). We also suppose that $C$ is given by $X^{4}+F_{4}(Y, Z)=0$ and that $C_{4}$ is generated by $\operatorname{diag}\left(\zeta_{4}, 1,1\right)$. Also, denote by $M=\left(a_{i j}\right)$ the projectivity associated to the automorphism $M$; from the fact that $M$ fixes $(1: 0: 0)$, we conclude that $a_{21}=0=a_{31}$. It is clear also that, for $M$ to be an automorphism of $C$, we must have $a_{12}=0=a_{13}$. So that

$$
M=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & a & b \\
0 & c & d
\end{array}\right)
$$

But any matrix having the above form commutes with $\operatorname{diag}\left(\zeta_{4}, 1,1\right)$, which is a contradiction since the center of $D_{4}$ has order 2.
$C_{9}$ : the curves in this family can have at most one inner Galois point, since $C_{9}$ has only one cyclic subgroup of order 3 . In fact, there is only one curve in this family (up to projectivity), namely, the curve given by $Y X^{3}+Z^{4}+Z Y^{3}=0$ (cf. (BARS, 2005)) which clearly has ( $1: 0: 0$ ) as (its unique) inner Galois point, by item 1 of Theorem 3.
$C_{4} \odot\left(C_{2} \times C_{2}\right)$ : this group has IdSmallGroup $(16,13)$ in GAP's Small Group Library. More information about this specific group can be obtained in The Group Properties Wiki. For our purposes, it suffices to know that this group

- has order 16 , so that curves in this family can only have outer Galois points and
- has only 4 cyclic subgroups of order 4 . But any two of them intersect nontrivially, so that the curves in this family can have at most one outer Galois point (since the Galois groups at different Galois points intersect trivially; cf. Lemma 4).

In fact, any curve in this family is projectively equivalent to a curve given by $X^{4}+Y^{4}+Z^{4}+\delta Y^{2} Z^{2}$ for some $k \ni \delta \neq 0, \pm 2, \pm 6, \pm(2 \sqrt{-3})$, and we see that ( $1: 0: 0$ ) is an outer Galois point for any of them by item 1 of Theorem 3, and the only by what was just argued.
$S_{4}$ : once $S_{4}$ has cyclic subgroups of orders 3 and 4, it may have inner and outer Galois points. We show that any curve in this family does not have any Galois point whatsoever. First of all, we know that the number of inner Galois points is 0,1 or 4 , and the curve with 4 inner Galois points is unique up to projective transformation: it is the curve given by $Z X^{3}+Y^{4}+Z^{4}=0$ (cf. Proposition 4 and Proposition 5). But the automorphism group of this last curve has order 48 (cf. the next item $C_{4} \odot A_{4}$ ), so no curve of the present family can have 4 inner Galois points: they can have at most 1 of them. If there was only one inner Galois point, any other automorphism of the curve not in the Galois group $G_{P}$ would commute with $G_{P}$ (to see this, just proceed as in the previous cases of $S_{3}$ and $D_{4}$ ). But $G_{P}$ would be one of the four 3-Sylow subgroups of $S_{4}$, none of which has as its centralizer the whole of $S_{4}$, so no curve in this family has inner Galois points. Similarly to the case of inner Galois points, the number of outer Galois points can be 0,1 or 3 , and any curve having 3 outer Galois points would be projectively equivalent to a Fermat curve of degree $d$ (cf. Proposition 6 and Proposition 7). In our case, $d=4$. So if any curve in this family had 3 outer Galois points, it would be projectively equivalent to the Fermat quartic, whose automorphism group has order $6 \cdot 4^{2}=96$ (cf. (TZERMIAS, 1995)). Hence, no curve in this family can have 3 outer Galois points: they can have at most one. But, as before, there cannot be any outer Galois point at all: if there was one outer Galois point $Q, G_{Q}$ would commute with a 3-Sylow, which would imply the existence of a non-existent element of order 12 in $S_{4}$.
$C_{4} \odot A_{4}$ : there is only one curve in this family (up to projective transformation). Its equation is given by $Z X^{3}+Z^{4}+Y^{4}=0$ (cf. (BARS, 2005)), and it is well known that this curve has exactly four inner Galois points and one outer Galois point (cf. Proposition 4 and Proposition 5). It may be worth noting that this group is a semi-direct product $\left(C_{4} \odot\left(C_{2} \times C_{2}\right)\right) \rtimes C_{3}$, where $C_{4} \odot\left(C_{2} \times C_{2}\right)$ is the earlier group of order 16 and the only 2-Sylow of $C_{4} \odot A_{4}$.
$\left(C_{4} \times C_{4}\right) \rtimes S_{3}$ : there is only one curve in this family (up to projective transformation): the Fermat quartic (cf. (TZERMIAS, 1995)). It is well known that it has 3 outer Galois points and no inner Galois point (cf. Proposition 7)
$\operatorname{PSL}(3,2)$ : the only curve in this family (up to projective transformation) is the Klein quartic (cf. (BARS, 2005)). It is well known that $\operatorname{PSL}(3,2)$ is a simple group. It cannot have 4 inner Galois points, otherwise it would be projectively equivalent to a curve whose automorphism group has order 48, as we saw previously. So it can have at most one inner Galois point. Likewise, it cannot have 3 outer Galois points, otherwise it would be projectively equivalent to the Fermat quartic whose automorphism group has order 96 . So it can have at most one outer Galois point. But it cannot have one inner Galois point $P$, otherwise any element $\sigma \in \operatorname{Aut}(C) \backslash G_{P}$ would commute with all elements in the Galois group $G_{P}$, and therefore $G_{P}$ would be a normal subgroup of order 3. Likewise, it cannot have one outer Galois point $Q$, otherwise $G_{Q}$ would be a normal subgroup of order 4. So the Klein quartic has no Galois points at all.

### 2.6 Automorphisms commuting with $G_{P}$

We may generalize what happened in the cases where the automorphism group of the curve was one of $S_{3}, D_{4}, S_{4}$ and $\operatorname{PSL}(3,2)$.

Proposition 3. Let $C$ be a non-singular plane curve of degree $d \geq 4$. Suppose that

- $C$ has just one inner Galois point $P$ and $d-1 \not \equiv 0 \bmod p$ or
- $C$ has just one outer Galois point $Q$ and $d \not \equiv 0 \bmod p$.

Then the centralizer of $G_{P}\left(\right.$ or $\left.G_{Q}\right)$ in $\operatorname{Aut}(C)$ is all of $\operatorname{Aut}(C)$.
Proof. We will restrict ourselves to the case where the first condition is met. The case of an outer point is completely analogous and the reader will not face any difficulties in proving it by himself. By Theorem 3 , we can suppose that $P=(1: 0: 0), C$ is projectively equivalent to $Z X^{d-1}+F_{d}(Y, Z)$ and a generator for $G_{P}$ is given by $\operatorname{diag}\left(\zeta_{d-1}, 1,1\right)$. Take $A \in \operatorname{Aut}(C) \backslash G_{P}$. We have that $A$ fixes $P$, otherwise $A(P)$ would be another inner Galois point distinct from $P$ (cf. Proposition 1), which cannot happen. It follows that

$$
A=\left(\begin{array}{lll}
1 & a_{12} & a_{13} \\
0 & a_{22} & a_{23} \\
0 & a_{32} & a_{33}
\end{array}\right)
$$

But $a_{12}$ and $a_{13}$ must vanish as well, for otherwise the equation of the "transformed" curve would contain monomials divisible by $X^{t}$, for $t<d-1$, which cannot occur since
$A$ is an automorphism of $C$, i.e., the equations of the "transformed" and of the "original" curve must be the same. Therefore, we may write:

$$
A=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & \alpha & \beta \\
0 & \gamma & \delta
\end{array}\right)
$$

Once $A$ and $\operatorname{diag}\left(\zeta_{d-1}, 1,1\right)$ commute, the result follows.

Corollary 2. Under the same conditions as in Proposition 3, if $\operatorname{Aut}(C)$ has order 2( $d-1$ ) (if the first condition of Proposition 3 is met) or $2 d$ (in case the second condition is met), then $\operatorname{Aut}(C) \simeq C_{d-1} \times C_{2}$ and, in particular, it is abelian.

We may weaken the smoothness condition in Proposition 3, if we otherwise "strengthen" the group $\operatorname{Aut}(C)$ : this would be replaced by the group LAut $(C)$ consisting of those morphisms that can be extended to projective transformations. The Galois point would now have to be a unique extendable Galois point of multiplicity $m$ and $d-m \not \equiv 0 \bmod p$. The conclusion would then be that the centralizer of $G_{P}(\operatorname{in} \operatorname{LAut}(C))$ would be the whole of $\operatorname{LAut}(C)$.

CHAPTER
3

## SMOOTH CURVES

In the present chapter we will give an overview, as chronologically accurate as possible, of the (main) results about Galois points for smooth curves that culminated in their utterly classification up to projective transformation. Throughout this chapter, curve is to be understood as non-singular of degree $\geq 4$ (consequently strange curves are not taken into account).

The sections comprising the chapter correspond (mainly) to the possible values for the characteristic of the base field $k$, starting with zero characteristic. For curves over a field of positive characteristic, a special family of curves arising in even characteristic is considered separately.

The aforementioned classification was finished in (FUKASAWA, 2013), and was mostly due to the work of the following Japanese mathematicians: Hisao Yoshihara, Kei Miura, Masaaki Homma and Satoru Fukasawa. Apart from those special curves in characteristic 2, the principal ingredients for the classification are (CHANG, 1978), which guarantees that any automorphism of a smooth curve of degree $\geq 4$ is linear, and a counting formula for the number of flexes a curve under such hypotheses can have, which can be found in (IITAKA, 1982, p. 294), in case char $k=0$, and in (STöHR; VOLOCH, 1986), for char $k>0$.

From now on, we denote by $\Delta(C)$ the set of inner Galois points for the curve $C$, and by $\delta(C)$ its cardinality. The same symbols with a ' will be used for outer Galois points. Since the curves under consideration in this chapter are all non-singular, the Galois group of any $P \in \Delta(C)$ has order $\operatorname{deg} C-1$; similarly, if $P \in \Delta^{\prime}(C)$, then $G_{P}$ has order $\operatorname{deg} C$.

The following is a way to reword Lemma 1 and Lemma 2 and "mix" it with (STICHTENOTH, 2009, Theorem 3.7.1 and Corollary 3.7.2). It requires no proof to be given: simply recall that, once $C$ is non-singular, $G_{P}$ acts transitively on the sets
$\left(C \cap \ell_{P}\right) \backslash\{P\}$ (cf. the proof of Lemma 2), where $\ell_{P}$ is any line through $P$.
Lemma 5. Let $P$ be a Galois point for a non-singular curve $C$. For a point $Q \in C$, denote by $G_{P}(Q) \leq G_{P}$ the stabilizer of $Q$ with respect to the (natural) action of $G_{P}$ on $C$, i.e., $G_{P}(Q)=\left\{\sigma \in G_{P} \mid \sigma(Q)=Q\right\}$. Then $\#((C \cap \overline{P Q}) \backslash\{P\})=\left[G_{P}: G_{P}(Q)\right]$ and $I_{Q}(C \cap \overline{P Q})=\left|G_{P}(Q)\right|$.

### 3.1 Zero characteristic

For chark $=0$, the task of determining the possible values of $\delta(C)$ and $\delta^{\prime}(C)$ as well as that of classifying the curves with a given prescription of the previous values was initiated in (MIURA; YOSHIHARA, 2000) and finished in the sequence (YOSHIHARA, 2001).

We are going to recover these results using Theorem 3; actually, some of them are already stated in Theorem 3. Our approach has minor differences to that of (MIURA; YOSHIHARA, 2000) and (YOSHIHARA, 2001); these differences are mostly (if not all) with respect to form rather than to the mathematical essence of the thing.

Inner points are treated at first.
Proposition 4. Let $C$ be a degree $d$ curve. If $\delta(C) \geq 2$, then $\delta(C) \geq d$.
Proof. Suppose $P, Q \in \Delta(C)$ with $P \neq Q$ and $P=(1: 0: 0)$. Take $\sigma$ a generator for $G_{P}$ as in Theorem 3 (item 1). We claim that $\sigma^{s}(Q) \neq Q$ for any $1 \leq s \leq d-2=\left|G_{P}\right|-1$. Suppose it is not so, and take $s$ minimal with $\sigma^{s}(Q)=Q$; then the orbit of $Q$ under the action of $G_{P}$ consists of the $s$ points $Q, \sigma(Q), \ldots, \sigma^{s-1}(Q)$, i.e., $C \cap \overline{P Q}=\left\{P, Q, \sigma(Q), \ldots, \sigma^{s-1}(Q)\right\}$. The line $\overline{P Q}$ cannot be $T_{P} C$, for non-singular inner Galois points are total flexes (cf. Corollary 1). Therefore $I_{P}(C \cap \overline{P Q})=1$, and consequently $I_{Q}(C \cap \overline{P Q})=(d-1) / s$ (cf. Lemma 1); but this cannot happen: $Q$, being also an inner Galois point, is also a total flex, so that $I_{Q}(C \cap \overline{P Q})=1$ or $d$, which is never obtained as $(d-1) / s$ for any $1 \leq s \leq d-2$. Therefore the orbit of $Q$ is made up of $d-1$ (distinct) inner Galois points (cf. Proposition 1). Taking $P$ into account, it follows that $\delta(C) \geq d$.

It may be worthy to stress out that the $d$ inner Galois points considered in the preceding proof, viz. $\left\{P, \sigma(Q), \ldots, \sigma^{d-2}(Q), \sigma^{d-1}(Q)=Q\right\}$, are all collinear.

The next proposition makes use of the formula, which will be used to count flexes, that was mentioned in the beginning of the chapter. This formula, exactly as it is in (IITAKA, 1982, p .294, last line), reads

$$
\begin{equation*}
W=3 r+6 g-6-2 R-\alpha-\beta \tag{3.1}
\end{equation*}
$$

Each of these letters represent values depending on the curve $C$; let us briefly explain their meaning. The integer $W=W(C)$ is the sum, over all non-singular points $Q$ of $C$, of $I_{Q}\left(C \cap T_{Q} C\right)-2$; regard that the sum is taken, effectively, only over the flexes of $C$. The quantities $R, \alpha$ and $\beta$ are positive and depend upon the singularities of the curve $C$. Hence, we may rewrite (3.1) as

$$
\begin{equation*}
W(C) \leq 3 r+6 g-6 \tag{3.2}
\end{equation*}
$$

The number $r$ is just $d$, the degree of the curve, and $g$ is its genus. Within our context, $g=(d-1)(d-2) / 2$, and, after substitution and rearrangement, we may finally rewrite (3.2) in the "shape" we are going to use it:

$$
\begin{equation*}
W(C)=\sum_{Q}\left(I_{Q}\left(C \cap T_{Q} C\right)-2\right) \leq 3 d(d-2) \tag{3.3}
\end{equation*}
$$

The $\leq$ in (3.3) is actually $=$ in view that for non-singular curves the quantities $R, \alpha$ and $\beta$ vanish. However, the $\leq$ will be sufficient for our needs.

Proposition 5. If $\delta(C) \geq d$ then $d=4=\delta(C)$. Moreover $C$ is projectively equivalent to $Z X^{3}+Y^{4}+Z^{4}=0$.

Proof. Take the equation of $C$ given by Theorem 3 (without loss of generality, we may take $Z=0$ to be the tangent line at $(1: 0: 0)$ ):

$$
Z X^{d-1}+G_{d}(Y, Z)=0
$$

The intersection of $C$ with the line $X=0$ consists of $d$ points, which correspond to the $d$ roots of $G_{d}$; there are indeed $d$ roots: if there was a repeated root, it would give rise to a singularity of $C$. Moreover, each of these points is a flex of order $d-1$, i.e., their tangent lines intersect the curve at them with multiplicity $d-1$. Notice that these same tangent lines all pass through $P$.

For another inner Galois point $Q \neq(1: 0: 0)$, we may invoke Theorem 3 again, but this time for $Q$ in place of $P$. Then, we again have that $C$ is projectively equivalent to

$$
Z X^{d-1}+\tilde{G}_{d}(Y, Z)=0
$$

from which we conclude that there will be other $d$ flexes of $C$ associated to $Q$, each of them with multiplicity $d-1$ as well. To sum up: for each inner Galois point $P$ there corresponds $d$ flexes $\left\{R_{P, 1}, \ldots, R_{P, d}\right\}$, and each of which satisfies $I_{R_{P, i}}\left(C \cap T_{R_{P, i}} C\right)=d-1$.

We claim that to distinct inner Galois points $P$ and $Q$ there correspond disjoint sets of flexes. Indeed, if it was $R_{P, i}=R=R_{Q, j}$, then $P \in T_{R} C \cap C \ni Q$; once there is only one point in $T_{R} C \cap C \backslash\{R\}$, the only possibility is that $P=Q$, which is an impossibility. Hence, if there are $\delta(C)$ inner points for $C$, there will be at least $\delta(C)$ total flexes (each one
of the inner points) and at least $\delta(C) \cdot d$ flexes of order $d-1$. As we supposed $\delta(C) \geq d$, (3.3) gives us

$$
\left.\begin{array}{rl}
d(d-2)+d^{2}(d-3) \leq & \delta(C)(d-2)+\delta(C) d(d-3) \leq W(C) \leq 3 d(d-2) \tag{3.4}
\end{array}\right) ~ 子(d-2)+d(d-3) \leq 3(d-2)
$$

This inequality holds for $1 \leq d \leq 4$. But $d \geq 4$, hence $d=4$, and as $d=4$ turns the above inequality into an equality, we see that $\delta(C)=4$ as well.

Now, it remains to show that $C$ is projectively equivalent to $Z X^{3}+Y^{4}+Z^{4}=0$. To begin with, we point out that the four inner points are all collinear, as can be seen in the proof of Proposition 4. We can take $Y=0$ to be such line, without losing generality. Indeed, as $P=(1: 0: 0)$ is one of the inner points and as $C$ has equation

$$
Z X^{3}+G_{4}(Y, Z)=0
$$

we see that the line $\ell$ containing the other inner points is not the line $T_{P} C: Z=0$; hence $\ell: a Y+b Z=0$ for some $a \neq 0$. The projective transformation

$$
\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & a^{-1} & -a^{-1} b \\
0 & 0 & 1
\end{array}\right)
$$

takes $\ell$ to the line with equation $Y=0$ and commutes with the generator $\operatorname{diag}\left(\zeta_{3}, 1,1\right)$ of $G_{P}$, so that, after this transformation, the curve will still have equation

$$
F(X, Y, Z) \stackrel{\operatorname{def}}{=} Z X^{3}+\tilde{G}_{4}(Y, Z)=0
$$

but this time all the 4 inner points will be contained in $Y=0$. Moreover, once $Z$ does not divide $\tilde{G}_{4}(Y, Z)$, the coefficient of $Y^{4}$ in $\tilde{G}_{4}(Y, Z)$ does not vanish. Furthermore, if we substitute $Y=0$ in the equation for $C$, we get $Z X^{3}+e Z^{4}=0$. The roots of this quartic equation give all four inner Galois points, therefore it must be $e \neq 0$ as well (if not, the equation would give us only two points). We are going to write

$$
\begin{equation*}
\tilde{G}_{4}(Y, Z)=a Y^{4}+b Y^{3} Z+c Y^{2} Z^{2}+d Y Z^{3}+e Z^{4} \tag{3.5}
\end{equation*}
$$

By what we have just seen, it holds $a e \neq 0$.
To finish the proof, we will make use of an auxiliary-by-its-own-nature result: the one to be found in (YOSHIHARA, 2001, Lemma 11); within our setup, it says that a point $(1: \alpha: \beta) \in C$ is an inner Galois point if, and only if,

$$
\begin{aligned}
& g_{2}^{2}=3 g_{1} g_{3} \quad \text { where } F(1, y+\alpha, z+\beta)=\sum_{i=1}^{4} g_{i}(y, z) \\
& \text { with } g_{i}(y, z) \text { homogeneous of degree } i
\end{aligned}
$$

The four inner points are $(1: 0: 0)$ and $\left(1: 0: r \zeta_{3}^{i}\right)$, for $i=0, \ldots, 2$, where $r^{3}=-1 / e$. We now use (YOSHIHARA, 2001, Lemma 11) with ( $1: 0: r \zeta_{3}$ ) in place of ( $1: \alpha: \beta$ ), and simplify a tiny bit the notation replacing $R$ for $r \zeta_{3}$. For $F(1, y, z+R)=\sum_{i=1}^{4} g_{i}(y, z)$, the $g_{i}$ 's are given as follows (recall (3.5))

$$
\left\{\begin{array}{l}
g_{4}(y, z)=a y^{4}+b y^{3} z+c y^{2} z^{2}+d y z^{3}+e z^{4} \\
g_{3}(y, z)=b R y^{3}+2 c R y^{2} z+3 d R y z^{2}+4 e R z^{3} \\
g_{2}(y, z)=c R^{2} y^{2}+3 d R^{2} y z+6 e R^{2} z^{2} \\
g_{1}(y, z)=-d / e y-3 z
\end{array}\right.
$$

The equation $g_{2}^{2}=3 g_{1} g_{3}$ will give five equations, one for each of the five monomials $y^{i} z^{4-i}, i=0, \ldots, 4$, which are listed below (a common $-R$ was cancelled).

$$
\begin{array}{lcc}
\text { Coefficient of } y^{4} & \leadsto & c^{2} / e=3 d b / e \\
\text { Coefficient of } y^{3} z & \leadsto & 6 c d / e=3(2 c d / e+3 b) \\
\text { Coefficient of } y^{2} z^{2} & \leadsto & \left(12 c e+9 d^{2}\right) / e=3\left(3 d^{2} / e+6 c\right) \\
\text { Coefficient of } y z^{3} & \leadsto & 36 d e / e=3 \cdot 13 d \\
\text { Coefficient of } z^{4} & \leadsto & 36 e^{2} / e=36 e
\end{array}
$$

From these, it readily follows that $d=c=b=0$. Hence $\tilde{G}_{4}(Y, Z)=a Y^{4}+e Z^{4}$, with $a e \neq 0$. After rescaling, the curve is projectively equivalent to the one with equation

$$
Z X^{3}+Y^{4}+Z^{4}=0
$$

which finally concludes the proof.

Proposition 5 sets up the possible values for $\delta(C)$ when it is not zero: it can be 1 or 4 only. Moreover, it also tells that the curve attaining the most inner Galois points is unique up to projective equivalence. For the curves having exactly one inner Galois point, the characteristic equation given by item 1 of Theorem 3 cannot be "enhanced".

Now we consider outer Galois points.
Proposition 6. With $C$ as before, there can be at most three outer Galois points, i.e., $\delta^{\prime}(C) \leq 3$.

Proof. Take again the equation given by Theorem 3; for an outer point, which we suppose, as always, to be $P=(1: 0: 0)$, it reads:

$$
X^{d}+G_{d}(Y, Z)=0
$$

The $d$ points on the intersection of the curve with the line $X=0$ are, all of them, total flexes of the curve, and their tangent lines pass through $P$. We mention that this intersection
consists indeed of $d$ points, for the polynomial $G_{d}$ has distinct roots (otherwise the curve would be singular).

For another outer point $Q \neq P$, there will be yet another $d$ total flexes. But, contrasting the behavior of inner points, to distinct outer Galois points there does not necessarily correspond disjoint sets of flexes. Nevertheless, there can be at most one common flex associated to any two distinct outer points, and this is because the tangent line at any common total flex will pass through both of the outer points.

Now take $\sigma \in G_{P}$ a generator for this group. Suppose that $\sigma(Q) \neq Q$. Recall that the projective transformation $\sigma$ fixes all the points on the line $X=0$ (cf. Remark 3); therefore, we may write $Q=(1: y: z)$ and if it was $y=0=z$, it would be $Q=P$, which is not the case. Hence, the points $\sigma^{k}(Q)=\left(\zeta_{d}^{k}: y: z\right)$, for $k=0, \ldots, d-1$, are all distinct and we have, up to now, $d+1$ outer points (cf. Proposition 1): the $d$ points on the orbit of $Q$ together with $P$. Moreover, they are all collinear, so that by a slightly different version of what was said in the preceding paragraph there can be at most one common point among all the flexes associated to all these outer points. Putting these information altogether in (3.3) results in

$$
\begin{equation*}
(d+1)(d-1)(d-2)+(d-2) \leq 3 d(d-2) \tag{3.6}
\end{equation*}
$$

This last inequality implies that $d \leq 3$, in contradiction to our initial assumption that $d \geq 4$. Therefore, it must be $\sigma(Q)=Q$. For an outer point $R$ let us call $\ell_{R}$ the line whose points are all fixed by $G_{R}$ (for instance, $\ell_{P}: X=0$ ). The argument just given can be rephrased as: if $R \neq S$ are outer points, then $R \in \ell_{S}$ and $S \in \ell_{R}$ (notice that $\ell_{S} \neq \ell_{R}$ ).

Now it easily follows that there can be at most three outer points, for if there are two, say $P$ and $Q$, as before, any other outer point should be in the intersection $\ell_{P} \cap \ell_{Q}$, which consists of a single point; and we are done.

Proposition 7. If $\delta^{\prime}(C) \geq 2$ then $C$ is projectively equivalent to the Fermat curve $X^{d}+$ $Y^{d}+Z^{d}=0$. Consequently $\delta^{\prime}(C)=3$.

Proof. Assume that $P=(1: 0: 0), C$ is given by

$$
X^{d}+G_{d}(Y, Z)=0
$$

and keep in mind the other conclusions of Theorem 3. The other outer point $Q$ will then lie on the line $X=0$ (cf. the proof of Proposition 6). There is no loss in generality in supposing that $Q=(0: 1: 0)$ : if it was not, we could take a projective transformation of the form

$$
\left(\begin{array}{lll}
1 & 0 & 0  \tag{3.7}\\
0 & a & b \\
0 & c & d
\end{array}\right)
$$

which commutes with the generator $\operatorname{diag}\left(\zeta_{d}, 1,1\right)$ of $G_{P}$ and takes $C$ to a curve with equation

$$
X^{d}+\tilde{G}_{d}(Y, Z)=0
$$

which has the same "type" as before.
If we look back at the proof of Lemma 3, we see that a generator $\tau$ for $G_{Q}$ has the form

$$
A_{\tau}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
\alpha & \zeta_{d} & \beta \\
0 & 0 & 1
\end{array}\right)
$$

for some $\alpha$ and $\beta$. But $P$ must be fixed by $G_{Q}$, for the same reason why $Q$ is fixed by $G_{P}$ (cf. the proof of Proposition 6), and from this we conclude that $\alpha=0$. We may, then, diagonalize $A_{\tau}$ without "messing up" our previous assumptions, i.e., there is no loss in generality in assuming not only that $Q=(0: 1: 0)$ but also that $G_{Q}$ is generated by $\operatorname{diag}\left(1, \zeta_{d}, 1\right)$. Indeed, there is a projectivity diagonalizing $A_{\tau}$ which fixes $Q$ and has the same form as that in (3.7) (cf. the discussion at page 26).

Now, from the "point of view" of $P$, i.e., using Theorem 3 for the Galois points $P$, the curve has equation

$$
X^{d}+G_{d}(Y, Z)=0
$$

while from the point of view of $Q$ the same curve (i.e., there is no projective transformation involved) has equation

$$
Y^{d}+H_{d}(X, Z)=0
$$

Therefore,

$$
\begin{equation*}
X^{d}+G_{d}(Y, Z)=\lambda\left(Y^{d}+H_{d}(X, Z)\right) \tag{3.8}
\end{equation*}
$$

for some $\lambda \neq 0$. (3.8) now implies that the curve has equation

$$
X^{d}+s Y^{d}+t Z^{d}=0
$$

which is projectively equivalent to the Fermat curve. As any permutation of the variables is a linear automorphism of this curve, from Proposition 1 it follows that $(0: 0: 1)$ is another, and the only other (cf. Proposition 6), outer Galois point.

Again, Proposition 7 establishes the possible non-zero values for $\delta^{\prime}(C)$ : they can be either 1 or 3 . Furthermore, for each $d \geq 4$ there is one and only one curve, up to projective equivalence, attaining 3 outer Galois points: the Fermat curve of degree $d$. Note that the Fermat curve of degree $d$ also attains the maximum possible number, viz. $3 d$, of total flexes among all degree $d$ curves. Those curves having exactly one outer Galois point cannot be "more characterized" than as they are by Theorem 3.

### 3.2 Positive and mostly odd characteristic

In what follows we focus on the contents of (HOMMA, 2006), (FUKASAWA, 2007), (FUKASAWA, 2008) and (FUKASAWA, 2010). The results therein get very close to conclude the classification we have been speaking of so far, the only remaining case being that of curves in characteristic 2 attaining the second largest possible number of inner points (as well as two "sporadic" curves, also in characteristic 2, of degree $d=4 \equiv 0 \bmod 2$, when outer points are under consideration; cf. (FUKASAWA, 2011, Theorem 3, (II)(ii) and (II)(iv))). An equivalent version of (3.3) for char $k>0$ must be used. In order for us to be able to interpret it, a new notion must be introduced; the details behind why this notion is well-defined may be encountered in (HOMMA, 1987).

Definition 6. For a curve $C$, the integer $q(C)$ such that $I_{R}\left(C \cap T_{R} C\right) \geq q(C)$ for all $R \in C$ is called the generic order of contact for it. If $q(C)>2$, then it is a power of $p=\operatorname{char} k>0$ and, in any case, $I_{R}\left(C \cap T_{R} C\right)>q(C)$ for finitely many points, by which the "generic" is explained. Obviously, $q(C) \leq \operatorname{deg} C$.

Remark 6. The curves such that $q(C)=d>2$ are totally known and they are all strange curves (cf. (HOMMA, 1987, Theorem 3.4)). In particular, they are singular and not to worry about here. Concerning the notation, in (STöHR; VOLOCH, 1986), the $q(C)$ corresponds to the $\epsilon_{2}$ order of the morphism $\hat{C} \rightarrow C \subset \mathbb{P}^{2}$ given by $(x: y: 1)$, where $\hat{C}$ is the non-singular model of $C$ and the affine equation for $C$ is $f(x, y)=0$.

There exists a divisor (cf. (STöHR; VOLOCH, 1986) and also (FUKASAWA, 2007, Section 2)) $\mathcal{W}(C)=\sum_{P \in C} v_{P}(\mathcal{W}(C)) P$ such that

- $\operatorname{deg} \mathcal{W}(C)=d((q(C)+1) d-3 q(C))$ and
- $I_{P}\left(C \cap T_{P} C\right)-q(C) \leq v_{P}(\mathcal{W}(C))$

From these, the equivalent form of (3.3) we were looking for is as stated below

$$
\begin{equation*}
\sum_{P \in C}\left(I_{P}\left(C \cap T_{P} C\right)-q(C)\right) \leq \operatorname{deg} \mathcal{W}(C)=d((q(C)+1) d-3 q(C)) \tag{3.9}
\end{equation*}
$$

Notice that in the situations for which it holds $q(C)=2$, char $k=0$ for instance, the right hand side of (3.9) turns into the right hand side of (3.3); however, it must be pointed out that the divisor $\mathcal{W}(C)$ is not necessarily given by $\sum_{P \in C}\left(I_{P}\left(C \cap T_{P} C\right)-2\right)$. In fact, we have the following (cf. (FUKASAWA, 2008, Section 2), (FUKASAWA, 2007, Section 2) and (STöHR; VOLOCH, 1986, Theorem 1.5))

$$
\begin{equation*}
I_{P}\left(C \cap T_{P} C\right)-q(C)=v_{P}(\mathcal{W}(C)) \Leftrightarrow\binom{I_{P}\left(C \cap T_{P} C\right)}{q(C)} \not \equiv 0 \bmod p \tag{3.10}
\end{equation*}
$$

### 3.2.1 The special case of the Hermitian curve

The first work on which the distribution of Galois points for curves over a field of positive characteristic were considered is (HOMMA, 2006). We denote by $\mathcal{H}_{q}$ the Hermitian curve of degree $q+1$, i.e.,

$$
\mathcal{H}_{q}: X^{q+1}=Y^{q} Z+Y Z^{q}
$$

for some power $q=p^{e} \geq 4$ of the characteristic $p$ of the base field.
The Galois points for $\mathcal{H}_{q}$ are fully described in the following (cf. (HOMMA, 2006, Theorem 1))

Theorem 4. Any $\mathbb{F}_{q^{2}}$-rational point of $\mathbb{P}^{2}(k)$ is a Galois point for $\mathcal{H}_{q}$ and conversely.

The Hermitian curve $\mathcal{H}_{q}$ is well-known for being a maximal curve, i.e., for reaching the maximum possible number of $\left(\mathbb{F}_{q^{2}}\right)$ rational points given by the Hasse-Weil bound. This number is $q^{3}+1$. Theorem 4 then implies that $\delta\left(\mathcal{H}_{q}\right)=q^{3}+1$. Since the projective plane $\mathbb{P}^{2}$ has $q^{4}+q^{2}+1 \mathbb{F}_{q^{2}}$-rational points, we conclude, again by Theorem 4 and the preceding, that $\delta^{\prime}\left(\mathcal{H}_{q}\right)=q^{4}-q^{3}+q^{2}$. These observations show that, contrary to what happens for curves over a field of zero characteristic, the number of Galois points a smooth curve in positive characteristic can have can be as large as one desires, if only the degree is taken large enough. As we will see in the sequence, $\mathcal{H}_{q}$ together with another family of curves for $p=2$ are the only "unbounded curves": any other smooth curve is such that $\delta(C)$ and $\delta^{\prime}(C)$ are bounded.

There is yet another equivalent way to state Theorem 4 without mentioning the field on which the curve is defined; it, instead, uses purely geometric terms and is given below, for the sake of completeness (cf. (HOMMA, 2006, Theorem 2)).

Theorem 5. A point $P \in \mathcal{H}_{q}$ is an inner Galois point if, and only if, $P$ is a total flex; and a point $Q \in \mathbb{P}^{2} \backslash \mathcal{H}_{q}$ is an outer Galois point if, and only if, there exist two total flexes $P_{1}$ and $P_{2} \in \mathcal{H}_{q}$ such that $Q=T_{P_{1}} \subset \cap T_{P_{2}} C$.

### 3.2.2 Inner points when $d \not \equiv 1 \bmod p$

When $d \not \equiv 1 \bmod p$, Proposition 4 still holds no matter what the characteristic of the field is: the proof does not even mention it. Also, the $d$ points that are guaranteed to exist are collinear.

Now, when it comes to Proposition 5 it happens that it is still true for "any" $p$, but the proof differs only when $p=2$. We wrote "any" because for $p=2$ the curve with equation $Z X^{3}+Y^{4}+Z^{4}=0$ is singular: the polynomial $Y^{4}+Z^{4}=(Y+Z)^{4}$ has only one root (with $Y Z \neq 0$ ), giving rise to the singular point $(0: 1: 1)$, which has multiplicity 3 .

So the proper way to state the analogous of Proposition 5 for positive characteristic is as follows.

Proposition 8. If $C$ is a non-singular curve of degree $d$ in characteristic $p \geq 5$, such that $d \not \equiv 1 \bmod p$, then $\delta(C) \in\{0,1,4\}$. Moreover, $\delta(C)=4$ only if $d=4$, in which case $C$ is projectively equivalent to the curve given by $Z X^{3}+Y^{4}+Z^{4}=0$. If $p=2$ or 3 , then $\delta(C) \in\{0,1\}$.

We did not mention anything about $p=3$ before stating Proposition 8 . But note that for $d=4$, we have $d \equiv 1 \bmod 3$, even though the conclusion " $\delta(C)=4$ implies $d=4$ " still holds for $p=3$; hence, those double quotation marks in that "any" above are there to quote both $p=2$ and 3 . There is another observation to be made in what regards $p=3$. For the proof of the last part of Proposition 5, (YOSHIHARA, 2001, Lemma 11) was invoked, and then the proof was concluded after some calculations. The fact is: (YOSHIHARA, 2001, Lemma 11), may it be coincidence or not, is valid exactly for all $p \neq 3$.

The proof of Proposition 8 for $p \geq 3$ is exactly the same as that for char $k=0$, Proposition 5. This is because a non-singular curve given by $Z X^{d-1}+G_{d}(Y, Z)=0$, is in Theorem 3, still has generic order of contact equal to 2, allowing us to use (3.3) as in (3.4). That these curves have $q(C)=2$ is a consequence of their dual map being separable ${ }^{1}$, which can be seen by writing the equation locally as $x^{d-1}+G_{d}(y, 1)=0$ and showing that $\frac{d}{d x}\left(\frac{d y}{d x}\right) \neq 0$ in $k(C)$. The reader may consult (FUKASAWA, 2008, Section 2) and a similar computation that is done in the next section.

If $p=2$, the dual map is no longer separable, but it can be shown that the generic order of contact is still 2 . This is done by showing not that $\frac{d}{d x}\left(\frac{d y}{d x}\right) \neq 0$ but that $\mathcal{D}_{y}^{(2)}(x) \neq 0$, where $\mathcal{D}_{y}^{(l)}$ is the $l$-th Hasse derivative with respect to $y$, and using the fact that $q(C)$ is the smallest integer $l \geq 2$ such that $\mathcal{D}_{y}^{(l)}(x) \neq 0$ in $k(C)$ (cf. (FUKASAWA, 2007, Section 2) and (STöHR; VOLOCH, 1986, Theorem 1.1)) The details are given in (FUKASAWA, 2007, p. 135) (cf. also (HIRSCHFELD; KORCHMáROS; TORRES, 2013, Remark 1.37)).

### 3.2.3 Outer points when $d \not \equiv 0 \bmod p$

If we try to repeat the proof of Proposition 6 when the characteristic is positive, we must assume two conditions for the same sequence of implications to hold. First, we need that $d \not \equiv 0 \bmod p$, for $C$ to be in item 1 of Theorem 3 , and in second place, we need the generic order of contact to be 2 , for (3.3) to be used as in (3.6). The former is assumed all through this (sub)section. Now, for the second condition to be valid, it is sufficient to

[^1]assume also that $d \not \equiv 1 \bmod p$ (which will imply that the dual map is separable), or that $d \equiv 1 \bmod p$ and the dual map of $C$ is separable. Let us show, in the interest of being instructive, that $d \not \equiv 1 \bmod p$ really implies separability of the dual map.

The equation of $C$ can be written as

$$
X^{d}+G_{d}(Y, Z)=0
$$

where $G_{d}(Y, Z)$ does not have repeated roots (otherwise $C$ would be singular). Without loss of generality, suppose the coefficient of $Y^{d}$ in $G_{d}(Y, Z)$ is not zero; suppose also it is 1. The rational functions $x=X / Z$ and $y=Y / Z$ then satisfies

$$
\begin{equation*}
x^{d}+G_{d}(y, 1)=0 \tag{3.11}
\end{equation*}
$$

We write

$$
g(y) \stackrel{\text { def }}{=} G_{d}(y, 1)=y^{d}+a_{d-1} y^{d-1}+\ldots+a_{1} y+a_{0}
$$

The dual map of $C$ is separable if, and only if, $y^{\prime \prime} \stackrel{\text { def }}{=} \frac{d}{d x}\left(\frac{d y}{d x}\right) \neq 0$ in $k(C)$. Differentiating (3.11), we obtain

$$
\begin{equation*}
d x^{d-1}+g^{\prime}(y) y^{\prime}=0 \tag{3.12}
\end{equation*}
$$

where $y^{\prime} \stackrel{\text { def }}{=}\left(\frac{d y}{d x}\right)$ and $g^{\prime}$ is the usual derivative of the polynomial $G_{d}(T, 1)$, in case there were any doubts about it. As $g^{\prime}(y) \neq 0$, we can write

$$
y^{\prime}=-\frac{d x^{d-1}}{g^{\prime}(y)}
$$

Differentiating (3.12) now gives

$$
\begin{equation*}
d(d-1) x^{d-2}+g^{\prime \prime}(y) \cdot\left(y^{\prime}\right)^{2}+g^{\prime}(y) y^{\prime \prime}=0 \tag{3.13}
\end{equation*}
$$

If $d \not \equiv 1 \bmod p\left(\right.$ recall that $d \not \equiv 0 \bmod p$ also) but $y^{\prime \prime}=0$, then (3.13) would read

$$
\begin{gathered}
d(d-1) x^{d-2}=-g^{\prime \prime}(y)\left(y^{\prime}\right)^{2}=-g^{\prime \prime}(y) \frac{d^{2} x^{2 d-2}}{g^{\prime}(y)^{2}} \leadsto \\
\leadsto d x^{d} g^{\prime \prime}(y)=-(d-1) g^{\prime}(y)^{2} \leadsto \\
\quad \leadsto d g(y) g^{\prime \prime}(y)=(d-1) g^{\prime}(y)^{2}
\end{gathered}
$$

Notice we used (3.11): $x^{d}=-g(y)$. From this last equation, viz. $d g(y) g^{\prime \prime}(y)=(d-1) g^{\prime}(y)^{2}$, it follows that $g(y)$ and $g^{\prime}(y)$ have common zeroes. Actually, it follows that any zero of $g(y)$ is a zero of $g^{\prime}(y)$. But this contradicts the separability of the polynomial $g(T)=G_{d}(T, 1)$, which has to do with the smoothness of $C$. Hence, it cannot be $y^{\prime \prime}=0$; and we are done.

Thus, in these cases where the generic order of contact is 2 , the proof of Proposition 6 still holds. Likewise, the proof of Proposition 7 also applies, but it should be
observed that if $d \equiv 1 \bmod p$, the dual map of the Fermat curve $X^{d}+Y^{d}+Z^{d}=0$ is inseparable; therefore in case $d \equiv 1 \bmod p$ and $C$ has separable dual map, we conclude that $\delta^{\prime}(C) \in\{0,1\}$.

The remaining instances to consider are those for which $d \equiv 1 \bmod p$ and $C$ has inseparable dual map. Putting aside the Hermitian curve, the conclusions stated in Proposition 6 and Proposition 7 are still true for these curves, and only the proof of Proposition 6 needs to be modified: that of Proposition 7 can be copied exactly as it is there. This modification includes using (3.9) as well as a couple of facts concerning the generic order of contact within this setup, namely: that $q(C) \mid d-1$ (cf. (HOMMA, 1989, Corollary 2.4)) and if $q(C)=d-1$ then $C$ is projectively equivalent to the Hermitian curve (this follows easily from (HOMMA, 1989, Corollary 2.5)). Once we have put the Hermitian curve away from our current considerations, we then have that $2<q(C)<d-1$, and since $q(C) \mid d-1$, we conclude that $d>2 q$. The analogous of (3.6) (the $d-2$ is to be replaced with a $d-q(C)$ and the right hand side of the inequality in (3.6) is to be replaced by the right hand side in (3.9)) is:

$$
\begin{equation*}
(d+1)(d-1)(d-q(C))+(d-q(C)) \leq d((q(C)+1) d-3 q(C)) \tag{3.14}
\end{equation*}
$$

It is left to the reader to check that (3.14) implies $d \leq 2 q(C)$ (cf. also the proof of Proposition 11), contrary to the inequality derived a few lines above. The considerations made in this section were taken from (FUKASAWA, 2008) and (FUKASAWA, 2007), wherein any details we skipped are sure to be found.

A concise statement of what was done is given below.
Proposition 9. Let $C$ be a non-singular curve of degree $d$ in characteristic $p>0$ such that $d \not \equiv 0 \bmod p$. If $d \not \equiv 1 \bmod p$, then $\delta^{\prime}(C) \in\{0,1,3\}$ and $\delta^{\prime}(C)=3$ if, and only if, $C$ is projectively equivalent to $X^{d}+Y^{d}+Z^{d}=0$. If $d \equiv 1 \bmod p$ and the dual map of $C$ is separable, then $\delta^{\prime}(C) \in\{0,1\}$. If $d \equiv 1 \bmod p$, the dual map of $C$ is inseparable and $C$ is not projectively equivalent to the Hermitian curve, then $\delta^{\prime}(C) \in\{0,1,3\}$ and $\delta^{\prime}(C)=3$ if, and only if, $C$ is projectively equivalent to $X^{d}+Y^{d}+Z^{d}=0$.

Notice that in the last case of Proposition 9, $d-1$ will not be a power of $p$, for otherwise $X^{d}+Y^{d}+Z^{d}=0$ would be the Hermitian curve.

### 3.2.4 Inner points when $d \equiv 1 \bmod p$

When dealing with inner points on curves whose degree is $\equiv 1 \bmod p$, we must use item 2 of Theorem 3, rather than item 1 of the same theorem. In this case, the Galois group of a Galois point will no longer be cyclic, unless $d=p$ (it will not even be abelian in "most" cases; cf. item 5 of Remark 5). Still, we will be able to estimate the number of
inner Galois points in this case, and, except for $p=2$, we will have that $\delta(C)$ is either 0 or 1 .

The statement of this estimate is given below (cf. (FUKASAWA, 2010, Theorem 1)), and the proof will be done in a not-so-few number of intermediate steps.

Proposition 10. Let $C$ be of degree $d$ such that $d-1=p^{e} l$ for some $e \geq 1$ and $l$ not divisible by $p$. Suppose also that $C$ is not projectively equivalent to the Hermitian curve. Then the following holds:

1. If $p \geq 3$ or $l \geq 2$, then $\delta(C) \in\{0,1\}$.
2. If $p=2$ and $l=1$, then $\delta(C) \in\{0,1, d\}$.

The curves in item 2 of Proposition 10 for which $\delta(C)=d$ will be treated and thoroughly described later in this chapter.

Before beginning to prove Proposition 10, we bring back to memory a handful of facts concerning item 2 of Theorem 3, and also establish some notational conventions (cf. (FUKASAWA, 2010, Section 2)).

Given a smooth curve $C$ of degree $d=p^{e} l+1$ as before, we suppose throughout here that $P=(1: 0: 0)$ is an inner point for it and that its equation is

$$
\begin{equation*}
Z f(X, Y, Z)^{l}+G_{d}(Y, Z)=0 \tag{3.15}
\end{equation*}
$$

Remind that $f(X, Y, Z)$ is an additive polynomial of degree $p^{e}$ with respect to the variable $X$, and its roots are all linear forms in $Y$ and $Z$. In particular $X \mid f(X, Y, Z)$, i.e., $f(0, Y, Z)=0$. Moreover the polynomial $G_{d}(T, 1)$ is separable: if $t^{\star}$ was a repeated root, ( $0: t^{\star}: 1$ ) would be a singular point. We also have $Z \nmid G_{d}(Y, Z)$, for otherwise (3.15) would be reducible (we do not lose generality in assuming that the $G_{1}(Y, Z)$ that appears in item 2 of Theorem 3 is $Z$; cf. the discussion in pages 49 and 26). The Galois group will be denoted by $G_{P}=C_{p}^{e} \rtimes C_{l}$, where $C_{p}^{e} \simeq \oplus^{e} \mathbb{Z} / p \mathbb{Z}$ and $C_{l} \simeq \mathbb{Z} / l \mathbb{Z}$, as in item 2 of Theorem 3. A generator for $C_{l}$ is

$$
\tau \stackrel{\operatorname{def}}{=}\left(\begin{array}{ccc}
\zeta_{l} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

and any element

$$
\left(\begin{array}{lll}
1 & a & b \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \in C_{p}^{e}
$$

will be denoted by $(a, b)$. For any $\gamma \in G_{p}$ there are unique $i \in\{0, \ldots, l-1\}$ and $(a, b) \in C_{p}^{e}$ such that

$$
\gamma=(a, b) \cdot \tau^{i}=\left(\begin{array}{ccc}
\zeta_{l}^{i} & a & b \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Back in the last chapter, we pointed out some geometrical aspects of the automorphisms of the plane associated to a Galois point for a curve; these are the contents of Remark 3 and they will play a significant role in what comes next. The reader is asked to take a look there. Any transformation $\gamma \in G_{P}$ will be either of type IV or of type V. These two types of transformations fix the Galois point $P$ and all the points in a line, which we denote by $\ell_{\gamma}$. More specifically, the reader may easily show that if $\gamma=(a, b) \tau^{i} \neq 1$ then

$$
\begin{equation*}
\ell_{\gamma}:\left(\zeta_{l}^{i}-1\right) X+a Y+b Z=0 \tag{3.16}
\end{equation*}
$$

Note that $P \in \ell_{\gamma} \Leftrightarrow \gamma \in C_{p}^{e}$, in accordance with any $\gamma \in C_{p}^{e}$ being of type V . Also, $\ell \gamma: X=0$ for any $\gamma \in C_{l}$, and this line does not contain $P$, in accordance with any $\gamma \in C_{l}$ being of type IV. For $\gamma \neq 1$, if $R \in\left(C \cap \ell_{\gamma}\right) \backslash\{P\}$, then $T_{R} C=\overline{P R}$. Indeed, the condition $R \in \ell_{\gamma}$ implies that $R$ if fixed by $\gamma$, and therefore that $1 \neq \gamma \in G_{P}(R)$; hence $I_{R}(C \cap \overline{P R})=\left|G_{P}(R)\right| \geq 2$ (cf. Lemma 5), and it must be $\overline{P R}=T_{R} C$ by the smoothness of C.

Finally, the generic order of contact $q(C)$ will be denoted simply by $q$, and for $R \in C$ we will say that it is an $(r-q)$-flex if $I_{R}\left(C \cap T_{R} C\right)=r>q$.

The first step towards Proposition 10 is the following analogue of Proposition 4 (cf. (FUKASAWA, 2010, Lemma 1)).

Lemma 6. If $\delta(C) \geq 2$, then $\delta(C) \geq d$. Moreover, if we denote by $\mathcal{R}_{P}=\left\{Q_{P, 1}, \ldots, Q_{P, s}\right\}$ the set of points $Q$ for which $I_{Q}(C \cap \overline{P Q})>1$ (i.e., the ramification points of $\pi_{P}$ ), then for any two inner Galois points $P$ and $P^{\prime}$ there is a bijection $\psi: \mathcal{R}_{P} \rightarrow \mathcal{R}_{P^{\prime}}$ preserving the ramification indices, i.e., such that

$$
I_{Q_{P, i}}\left(C \cap \overline{P Q_{P, i}}\right)=I_{\psi\left(Q_{P, i}\right)}\left(C \cap \overline{P^{\prime} \psi\left(Q_{P, i}\right)}\right) \quad \forall i=1, \ldots, s
$$

Proof. Let $P^{\prime} \neq P$ be two distinct inner Galois points. The intersection of the line $\overline{P P^{\prime}}$ with $C$ consists of exactly $d$ points. Indeed, if it was not we would have $I_{P^{\prime}}\left(C \cap \overline{P P^{\prime}}\right)>1$, from which it follows that $\overline{P P^{\prime}}=T_{P^{\prime}} C$; but since $P^{\prime}$ is also an inner Galois point, it is a total flex (cf. Corollary 1): $T_{P^{\prime}} C \cap C$ consists only of $P^{\prime}$; and this is in contradiction with $P \in C \cap \overline{P P^{\prime}}$ also. The first conclusion now follows from the fact that $G_{P}$ acts transitively on $\left(C \cap \overline{P P^{\prime}}\right) \backslash\{P\}$ together with Proposition 1.

For the remaining, take 3 distinct inner Galois points $P, P^{\prime}$ and $P^{\prime \prime}$ on the same line. This is possible because any line joining two distinct inner Galois points will
intersect the curve in exactly $d \geq 4$ points, as was just proved above. Now from the transitiveness of the action of $G_{P^{\prime \prime}}$ on $\left(C \cap \overline{P P^{\prime}}\right) \backslash\left\{P^{\prime \prime}\right\}$, there exists $\psi \in G_{P^{\prime \prime}}$ such that $\psi(P)=P^{\prime}$. This $\psi$ is the bijection we sought.

The next proposition has the same "spirit" of the discussion around (3.14), i.e., they are mathematically quite similar (cf. (FUKASAWA, 2010, Proposition 1)).

Proposition 11. If $\delta(C) \geq d$ and $C$ is not projectively equivalent to the Hermitian curve, then $\delta(C)=d$ and all these inner points are collinear.

Proof. Lemma 6 allows us to suppose that there are $d$ inner points $P_{1} \stackrel{\text { def }}{=} P, P_{2}, \ldots, P_{d} \in$ $\delta(C)$ all contained on the same line $\ell$. Note that $\left\{P_{1}, \ldots, P_{d}\right\}=C \cap \ell$, so that if $R \in$ $\Delta(C) \backslash\left\{P_{1}, \ldots, P_{d}\right\}$ then $R$ does not lie on $\ell$. We suppose such a point $R$ exists and will derive a contradiction using (3.9).

By Lemma 6 again, each line $\overline{R P_{i}}$ contains $d$ inner Galois points, for $i=1, \ldots, d$. Once $R$ is the only point these lines share, we will then have that $\delta(C) \geq d(d-1)+1$, and recall that, by Corollary 1 , they are all total flexes, i.e., $(d-q)$-flexes.


Applying (3.9), we get

$$
\begin{equation*}
(d(d-1)+1)(d-q) \leq d((q+1) d-3 q) \tag{3.17}
\end{equation*}
$$

At the end of the previous section, we saw that $2<q<d-1$ implies that $d>2 q$. Under the hypotheses of the present section, $q=2$ can happen, so the inequality must now be written as $d \geq 2 q$, as the reader may check. We now show that from (3.17) it follows that $d<2 q$, giving the contradiction we wanted and, thus, finishing the proof. First, let us rewrite (3.17) as

$$
\begin{equation*}
h(d) \stackrel{\text { def }}{=} d^{3}-(2 q+2) d^{2}+(4 q+1) d-q \leq 0 \tag{3.18}
\end{equation*}
$$

where $h$ is to be seen as a function $h: \mathbb{R}_{\geq 4} \rightarrow \mathbb{R}$ in the variable $d$. We have that $h^{\prime}(d)>0$ for all $d>q+\frac{1}{2}$. In particular $h$ is (strictly) increasing for all $d \geq 2 q$, and since $h(2 q)=q>0$ we see that in order for (3.18) to be true it is necessary that $d<2 q$, and we are done.

From now on, we will denote the $d$ inner Galois points that a curve under the conditions of Proposition 11 has by $P \stackrel{\text { def }}{=} P_{1}, \ldots, P_{d}$, and the line joining all them by $\ell_{\mathrm{Gal}}$. The next result shows that $\delta(C)=d$ cannot happen if $l \geq 3$ (cf. (FUKASAWA, 2010, Proposition 2)).

Proposition 12. If $l \geq 3$, then $\delta(C) \leq 1$.

Proof. Suppose $\delta(C) \geq 2$. Then by Lemma 6 and Proposition 11 we have that $\delta(C)=d$ (notice that $l \geq 2$ implies that $C$ cannot be a Hermitian curve). We do not yet suppose $l \geq 3$ for what comes next, just $l \geq 2$. It will be emphatically stated when the assumption $l \geq 3$ should be done. As $l \geq 2$, the cyclic subgroup $C_{l}$ of $G_{P}$ is not trivial, and hence the line $\ell_{\tau}$ exists (recall it is given by $X=0$ ). We claim that there exists a point $R_{0} \in C \cap \ell_{\tau}$ such that it is fixed by $C_{l}$ and by no other $\sigma \in G_{P} \backslash C_{l}$. Indeed, all points of $\ell_{\tau}$ are fixed by $C_{l}$, by the mere definition of this line. Note that $C \cap \ell_{\tau}$ consists of $d$ distinct points: they correspond exactly to the roots of $G_{d}(T, 1)=0$ (cf. (3.15)), which has $d$ distinct roots. If $R \in C \cap \ell_{\tau}$ if fixed by some $\gamma=(a, b) \tau^{i} \notin C_{l}$, then it is clearly also fixed by $(a, b) \in C_{p}^{e}$, from which it follows that $R \in \ell_{(a, b)}$ too. Note that the line $\ell_{\tau}$ is different from any of the lines $\ell_{(a, b)}: P \notin \ell_{\tau}$ while $P \in \ell_{(a, b)}$. From all that has been said, we can conclude that there can be as many points $R \in C \cap \ell_{\tau}$ that are also fixed by some $\gamma \in G_{P} \backslash C_{l}$ as there are elements $(a, b) \in C_{p}^{e}$, but no more. Once there are $p^{e}$ elements in $C_{p}^{e}$ and $d$ points in $C \cap \ell_{\tau}$, from the last assertion there are at least $d-p^{e}$ points on $C \cap \ell_{\tau}$ that are fixed only by $C_{l}$. But

$$
d-1=p^{e} l \leadsto d-p^{e}=p^{e}(l-1)+1 \geq 1
$$

and therefore there is at least one element in $C \cap \ell_{\tau}$ fixed by $C_{l}$ only (actually, there will be at least $p^{e}+1$ such points, for it holds that $l \geq 2$ ). The claim is thus proved.

Recall also that for any $R \in C \cap \ell_{\tau}$ we have $\overline{P R}=T_{R} C$. For the point $R_{0}$ as above, it then holds that

$$
\begin{equation*}
I_{R_{0}}\left(C \cap \overline{P R_{0}}\right)=I_{R_{0}}\left(C \cap T_{R_{0}} C\right)=\left|G_{P}\left(R_{0}\right)\right|=\left|C_{l}\right|=l \tag{3.19}
\end{equation*}
$$

(3.19) implies that $l \geq q$. Now we must assume that $l \geq 3$. In this case (3.19) implies the stronger inequality $l>q$ : if $q=2$, then clearly $l \geq 3 \Rightarrow l>q$, and if $q>2, q$ is a power of $p$ while $l$ is not divisible by it, and we get $l>q$ again (note also that if $l=2$, then it must be $q=2$ ).

Take any $R \in C \cap \ell_{\tau}$ and suppose $\left|G_{P}(R)\right|=p^{a} \cdot l$ for some $a \geq 0$. By Lemma 5 it follows that the intersection of $C \backslash\{P\}$ with the line $\overline{P R}=T_{R} C$ consists of $p^{e-a}$ points, and all of them are $\left(p^{a} l-q\right)$-flexes. Since $p^{e-a}\left(p^{a} l-q\right) \geq p^{e}(l-q)$, these points will contribute with at least $p^{e}(l-q)$ to the degree of the divisor $\mathcal{W}(C)$, as in (3.9). Let $\mathcal{F}_{P} \stackrel{\text { def }}{=}\left\{(C \cap \overline{P R}) \backslash\{P\} \mid R \in C \cap \ell_{\tau}\right\}$. It should be clear that if $P \neq P^{\prime}$ are distinct inner Galois points, then $\mathcal{F}_{P} \cap \mathcal{F}_{P^{\prime}}=\emptyset$, otherwise, for $Q \in \mathcal{F}_{P} \cap \mathcal{F}_{P^{\prime}}$, we would have

$$
\overline{P Q}=\overline{P^{\prime} Q} \leadsto \overline{P Q}=T_{Q} C=\overline{P P^{\prime}}=\ell_{\mathrm{Gal}}
$$

But $\ell_{\text {Gal }}$ intersects $C$ in exactly $d$ points, while $T_{Q} C$, being a tangent line to $C$, intersects $C$ in fewer than $d$ points.

Recall that for each point $R \in C \cap \ell_{\tau}$, the points $C \cap \overline{P R} \backslash\{P\}$ will give a contribution of at least $p^{e}(l-q)$ to the degree of $\mathcal{W}(C)$. Since there are $d$ points in $C \cap \ell_{\tau}$ we conclude that the contribution, to the same quantity, of all points in $\mathcal{F}_{P}$ will be at least $d p^{e}(l-q)$ (note that if $R \neq R^{\prime}$ are both in $C \cap \ell_{\tau}$, then $(C \cap \overline{P R}) \cap\left(C \cap \overline{P R^{\prime}}\right)=\{P\}$ only). Taking into account the contribution coming from the inner point $P$ itself, which is a total flex (cf. Corollary 1), we get a total contribution of at least $(d-q)+d p^{e}(l-q)$ associated with $\mathcal{F}_{P}$ and $P$. But as we saw in the previous paragraph, $\mathcal{F}_{P} \cap \mathcal{F}_{P^{\prime}}=\emptyset$, and once there are $d$ inner Galois points, (3.9) finally gives

$$
d\left((d-q)+d p^{e}(l-q)\right) \leq d((q+1) d-3 q)
$$

which we rewrite as

$$
\begin{equation*}
d\left(p^{e}(l-q)-q\right)+2 q \leq 0 \tag{3.20}
\end{equation*}
$$

By the inequality $l>q$, we have $p^{e}(l-q) \geq p^{e}$. We also have that $l \mid\left(p^{e}-1\right)$ (cf. item 2 of Theorem 3), from which we obtain $p^{e}>p^{e}-1 \geq l>q$. Combining $p^{e}(l-q) \geq p^{e}$ with $p^{e}>q$ results in $p^{e}(l-q)-q>0$. But then $d\left(p^{e}(l-q)-q\right)+2 q$ is a (strictly) positive integer, contrary to (3.20). And the proof is finally finished.

The lemma below, albeit being trivial, will prove to be of great value in making the proof of Proposition 13 less intricate.

Lemma 7. Let $T \neq$ id be a projective transformation of $\mathbb{P}^{2}$ which fixes all points of a line $\ell_{T}$. Let $\ell \neq \ell_{T}$ be any line not fixed by $T$, i.e., $T(\ell) \neq \ell$. Then

$$
Q_{\ell} \stackrel{\text { def }}{=} \ell \cap T(\ell) \in \ell_{T}
$$

and, in particular, $Q_{\ell}$ is fixed by $T$, i.e., $T\left(Q_{\ell}\right)=Q_{\ell}$.
Proof. Take $R=\ell \cap \ell_{T}$. Then $T(R)=R$, since $R \in \ell_{T}$. But $T(R) \in T(\ell)$, since $R \in \ell$. Therefore $T(R)=R \in T(\ell) \cap \ell_{T}$; and with $R \in \ell$ and $R \in T(\ell)$, we conclude that $R \in \ell \cap T(\ell)=Q_{\ell}$. The following may help visualize the situation.


The next proposition corresponds to (FUKASAWA, 2010, Proposition 3) and it will be used to complete Proposition 10 for the cases $p>2$ and $l=1$.

Proposition 13. Suppose $\delta(C)=d$ and also that there exists $(a, b) \in C_{p}^{e} \backslash\{\mathrm{id}\} \subset G_{P} \backslash\{\mathrm{id}\}$ such that $\ell_{(a, b)} \neq T_{P} C$. Then there exist at least $d-2$ tangent lines $T$ to $C$ such that

1. each $T$ pass through $P_{d}$ and
2. $I_{Q}(C \cap T)$ is divisible by $p$ for any $Q \in(C \cap T) \backslash\left\{P_{d}\right\}$.

In particular, these imply that $l=1$ and $p=2$.
Remark 7. As will become clear in the proof, and as is expected, Proposition 13 holds no matter what inner point $P_{i} \neq P$ we take in place of $P_{d}$. However, this will be of no importance for what comes.

Proof. Let $(a, b) \in G_{P} \backslash\{\mathrm{id}\}$ be as above. Remind that, once $(a, b) \in C_{p}^{e}$, we have that $P \in \ell_{(a, b)}$ and also that the line $\ell_{(a, b)}$ is a tangent line to $C$ such that the intersection multiplicity $I_{Q}\left(C \cap \ell_{(a, b)}\right)$ is divisible by $p$ for any $Q \in\left(C \cap \ell_{(a, b)}\right) \backslash\{P\}$ (cf. (3.16) and the discussion following it). Take $\gamma_{2} \in G_{P_{2}}$ and $\gamma_{3} \in G_{P_{3}}$ such that $\gamma_{2}(P)=P_{d}=\gamma_{3}(P)$; this is possible because $\delta(C)=d \geq 4$ and because $G_{P_{i}}$ acts transitively on $\Delta(C) \backslash\left\{P_{i}\right\}$. Items 1 and 2 will be proven if we show that $\gamma_{2}\left(\ell_{(a, b)}\right) \neq \gamma_{3}\left(\ell_{(a, b)}\right)$. Indeed, by showing that $\gamma_{2}\left(\ell_{(a, b)}\right) \neq \gamma_{3}\left(\ell_{(a, b)}\right)$ it follows, by repetition of argument, that the $d-2$ lines $\gamma_{i}\left(\ell_{(a, b)}\right)$ are all distinct, where $\gamma_{i} \in G_{P_{i}}, i=2, \ldots, d-1$, takes $P$ to $P_{d}$. It is clear that item 1 and item 2 will hold: all $\gamma_{i}$ are projective transformations: they take tangent lines to tangent lines and leave invariant all intersection multiplicities. Hence, we go on to show that $\gamma_{2}\left(\ell_{(a, b)}\right) \neq \gamma_{3}\left(\ell_{(a, b)}\right)$.

The first thing to notice is: $\ell_{\gamma_{2}} \neq \ell_{\gamma_{3}}$. Suppose not, and take any $R \in C \cap \ell_{\gamma_{2}}=C \cap \ell_{\gamma_{3}}$. From $R \in C \cap \ell_{\gamma_{2}}$ we have that $P_{2} \in T_{R} C$, and from $C \cap \ell_{\gamma_{3}}$, that $P_{3} \in T_{R} C$. But then $T_{R} C=\overline{P_{2} P_{3}}=\ell_{\text {Gal }}$, which is a contradiction, for $\ell_{\text {Gal }}$ is not a tangent line to $C$ : it intersects the curve exactly in the $d$ inner points (cf. below).


Recall that inner Galois points are total flexes, so that $T_{P} C \neq T_{P_{d}} C$ and thus the point $Q_{1} \stackrel{\text { def }}{=} T_{P} C \cap T_{P_{d}} C$ is well-defined. Since $\gamma_{2}\left(T_{P} C\right)=T_{P_{d}} C$, Lemma 7 implies that $Q_{1} \in \ell_{\gamma_{2}}$, and also that $Q_{1} \in \ell_{\gamma_{3}}$, because $\gamma_{3}\left(T_{P} C\right)=T_{P_{d}} C$ as well; hence $Q_{1}=T_{P} C \cap T_{P_{d}} C=$ $\ell_{\gamma_{2}} \cap \ell_{\gamma_{3}}$. Suppose, for us to derive a contradiction, that it was $\gamma_{2}\left(\ell_{(a, b)}\right)=\gamma_{3}\left(\ell_{(a, b)}\right)$, and denote this line by $\ell^{\star}$. Let $Q_{2}=\ell_{(a, b)} \cap \ell^{\star}$. Using Lemma 7 again (notice that $\ell_{(a, b)}$ and $\gamma_{2}\left(\ell_{(a, b)}\right)$ are distinct lines: the former pass through $P$ and not through $P_{d}$ while the latter pass through $P_{d}$ and not through $P$ ), we conclude that $Q_{2}=\ell_{\gamma_{2}} \cap \ell_{\gamma_{3}}$. Since $Q_{2} \in \ell_{(a, b)}$ and $\ell_{(a, b)} \neq T_{P} C$, by our initial hypothesis, it follows that $Q_{2} \notin T_{P} C$ (note: $\ell_{(a, b)} \cap T_{P} C=\{P\}$ ). But $Q_{1}=\ell_{\gamma_{2}} \cap \ell_{\gamma_{3}}$ too, and $Q_{1} \in T_{P} C$. The points $Q_{1}$ and $Q_{2}$ are, therefore, distinct: $Q_{1} \in T_{P} C$ while $Q_{2} \notin T_{P} C$; on the other hand, and simultaneously, they are equal, once $Q_{1}=\ell_{\gamma_{2}} \cap \ell_{\gamma_{3}}=Q_{2}$, and $\ell_{\gamma_{2}} \neq \ell_{\gamma_{3}}$ (cf. below).


This contradiction finishes, therefore, item 1 and item 2; now we proceed to show that $p=2$ and $l=1$. The $d-2$ lines we just proved to exist are, all of them, of the form $\ell_{(s, t)}$ for some id $\neq(s, t) \in C_{p}^{e} \leq G_{P_{d}}$. In fact, each of these $d-2$ lines is given by $\gamma_{i}\left(\ell_{(a, b)}\right)$ for some $\gamma_{i} \in G_{P_{i}}$, as was just proved in the lines above; once $\ell_{(a, b)}$ is the line associated to $(a, b) \in C_{p}^{e} \leq G_{P}$, the reader can easily check that $\gamma_{i}\left(\ell_{(a, b)}\right)$ is the line
associated to $\gamma_{i}(a, b) \gamma_{i}^{-1} \in C_{p}^{e} \leq G_{P_{d}}$. And from the fact that these $d-2$ lines are all distinct, we conclude that there are at least $d-2$ elements in $C_{p}^{e} \backslash\{1\}$, hence

$$
d-1=\left|G_{P_{d}}\right| \geq\left|C_{p}^{e}\right| \geq d-1
$$

Therefore $G_{P_{d}} \simeq C_{p}^{e}$, from which it follows that $l=1$. With this new information in mind, it now follows that those $d-2$ lines are exactly all of the lines $\ell_{\sigma}$, for $\sigma \in G_{P_{d}} \backslash\{i d\}$. Moreover, there are no more tangent lines to $C$ passing through $P_{d}$ apart from those just cited: any tangent line to $C$ passing through $P_{d}$ would necessarily be of the form $\ell_{\gamma}$ for some $\gamma \in G_{P_{d}}$. Hence, where it is written "there exist at least $d-2$ tangent lines $T$ to $C$ such that. . ." we must now read "there exist exactly $d-2$ tangent lines $T$ to $C$ such that. ..". In particular, $\ell_{\sigma} \neq \ell_{\sigma^{\prime}}$ for $\sigma \neq \sigma^{\prime}$. Take $\sigma \in G_{P_{d}}$ and suppose $\sigma^{2} \neq \mathrm{id}$. It is then clear that $\ell_{\sigma}=\ell_{\sigma^{2}}$ : if $P \in \ell_{\sigma}$ then $\sigma^{2}(P)=\sigma(\sigma(P))=\sigma(P)=P$, and hence all points in $\ell_{\sigma}$ are also fixed by $\sigma^{2}$; therefore we have $\ell_{\sigma} \subset \ell_{\sigma^{2}}$, and the equality clearly follows. But $\sigma \neq \sigma^{2}$ (otherwise $\sigma=\mathrm{id}$ ), so that the lines $\ell_{\sigma}$ and $\ell_{\sigma^{2}}$ should be distinct, as observed earlier. This contradiction leads us to conclude that $\sigma^{2}=$ id for all $\sigma \in G_{P_{d}}$. Therefore the exponent of $G_{P_{d}}$, which is $p$, is exactly 2 . The proof is thus finished.

We are now going to show item 1 of Proposition 10 for $p \geq 3$ and $l=1$ (cf. (FUKASAWA, 2010, p. 14)). We note that, in such cases, the group $G_{p}$ reduces to $C_{p}^{e}$, and (3.15) to

$$
\begin{equation*}
Z f(X, Y, Z)+G_{d}(Y, Z)=0 \tag{3.21}
\end{equation*}
$$

Also within this situation, and under the assumption $\delta(C)=d$, Proposition 13 implies that $\ell_{(a, b)}=T_{P} C$ for any $(a, b) \in G_{P} \simeq C_{p}^{e}$. But $T_{P} C$ is given by $Z=0$ (cf. (3.21)). So in order for $\ell_{(a, b)}: a Y+b Z=0$ to be $Z=0$ the "first coordinates" of all elements $G_{P}$ must vanish, i.e., we must have $a=0$ for all $(a, b) \in G_{P}$. Looking back at the proof of item 2 of Theorem 3, we have that the polynomial $f(X, Y, Z)$ is given by

$$
\begin{equation*}
f(X, Y, Z)=\prod_{(a, b) \in C_{p}^{e}}(X-a Y-b Z) \tag{3.22}
\end{equation*}
$$

We just saw that, under the present hypotheses, $a=0$ for all $(a, b) \in C_{p}^{e}$; hence (3.22) becomes

$$
\begin{equation*}
f(X, Z)=\prod_{(0, b) \in C_{p}^{e}}(X-b Z) \tag{3.23}
\end{equation*}
$$

which does not depend on $Y$. We now claim that the tangent lines at all of the $d$ inner Galois points are concurrent. To see this, take $Q \stackrel{\text { def }}{=} T_{P} C \cap T_{P_{2}} C$. Since, by Proposition 13, $\ell_{(a, b)}=T_{P} C$ for all $(a, b) \in G_{P}$ (the following does not make use of $a=0$ ), we have, from the definition of $\ell_{(a, b)}$, that $(a, b)(Q)=Q$. But once $G_{P}$ acts transitively on the set $C \cap \ell_{\text {Gal }}=\left\{P_{1}, \ldots, P_{d}\right\}$, we have that

$$
Q=(a, b)(Q)=(a, b)\left(T_{P} C \cap T_{P_{2}} C\right)=(a, b)\left(T_{P} C\right) \cap(a, b)\left(T_{P_{2}} C\right)=T_{P} C \cap T_{P_{i}} C
$$

where $(a, b)\left(P_{2}\right)=P_{i}$. Thus, $Q=T_{P_{i}} C \cap T_{P_{j}} C$ for any $i \neq j$, i.e., the lines $T_{P_{i}} C, i=1, \ldots, d$, are concurrent, which is what was claimed. As $T_{P} C: Z=0$, and as $Q$ is not one of the inner Galois points, it follows that $Q$ is given by $Q=\left(x^{\star}: 1: 0\right)$ for some $x^{\star} \in k$. We may suppose, with no loss of generality, that $x^{\star}=0$. Indeed, take the projective transformation

$$
T_{x^{\star}} \stackrel{\text { def }}{=}\left(\begin{array}{ccc}
1 & -x^{\star} & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

which corresponds, in our notation, to $\left(-x^{\star}, 0\right)$; its inverse is, therefore, $\left(x^{\star}, 0\right)$. This transformation $T_{x^{\star}}$ takes $Q$ to $(0: 1: 0)$, and it fixes $P=(1: 0: 0)$; it also leaves $G_{P}$ unchanged: $\left(-x^{\star}, 0\right) \circ(a, b) \circ\left(x^{\star}, 0\right)=(a, b)$. Finally, it takes $C$ to the curve given by the following equation

$$
\begin{gathered}
Z f\left(X+x^{\star} Y, Y, Z\right)+G_{d}(Y, Z)=Z f(X, Y, Z)+G_{d}(Y, Z)+f\left(x^{\star} Y, Y, Z\right)= \\
=Z f(X, Y, Z)+\tilde{G}_{d}(Y, Z)=0
\end{gathered}
$$

which is an equation of the same type of (3.21). Notice that in the equation above we used the "additiveness" of $f(X, Y, Z)$ with respect to the variable $X$. Summing up the preceding considerations, we have that $C$ is given by (cf. (3.23))

$$
\begin{equation*}
Z f(X, Z)+G_{d}(Y, Z)=0 \tag{3.24}
\end{equation*}
$$

with $Z \nmid G_{d}(Y, Z)$, i.e., the coefficient of $Y^{d}$ in $G_{d}(Y, Z)$ does not vanish, and $Q=(0: 1: 0)$ is the common point of the tangent lines to all of the $d$ inner Galois points. Consider now the projection $\pi_{Q}: C \rightarrow \ell_{Y}$ from $Q$ to $(Q \nexists) \ell_{Y}: Y=0$. Notice that $Q \notin C$ : any line $T_{P_{i}} C$ intersects $C$ only at $P_{i}$. From $Q \notin C$, we see that $\pi_{Q}$ has degree $d$ which is $\not \equiv 0 \bmod p$. Notice also that each inner Galois point $P_{i}$ is totally ramified with respect to $\pi_{Q}$ : the smoothness of $C$ guarantees that its ramification index is exactly $I_{P_{i}}\left(C \cap \overline{P_{i} Q}\right)=I_{P_{i}}\left(C \cap T_{P_{i}} C\right)=d$. Once the ramification indices associated to the inner Galois points are equal to $d$, which is $\not \equiv 0 \bmod p$, and once $\delta(C)=d$, the different divisor of $\pi_{Q}, \operatorname{Diff}\left(\pi_{Q}\right)$, will have degree at least $d(d-1)$ (cf. (STICHTENOTH, 2009, Theorem 3.5.1 and Definition 3.4.3)). Applying Hurwitz's genus formula (cf. (STICHTENOTH, 2009, Theorem 3.4.13)) for $\pi_{Q}$ gives (remind that the genus of $C$ is $(d-1)(d-2) / 2$ : it is a degree $d$ non-singular curve)

$$
2 \cdot \frac{(d-1)(d-2)}{2}-2=d(2 \cdot 0-2)+\operatorname{deg} \operatorname{Diff}\left(\pi_{Q}\right) \leadsto \operatorname{deg} \operatorname{Diff}\left(\pi_{Q}\right)=d(d-1)
$$

Hence, the only ramified points with respect to $\pi_{Q}$ are the inner Galois points, and they are all totally ramified. Now, the ramified points of $C$ with respect to $\pi_{Q}$ are exactly the points of $C$ whose tangent lines pass through $Q$. Any line through $Q$ is given by $t_{z} X-t_{x} Z=0$ for some $t_{z}$ and $t_{x} \in k$ (not both of them vanishing), and its points are thus $\left(t_{x}: T: t_{z}\right)$ and $(0: 1: 0)$, for $T \in k$ a parameter. Let us exclude, for the moment,
the point $P$ from the discussion: it is the only point of $C$ in the line $Z=0$; as we will only consider lines through $Q$ different from $Z=0$, we have that $t_{z} \neq 0$, and we can describe the points of the line $\ell_{t_{x}}: t_{z} X-t_{x} Z=0$ that are contained in the affine chart $Z=1$ by $\left(\tilde{t}_{x}: T: 1\right)$, for $T \in k$. We will denote $\tilde{t}_{x}=t_{x} / t_{z}$ by $t_{x}$ only. Let $g(T) \stackrel{\text { def }}{=} G_{d}(T, 1)$. Substituting the preceding parametrization on (3.24) gives

$$
\begin{equation*}
f\left(t_{x}, 1\right)+g(T)=0 \tag{3.25}
\end{equation*}
$$

which is a degree $d$ polynomial on $T$. Its roots give the ( $y$ coordinates of the) points on $C \cap \ell_{t_{x}}$; any repeated root corresponds to a point $R$ for which $\ell_{t_{x}}$ is tangent to $C$ at it, and the multiplicity of the root (as root of the polynomial (3.25)) corresponds exactly to the intersection multiplicity $I_{R}\left(C \cap \ell_{t_{x}}\right)$. This implies that if $\ell_{t_{x}}$ is the tangent line to a total flex of $C$, (3.25) will admit only one root $T=y_{t_{x}}$. As it turns out, this happens to be the case for the points $P_{2}, \ldots, P_{d}$. For the point $P_{i},(3.25)$ will therefore read

$$
\begin{equation*}
f\left(t_{x_{i}}, 1\right)+g(T)=c_{i} \cdot\left(T-y_{i}\right)^{d} \tag{3.26}
\end{equation*}
$$

where we write $y_{i}$ instead of $y_{t_{x_{i}}}$. Taking the (formal) derivative, with respect to $T$, of both sides of (3.26), we get (recall that $d \equiv 1 \bmod p$ )

$$
\begin{equation*}
g^{\prime}(T)=c_{i} \cdot\left(T-y_{i}\right)^{d-1} \quad \forall i=2, \ldots, d \tag{3.27}
\end{equation*}
$$

The left hand side of (3.27) does not depend on $i$. From this we conclude that $y_{i}=y^{\star}$ and $c_{i}=c^{\star}$ for all $i=2, \ldots, d$. The following must be pointed out: the fact that $y_{i}=y^{\star}$ for all $i=2, \ldots, d$ tells us that the $Y$ coordinates of the inner Galois points contained in the affine chart $Z=1$ are all the same, namely $y^{\star}$; this should already had been clear: $\ell_{\text {Gal }}$, being a line through $P$ distinct from $Z=0$, is given by $\alpha Y-\beta Z=0$, for some $\alpha \neq 0$. Consequently, the line $\ell_{\text {Gal }}$ is given by $Y-y^{\star} Z=0$.


Hence we may rewrite (3.26) as

$$
\begin{equation*}
g(T)-c^{\star} \cdot\left(T-y^{\star}\right)^{d}=f\left(t_{x_{i}}, 1\right) \tag{3.28}
\end{equation*}
$$

Again, the left hand side of (3.28) does not depend on $i$, so we must have $f\left(t_{x_{i}}, 1\right)=c_{0}$ for all $i=2, \ldots, d$, and we may finally write

$$
g(T)=c^{\star} \cdot\left(T-y^{\star}\right)^{d}+c_{0} \leadsto G_{d}(Y, Z)=c^{\star}\left(Y-y^{\star} Z\right)^{d}+c_{0} Z^{d}
$$

The following projective transformation

$$
\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & y^{\star} \\
0 & 0 & 1
\end{array}\right)
$$

does not affect at all our previous assumptions. In fact, it leaves $Z f(X, Z)$ unchanged, and it also leaves $G_{P}$ unchanged:

$$
\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & y^{\star} \\
0 & 0 & 1
\end{array}\right) \cdot\left(\begin{array}{ccc}
1 & 0 & b \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \cdot\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & -y^{\star} \\
0 & 0 & 1
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & b \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

But it takes $G_{d}(Y, Z)$ to $c^{\star} Y^{d}+c_{0} Z^{d}$. After another projective change of the $Y$ coordinate only, we may assume that $C$ has equation

$$
\begin{equation*}
Z f(X, Z)+Y^{d}+c_{0} Z^{d}=0 \tag{3.29}
\end{equation*}
$$

One last projective transformation, this time given by (cf. a similar discussion in page 63)

$$
\left(\begin{array}{ccc}
1 & 0 & -s_{0} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

where $s_{0}$ is such that $f\left(s_{0}, 1\right)=-c_{0}$, and we may finally assume that $C$ is given by (cf. (3.29))

$$
\begin{equation*}
Z f\left(X+s_{0} Z, Z\right)+Y^{d}+c_{0} Z^{d}=Z f(X, Z)+Y^{d}+Z^{d}\left(f\left(s_{0}, 1\right)+c_{0}\right)=Z f(X, Z)+Y^{d}=0 \tag{3.30}
\end{equation*}
$$

Note that, since $\Delta(C)=C \cap \ell_{G a l}$ and $\ell_{\text {Gal }}: Y=0$, all the inner Galois points are given by the roots of $Z f(X, Z)=0$, i.e., they are $(1: 0: 0)$ and $(b: 0: 1)$ for every $(0, b) \in G_{P}$. For $b=0$, which corresponds to the identity element of $G_{P}$, this means that $P^{\prime} \stackrel{\text { def }}{=}(0: 0: 1)$ is one of the inner Galois points that are distinct from $P$; recall that the tangent line at any inner Galois point pass through $Q$, so that we have that $T_{P^{\prime}} C$ is given by $X=0$. We will consider now the projection $\pi_{P^{\prime}}$ from $P^{\prime}$. If we remind that the lines $\ell_{(0, b)}$ for $(0, b) \in G_{P}$ are all equal to the line $T_{P} C$, and that any ramified point with respect to $\pi_{P}$ should lie in one of those lines, we conclude that the only ramified place with respect to $\pi_{P}$ is $P$ itself and it is totally ramified, because $T_{P} C \cap C=\{P\}$ only. Lemma 6 then implies that $P^{\prime}$ is the only ramified point with respect to $\pi_{P^{\prime}}$. In complete analogy with what was done in the case of $\pi_{Q}$ (cf. page 63), we have that any ramified point with respect to $\pi_{P^{\prime}}$ lying in the affine chart $X=1$ will be associated to a repeated root of

$$
\begin{equation*}
T f(1, T)+t_{y}^{d}=0 \tag{3.31}
\end{equation*}
$$

The converse is also true. But if (3.31) has any repeated root $r$, then $r$ is also a root of the derivative of the polynomial (considered as a polynomial in the variable $T$ ) in the left hand side of (3.31). Now, observe that this derivative is independent of the parameter $t_{y}$ : it is just the derivative of the polynomial $h(T) \stackrel{\text { def }}{=} T f(1, T)$. Suppose that $h^{\prime}(T)$ has roots, i.e., that $h^{\prime}(T)$ is not a non-zero constant. Take $r$ to be such a root. It is, then, clearly possible to find $t_{y} \in k$ such that $r$ is also a root of (3.31): it suffices to take it such that $-t_{y}^{d}=h(r)$. Therefore, it holds that the ramified points under consideration (i.e., those in the affine chart $X=1$ ) are all given by the roots of $h^{\prime}(T)$, and conversely. However, as we have already seen, the only ramified point with respect to $\pi_{P^{\prime}}$ is $P^{\prime}$ itself, and it is not contained in affine chart $X=1$. From this, we conclude that $h^{\prime}(T)$ has no roots at all: it is a non-zero constant. Let us take a closer look at this polynomial $h(T)=T f(1, T)$. The polynomial $f(X, Z)$, being an additive polynomial in the variable $X$ of degree $d-1=p^{e}$, and homogeneous when both variables are considered, may be written as (cf. (GOSS, 1998, Proposition 1.1.5 and Theorem 1.2.1))

$$
\begin{equation*}
f(X, Z)=X^{p^{e}}+a_{e-1} X^{p^{e}} Z^{p^{e}-p^{e-1}}+\ldots+a_{1} X^{p} Z^{p^{e}-p}+a_{0} X Z^{p^{e}-1} \tag{3.32}
\end{equation*}
$$

from which we may write (recall that $h(T)=T f(1, T)$ )

$$
h^{\prime}(T)=a_{1} T^{p^{e}-p}+\ldots+a_{e-1} T^{p^{e}-p^{e-1}}+1
$$

So in order for $h^{\prime}(T)$ to be a non-zero constant, we must have $a_{1}=\ldots=a_{e-1}=0$. Recall that $f(X, Z)$ is separable, a condition equivalent to $a_{0} \neq 0$ (cf. (3.32)). Summing all up, we have that $C$ is given by the following equation (cf. (3.30))

$$
Z X^{p^{e}}+a_{0} Z^{p^{e}} X+Y^{p^{e}+1}=0, \quad \text { for some } a_{0} \neq 0
$$

whose projective equivalence to the Hermitian curve is left to the reader to check. What we just showed is: for $p \geq 3$ and $l=1$, if $\delta(C) \geq 2$ then $C$ is projectively equivalent to the Hermitian curve. This, together with Lemma 6 allows us to state (cf. (FUKASAWA, 2010, Proposition 4))

Proposition 14. Suppose $p \geq 3$ and $l=1$. If $C$ is not projectively equivalent to the Hermitian curve then $\delta(C) \leq 1$.

It now remains, for the proof of Proposition 10 to be completed, to consider the case $l=2$ (cf. (FUKASAWA, 2010, p. 14)). The first thing to notice is that if $l=2$ then $p$ cannot be 2 ; thus, the curves considered in what comes have degree $2 p^{e}+1$ for $p \geq 3$ and $e \geq 1$. Suppose $\delta(C)=d$; Proposition 13 again implies that $\ell_{(a, b)}=T_{P} C$ for all $(a, b) \in C_{p}^{e} \leq G_{p}$, with $(a, b) \neq(0,0)$. Therefore, as happened with the case $l=1$ (cf. (3.23)), we again have that the first coordinates of the elements $(a, b) \in C_{p}^{e}$ must vanish, so that $f(X, Y, Z)$ does not depend on $Y$; (3.15) can then be written as

$$
\begin{equation*}
Z f(X, Z)^{2}+G_{d}(Y, Z)=0 \tag{3.33}
\end{equation*}
$$

In analogy with what we did previously in the case $l=1$, let us consider the set $\left\{T_{P} C \cap T_{P_{i}} C \mid 2 \leq i \leq d\right\}$. There are two cosets of $C_{p}^{e}$ in $G_{P} \simeq C_{p}^{e} \rtimes C_{2}$; we denote $C_{2}=\{1,-1\}$ and, therefore, these two cosets just mentioned by $\pm C_{p}^{e}$. Let us consider the orbit of $P_{2}$ by the action of $G_{P}$. The action of $G_{P}$ in the set $\Delta(C) \backslash\{P\}$ is transitive, hence the orbit of $P_{2}$ by the elements in the coset $C_{p}^{e}$ will consist of $\left|G_{P}\right| / 2=(d-1) / 2=p^{e}$ elements, which we denote by $Q \stackrel{\text { def }}{=}\left\{Q_{1} \stackrel{\text { def }}{=} P_{2}, \ldots, Q_{p^{e}}\right\}$. The other $p^{e}$ elements, those in the orbit of $P_{2}$ under the action of $-C_{p}^{e}$, will be denoted by $Q^{\prime} \stackrel{\text { def }}{=}\left\{Q_{1}^{\prime}, \ldots, Q_{p^{e}}^{\prime}\right\}$ in such a way that $Q_{k}^{\prime}=(-1)\left(Q_{k}\right)$ for all $k=2, \ldots, p^{e}$, where the symbol -1 just used is to be understood as being the non-identity element of $C_{2}$. The important thing to notice here is this: any two elements in $Q$ are taken into one another by an element in $C_{p}^{e}$, and the same holds for $Q^{\prime}$.


Since any $(a, b) \in C_{p}^{e}$ fixes all the points in the line $\ell_{(a, b)}=T_{P} C$, we have that

$$
T_{P} C \cap T_{Q_{i}} C=(a, b)\left(T_{P} C \cap T_{Q_{i}} C\right)=T_{P} C \cap T_{Q_{j}} C
$$

and also that

$$
T_{P} C \cap T_{Q_{i}^{\prime}} C=(a, b)\left(T_{P} C \cap T_{Q_{i}^{\prime}} C\right)=T_{P} C \cap T_{Q_{j}^{\prime}} C
$$

With all this in hand, it is now clear that the set $\left\{T_{P} C \cap T_{P_{i}} C \mid 2 \leq i \leq d\right\}$ can consist of at most 2 points: one associated with the inner points in $Q$, which we denote by $Q$, and another associated with those in $Q^{\prime}$, which we denote by $Q^{\prime}$. Suppose $Q \neq Q^{\prime}$; and note that, by what we defined just now, $Q=T_{P} C \cap T_{Q_{1}} C$ and $Q^{\prime}=T_{P} C \cap T_{Q_{1}^{\prime}} C$. Let $Q_{0} \stackrel{\text { def }}{=} T_{Q_{1}} C \cap T_{Q_{1}^{\prime}} C$, and note that $Q_{0} \notin T_{P} C$ (otherwise $Q=Q^{\prime}$ ). Consider the group $C_{p}^{e} \leq G_{Q_{1}}$. For any $\sigma \neq \mathrm{id}$ in such group, $\ell_{\sigma}=T_{Q_{1}} C$, by Proposition 13; in particular $\sigma$ fixes $Q_{0}$. The point $Q_{\sigma} \stackrel{\text { def }}{=} \sigma\left(Q_{1}^{\prime}\right)$ is an inner Galois point different from $Q_{1}$ and from $Q_{1}^{\prime}$, because the $G_{Q_{1}}$ acts transitively on $\Delta(C) \backslash\left\{Q_{1}\right\}$. By Lemma 7 we have that $Q_{0} \in T_{Q_{\sigma}} C$; in particular $Q_{\sigma} \neq P$ : if not, it would be $Q_{0} \in T_{P} C$, which is not the case, as was just seen a few lines above. Thus, either $Q=T_{P} C \cap T_{Q_{\sigma}} C$ or $Q^{\prime}=T_{P} C \cap T_{Q_{\sigma}} C$, but in both scenarios we get a contradiction; let us see why. If $Q=T_{P} C \cap T_{Q_{\sigma}} C$, then $T_{Q_{\sigma}} C=\overline{Q_{0} Q}=T_{Q_{1}} C$, which implies $Q_{\sigma}=Q_{1}$ (because inner points are total flexes); but $Q_{\sigma}=\sigma\left(Q_{1}^{\prime}\right)$ (recall $\sigma \in G_{Q_{1}}$ ) cannot be $Q_{1}$, unless it was $Q_{1}^{\prime}=Q_{1}$, which is not. If $Q^{\prime}=T_{P} C \cap T_{Q_{\sigma}} C$, then in the same way we would conclude that $Q_{\sigma}=Q_{1}^{\prime}$, which, again, is not since $\sigma \neq \mathrm{id}$ and the action of $G_{Q_{1}}$ in $\Delta(C) \backslash\left\{Q_{1}\right\}$ is transitive.


Hence, $Q=Q^{\prime}$, i.e., the tangent lines to all inner Galois points are concurrent, like they were in the case of $l=1$. Considering the projection $\pi_{Q}$ from $Q$ like we did in the case of $l=1$ (cf. page 63), we are led to conclude that $C$ is projectively equivalent to the curve given by (cf. (3.29) and (3.33))

$$
\begin{equation*}
Z f(X, Z)^{2}+Y^{d}+c Z^{d}=0 \tag{3.34}
\end{equation*}
$$

where, again, we may write $f(X, Z)$ like in (3.32):

$$
\begin{equation*}
f(X, Z)=X^{p^{e}}+a_{e-1} X^{p^{e}} Z^{p^{e}-p^{e-1}}+\ldots+a_{1} X^{p} Z^{p^{e}-p}+a_{0} X Z^{p^{e}-1} \tag{3.35}
\end{equation*}
$$

with $a_{0} \neq 0$, since $f(X, Z)$ is separable. The considerations to be done in the sequence make up the contents of (FUKASAWA, 2010, Proposition 5). In the affine chart $X=1$, the point $P=(1: 0: 0)$ is the origin, and we may write the local equation of $C$ in this chart as (where $z=Z / X$ and $y=Y / X$ )

$$
\begin{equation*}
\phi(z) \stackrel{\text { def }}{=} z f(1, z)^{2}+c z^{d}=-y^{d} \tag{3.36}
\end{equation*}
$$

Once $Z=0$ is the tangent line to $C$ at $P$, the function $z$ will not be a uniformizing parameter for $C$ at $P$; we take the function $y$ to be such parameter, and we write $v_{P}$ for the (discrete) valuation, the order function of the local ring at $P$; hence $v_{P}(y)=1$. As $\mathrm{Z}=0$ is the tangent line to $C$ at $P$ and as $I_{P}\left(C \cap T_{P} C\right)=d$, we have that $v_{P}(z)=d$. This equality could also be derived from (3.36). Indeed, we have that

$$
\begin{equation*}
v_{P}\left(z f(1, z)^{2}+c z^{d}\right)=v_{P}(z)+v_{P}\left(f(1, z)^{2}+c z^{d-1}\right)=v_{P}(z) \tag{3.37}
\end{equation*}
$$

where we used $v_{P}\left(f(1, z)^{2}+c z^{d-1}\right)=0$, which holds since $P$ is not a zero of the function $f(1, z)^{2}+c z^{d-1}: f(1,0)=1 \neq 0$. Therefore, (3.37) together with (3.36) gives

$$
\begin{equation*}
v_{P}(z)=v_{P}\left(-y^{d}\right)=d \cdot v_{P}(-y)=d \tag{3.38}
\end{equation*}
$$

Let $z^{\prime}$ and $z^{\prime \prime}$ be the derivatives $d z / d y$ and $d^{2} z / d y^{2}$, respectively. The usual derivatives of $\phi(z)$ and $f(1, z)$, as polynomials in $z$, will be denoted in the same way. Taking the derivative $d / d y$ on both sides of (3.36) we get (it will be shown that $\phi^{\prime} \neq 0$ )

$$
\begin{equation*}
\phi^{\prime} \cdot z^{\prime}=-y^{d-1} \leadsto z^{\prime}=-y^{d-1} / \phi^{\prime} \tag{3.39}
\end{equation*}
$$

And doing the same with (3.39) gives (recall that $d-1 \equiv 0 \bmod p$ )

$$
\begin{equation*}
\phi^{\prime \prime} \cdot\left(z^{\prime}\right)^{2}+\phi^{\prime} z^{\prime \prime}=0 \tag{3.40}
\end{equation*}
$$

Using (3.39) in the above (3.40), we have that

$$
\begin{equation*}
z^{\prime \prime}=-\frac{\phi^{\prime \prime} y^{2(d-1)}}{\left(\phi^{\prime}\right)^{3}} \tag{3.41}
\end{equation*}
$$

Let us consider now the functions $\phi^{\prime}(z)$ and $\phi^{\prime \prime}(z)$. Recalling (3.36), we have that

$$
\begin{equation*}
\phi^{\prime}(z)=f^{2}+2 \cdot z \cdot f \cdot f^{\prime}+c z^{d-1} \tag{3.42}
\end{equation*}
$$

From this we see that the function $\phi^{\prime}(z)$ does not vanish at $P$ (because $f(1,0) \neq 0$ ), thus $v_{P}\left(\phi^{\prime}(z)\right)=0$; in particular $\phi^{\prime}(z) \neq 0$ (cf. (3.39) and (3.40) where we divided by $\phi^{\prime}$ ). Deriving (3.42) once again, we obtain

$$
\begin{equation*}
\phi^{\prime \prime}=4 f \cdot f^{\prime}+2 z\left(\left(f^{\prime}\right)^{2}+f \cdot f^{\prime \prime}\right)=2 f \cdot\left(2 f^{\prime}+z f^{\prime \prime}\right)+2 z\left(f^{\prime}\right)^{2} \tag{3.43}
\end{equation*}
$$

And we are now led to consider the functions $(f(1, z))^{\prime}$ and $(f(1, z))^{\prime \prime}$. By (3.35), we have that

$$
\begin{equation*}
f(1, z)^{\prime}=-a_{0} z^{p^{e}-2} \text { and therefore } f(1, z)^{\prime \prime}=2 a_{0} z^{p^{e}-3} \tag{3.44}
\end{equation*}
$$

From (3.44), it follows that $2 f^{\prime}+z f^{\prime \prime}=0$; we can then rewrite (3.43) as

$$
\begin{equation*}
\phi^{\prime \prime}=2 z\left(f^{\prime}\right)^{2}=2 a_{0}^{2} z^{2 p^{e}-3} \tag{3.45}
\end{equation*}
$$

Finally, plugging (3.45) into (3.41) gives

$$
\begin{equation*}
z^{\prime \prime}=\frac{-2 a_{0}^{2} z^{2 p^{e}-3} y^{4 p^{e}}}{\phi^{\prime 3}} \tag{3.46}
\end{equation*}
$$

(3.46) tells that $z^{\prime \prime} \neq 0$, hence the dual map of $C$ is separable and, in particular, the generic order of contact for $C$ is 2 (cf. Definition 6 as well as the footnote in page 52). Therefore the right hand side of (3.9) reduces to $3 d(d-2)$ (cf. the discussion at the beginning of section 3.2). The $d$ inner Galois points are total flexes, and thus $I_{P_{i}}\left(C \cap T_{P_{i}} C\right)-q(C)=d-2$ for each one of them; then, if we use (3.9) the way we were using it before, we will get

$$
\begin{equation*}
d(d-2) \leq 3 d(d-2) \tag{3.47}
\end{equation*}
$$

which is not useful at all. What happens is that

$$
\binom{I_{P_{i}}\left(C \cap T_{P_{i}} C\right)}{q(C)}=\binom{d}{2}=\frac{\left(2 p^{e}+1\right)\left(2 p^{e}\right)}{2} \equiv 0 \bmod p
$$

and therefore, by (3.10) and the fact that $I_{R}\left(C \cap T_{R} C\right)-q(C) \leq v_{R}(\mathcal{W}(C))$ for any $R \in C$, we conclude that $I_{P_{i}}\left(C \cap T_{P_{i}} C\right)<v_{P_{i}}(\mathcal{W}(C))$, so that the left hand side of (3.47) can, and will, be sharpened. The divisor $\mathcal{W}(C)$ is explicitly given by (cf. (FUKASAWA, 2008, Section 2), (FUKASAWA, 2007, Section 2) and references therein)

$$
\begin{equation*}
\mathcal{W}(C)=3 D+\operatorname{div}\left(z^{\prime \prime}\right)+3 \operatorname{div}(d y) \tag{3.48}
\end{equation*}
$$

where $D$ is the divisor corresponding to $C \cap \ell_{\infty}$, where $\ell_{\infty}$ is the line at infinity with respect to the affine chart $X=1$, i.e., $\ell_{\infty}: X=0$. Once $P \notin \ell_{\infty}$, we have that $v_{P}(3 D)=0$. Also $v_{P}(\operatorname{div}(d y))=0$, since $y$ is a uniformizing parameter at $P$. Hence, from (3.48), we have that

$$
\begin{equation*}
v_{P}(\mathcal{W}(C))=v_{P}\left(\operatorname{div}\left(z^{\prime \prime}\right)\right)=v_{P}\left(z^{\prime \prime}\right) \tag{3.49}
\end{equation*}
$$

Now, using (3.46) and (3.38) we can write, for the quantity appearing in (3.49),

$$
\begin{equation*}
v_{P}(\mathcal{W}(C))=4 p^{e}+\left(2 p^{e}-3\right)\left(2 p^{e}+1\right)=4 p^{2 e}-3 \tag{3.50}
\end{equation*}
$$

(3.50) holds also for the other inner Galois points: $G_{P_{i}}$, which consists entirely of projective transformations, acts transitively on the set $\Delta(C) \backslash\left\{P_{i}\right\}$ and $v_{P}(\mathcal{W}(C))=v_{T(P)}(\mathcal{W}(T(C))$, for any projective transformation $T$. Therefore, from the preceding and from (3.50), there
will be a contribution of $d\left(4 p^{2 e}-3\right)$ to the degree of $\mathcal{W}(C)$, which is $3 d(d-2)$, and thus (3.9) allows us to finally write (recall that $d=2 p^{e}+1$ )

$$
d\left(4 p^{2 e}-3\right) \leq 3 d(d-2) \leadsto 4 p^{e} \leq 6
$$

which does not hold for any pair $(p, e)$ with $p \geq 3$ and $e \geq 1$. This last contradiction finishes the proof of Proposition 10.

### 3.3 Even characteristic

We now investigate those non-singular curves, whose existence is possible only if $p=2$, for which $d=\operatorname{deg} C=\delta(C)$ (cf. item 2 of Proposition 10). The results contained in this section are essentially the same as those in (FUKASAWA, 2013) and in (FUKASAWA, 2014), but the approach given here is our own and may, therefore, differ with the one given there in minor aspects.

Recall that the degree of any such curve is a unit more than a power of two, i.e., $d=2^{n}+1$. Our aim is to completely classify such curves. More specifically, we will give explicit equations, for any $n \geq 2$, of all non-singular plane curves of degree $2^{n}+1$ with exactly $2^{n}+1$ inner Galois points, up to projective transformation.

Recall Lemma 6 and Proposition 11: for a degree $d$ curve in this setup to have $d$ inner Galois points, it is necessary (and also sufficient) that it has 2 of them and that it is not projectively equivalent to the Hermitian curve.

So suppose $C$ is a non-singular plane curve of degree $d=2^{n}+1=q+1$ (from now on, we will write $q$ and $2^{n}$ interchangeably), with $n \geq 2$, over an algebraically closed field $k$ of characteristic 2 that has 2 inner Galois points. We keep the notation we used throughout subsection 3.2.4 (cf. what comes after Proposition 10). Under these circumstances, $G_{P} \simeq C_{2}^{n}$ and each $\sigma \in G_{P}$ is its own inverse. Recall also (3.15): $P=(1: 0: 0)$ is one of the inner points, its tangent line has equation $Z=0$ and $C$ has equation

$$
\begin{equation*}
Z \cdot\left(\prod_{(\alpha, \beta) \in G_{P}}(X+\alpha Y+\beta Z)\right)+G_{d}(Y, Z)=0 \tag{3.51}
\end{equation*}
$$

Let $Q \neq P$ be another inner Galois point. Once $Q \notin T_{P} C$, we may write $Q=(x: y: 1)$. Consider the following projective transformation

$$
T_{1} \stackrel{\text { def }}{=}\left(\begin{array}{ccc}
1 & 0 & -x \\
0 & 1 & -y \\
0 & 0 & 1
\end{array}\right) ; \text { note that } T_{1}^{-1}=\left(\begin{array}{ccc}
1 & 0 & x \\
0 & 1 & y \\
0 & 0 & 1
\end{array}\right)
$$

We have that $T_{1}$

- takes $Q$ to $(0: 0: 1)$,
- fixes $P=(1: 0: 0)$,
- fixes all the points in the line $T_{P} C: Z=0$ and
- takes $(\alpha, \beta) \in G_{P}$ to $T_{1} \circ(\alpha, \beta) \circ T_{1}^{-1}=(\alpha, \alpha y+\beta)$.

Therefore, after applying $T_{1}$, we may suppose the same we supposed before and, additionally, that $(0: 0: 1)$ is another inner Galois point. Note that the type of equation $C$ satisfies will not change, only the roots of the additive polynomial appearing in (3.51) will do. Indeed, the equation for $T_{1}(C)$ will be something like

$$
\begin{equation*}
Z \cdot\left(\prod_{(\tilde{\alpha}, \tilde{\beta}) \in \tilde{G}_{p}}(X+\tilde{\alpha} Y+\tilde{\beta} Z)\right)+\tilde{G}_{d}(Y, Z)=0 \tag{3.52}
\end{equation*}
$$

where, as before, $\tilde{G}_{P}=T_{1} G_{P} T_{1}^{-1}$ : the matrices of the elements $G_{P}$ are of the same type of those of $\tilde{G}_{P}$, i.e., they are given by a matrix like the one below

$$
\left(\begin{array}{lll}
1 & a & b \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

for some $a$ and $b \in k$. We will then write only $G_{P}$ for the Galois group associated to $P$.
Now that we have $(1: 0: 0)$ and $(0: 0: 1)$ as inner points, we know that the line joining them, viz. $\ell_{\text {Gal }}$, is given by $Y=0$; by Proposition $11, \Delta(C)=C \cap \ell_{\text {Gal }}$. In particular, $T_{Q} C: X+b Y=0$ for some $b \in k$. We can go one step further and also apply the projective transformation below

$$
T_{2} \stackrel{\operatorname{def}}{=}\left(\begin{array}{ccc}
1 & -b & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

This transformation $T_{2}$

- fixes $Q$ and $P$,
- does not fix all the points in the line $T_{P} C: Z=0$, but leaves this line unchanged,
- takes $T_{Q} C: X+b Y=0$ to $X=0$ and
- leaves $G_{P}$ unchanged after conjugation.

After all these considerations, we may finally suppose that $C$ has equation like (3.51), and that two of the inner Galois points are $(1: 0: 0)$ and $(0: 0: 1)$, with tangent lines
given by $Z=0$ and $X=0$, respectively. The additive polynomial in (3.51) will be denoted by what we have been denoting it hitherto, by $f(X, Y, Z)$.

From the fact that $Q=(0: 0: 1)$ is also an inner Galois point with respect to $C$ with tangent line given by $X=0$, and recalling that inner Galois points are total flexes (cf. Corollary 1), we conclude that

$$
Z f(0, Y, Z)+G_{d}(Y, Z)=0
$$

must have $(X: Y: Z)=(0: 0: 1)$ as its unique root. Noting that $f(0, Y, Z)=0$, once $X \mid f(X, Y, Z)$, this leads us to conclude that (afterwards a rescaling transformation)

$$
G_{d}(Y, Z)=Y^{d}
$$

We put this altogether in the following
Lemma 8. Let $C$ be a non-singular plane curve of degree $2^{n}+1=q+1$, for $n \geq 2$, defined over a field $k$ of characteristic 2 with (at least) 2 inner Galois points. Then $C$ is projectively equivalent to the curve given by

$$
Z \prod_{(\alpha, \beta) \in G_{P}}(X+\alpha Y+\beta Z)+Y^{q+1}=0
$$

where the pairs $(\alpha, \beta)$ constitute an elementary abelian group of order $q$ and exponent 2 .
Lemma 8 represents the first step towards the classification we have spoken about: it will be of great importance in subsection 3.3.4.

### 3.3.1 An example

The following is an example of a degree $5=2^{2}+1$ non-singular curve, defined over $\mathbb{F}_{4}$, which is not projectively equivalent to the Hermitian curve and which attains the maximum possible number of inner Galois points that a curve in such conditions can attain, viz. 5. Its affine equation is (cf. (FUKASAWA, 2010, pp. 10, 15)):

$$
\begin{equation*}
C: g(x, y) \stackrel{\text { def }}{=} x(x+a y+1)(x+y+a)\left(x+a^{2} y+a^{2}\right)+y^{5}=0 \tag{3.53}
\end{equation*}
$$

Here, $a \in \mathbb{F}_{4}$ is a primitive element for the extension $\mathbb{F}_{4} / \mathbb{F}_{2}$, i.e., $a$ is a root of the polynomial $T^{2}+T+1 \in \mathbb{F}_{2}[T]$. We claimed that $C$ is non-singular; to see this, let us take the "projective" equation for $C$ :

$$
\begin{equation*}
G(X, Y, Z) \stackrel{\text { def }}{=} X^{4} Z+a X^{2} Y Z^{2}+X Y^{3} Z+X Z^{4}+Y^{5}=0 \tag{3.54}
\end{equation*}
$$

The derivatives of $G(X, Y, Z)$ are as follows

$$
\begin{aligned}
G_{X}(X, Y, Z) & =Z\left(Y^{3}+Z^{3}\right) \\
G_{Y}(X, Y, Z) & =a X^{2} Z^{2}+X Z Y^{2}+Y^{4} \\
G_{Z}(X, Y, Z) & =X\left(Y^{3}+X^{3}\right)
\end{aligned}
$$

From the above expressions, together with (3.54), we see that there are no singular points lying on the lines $X=0$ or $Z=0$. At this point it is worth noting that the projective transformation corresponding to the permutation of $X$ and $Z$ is an automorphism of $C$. In other words, $G(X, Y, Z)=G(Z, Y, X)$. So, without loss of generality, we may search for singular points lying in the affine chart $Z=1$. From $G_{X}(x, y, 1)=0$ it follows that $y^{3}=1$, therefore we can have $y=1, a$ or $a^{2}$. Now, from $y^{3}=1$ and $G_{Z}(x, y, 1)=0$ it also follows that $x^{3}=1$, i.e., $x=1, a$ or $a^{2}$, so we have 9 possibilities for the pair $(x, y)$ of a singular point. Let us see which of these 9 possible pairs vanishes the other derivative, $G_{Y}$.

| $(x, y)$ | $G_{Y}(x, y, 1)$ |
| :---: | :---: |
| $(1,1)$ | $a$ |
| $(1, a)$ | $a^{2}$ |
| $\left(1, a^{2}\right)$ | $a^{2}$ |
| $(a, 1)$ | $a$ |
| $(a, a)$ | $a$ |
| $\left(a, a^{2}\right)$ | 1 |
| $\left(a^{2}, 1\right)$ | 1 |
| $\left(a^{2}, a\right)$ | $a^{2}$ |
| $\left(a^{2}, a^{2}\right)$ | 1 |

Since the derivative $G_{Y}$ does not vanish for any "candidate" for singular point, $C$ is indeed smooth.

The reader may easily check that the polynomial (cf. (3.53))

$$
\begin{equation*}
f(X, Y, Z) \stackrel{\text { def }}{=} X(X+a Y+Z)(X+Y+a Z)\left(X+a^{2} Y+a^{2} Z\right) \tag{3.55}
\end{equation*}
$$

is additive with respect to the variable $X$ : its roots $\left\{0, a Y+Z, Y+a z, a^{2} Y+a^{2} Z\right\}$ are closed under addition (we also remind the reader that $a+1=a^{2}$ ). It is now quite clear from (3.55) that $P=(1: 0: 0)$ is an inner Galois point for $C$ : the conditions of item 2 of Theorem 3 are met (the condition $l \mid p^{e}-1$ is trivially satisfied whenever $l=1$ ). From now on, and until the next chapter, when we say Galois point we always mean inner Galois point.

As was formerly observed, $G(X, Y, Z)$ is invariant after swapping $X$ and $Z$ (i.e., $G(X, Y, Z)=G(Z, Y, X))$, whereupon we deduce that $P^{\prime}=(0: 0: 1)$ is another Galois point, for any permutation of the variables is a projective transformation (cf. also Proposition 1). It follows from Lemma 6 that there are at least $d=5$ Galois points for $C$. These 5 points we know for sure to be Galois all lie in the line $Y=0$ (cf. Proposition 11) and correspond, apart from $P$, to one linear factor of $G(X, 0,1)=f(X, 0,1)$ each.

| $X$ | $\leadsto(0: 0: 1)$ |
| :---: | :---: | :---: |
| $X+a$ | $\leadsto(a: 0: 1)$ |
| $X+1$ | $\sim(1: 0: 1)$ |
| $X+a^{2}$ | $\sim\left(a^{2}: 0: 1\right)$ |

We thus see that these 5 Galois points are exactly the five $\mathbb{F}_{4}$-rational points of the line $Y=0$. According to Proposition 11, to show that $C$ has exactly 5 Galois points, it suffices to show that $C$ is not projectively equivalent to the Hermitian curve. This is done by showing that the generic order of contact for $C$ is exactly 2 . From this, and also from the fact that $q(C)$ is invariant under projective transformations, we can conclude that $C$ is not projectively equivalent to the Hermitian curve because the generic order of contact for the Hermitian curve $\mathcal{H}_{q}$ (whose degree is $q+1$ ) is $q \geq 4$.

There are two ways to visualize that 2 is the generic order of contact for $C$, and we show both of them. First of all, Definition 6 applied to our setting, namely of a degree 5 curve in characteristic 2 , says that either $q(C)=2$ or $q(C)=4$, the last integer being the only power of 2 strictly between 2 and 5 .

Take the line $\ell_{\left(a^{2}, a^{2}\right)}: Y+Z=0$. Any point $R$ in $\ell_{\left(a^{2}, a^{2}\right)} \cap C$, with $R \neq P$, is such that $T_{R} C=\ell_{\left(a^{2}, a^{2}\right)}$, and we also have that $P \in \ell_{\left(a^{2}, a^{2}\right)}$ (cf. subsection 3.2.4, after Proposition 10). It then follows that for all points in $\ell_{\left(a^{2}, a^{2}\right)} \cap C$ the intersection multiplicity of their tangent line (which is the same for all, namely $\ell_{\left(a^{2}, a^{2}\right)}$ ) with $C$ (at them) is the same number. If we show that the set $\ell_{\left(a^{2}, a^{2}\right)} \cap C$ consists of three points, $P, R_{1}$ and $R_{2}$, Bézout's theorem will imply that $I_{R_{i}}\left(T_{R_{i}} C \cap C\right)=2$, and we will be done. Without loss of generality, we will look for the points of $\ell_{\left(a^{2}, a^{2}\right)} \cap C$ lying in the affine chart $Z=1$ (once the only point of $C$ lying in the line $Z=0$ is $P$ ). Making $Y=Z=1$ in the polynomial $G$ we obtain

$$
\left(X\left(X+a^{2}\right)+1\right)^{2}
$$

But the above polynomial has 2 distinct roots (in a degree 2 extension field of $\mathbb{F}_{4}$, i.e., in $\mathbb{F}_{16}$ ). And we are done.

Next we consider the another mentioned way of showing that the generic order of contact for $C$ is 2 . The lines $\ell_{\sigma}$ for $\sigma \in G_{P}$ are explicitly given by the following equations

$$
\ell_{(a, 1)}: a Y+Z=0, \quad \ell_{(1, a)}: Y+a Z=0 \quad \text { and } \quad \ell_{\left(a^{2}, a^{2}\right)}: Y+Z=0
$$

Recall that all these lines contain $P$, so that the tangent line $T_{R} C$ is equal to $\ell_{\sigma_{i}}$ for any point $R \in \ell_{\sigma_{i}} \cap C$ with $R \neq P$.

The crucial feature about these lines, in the sense that it is the sufficient condition for $C$ not being projectively equivalent to the Hermitian curve, is that they are pairwise distinct. Actually, it is sufficient just 2 of them to be distinct for us to reach the same conclusion; this will become clear after the following arguments. We suppose $C$ is
projectively equivalent to the Hermitian curve, so that $q(C)=4$. Take $R \in \ell_{(a, 1)} \cap C$ different from $P$ (such a point exists once none of the $\ell_{\sigma_{i}}$ is $Z=0$, the tangent line to $C$ at $P)$. Then, as was mentioned above, $T_{R} C=\ell_{(a, 1)}$. Once $q(C)=4$, we have $I_{R}\left(\ell_{(a, 1)} \cap C\right) \geq 4$. By Bézout's theorem, it follows that $I_{R}\left(\ell_{(a, 1)} \cap C\right)=4$, because $C$ has degree 5 and $I_{P}\left(\ell_{(a, 1)} \cap C\right)=1$. But then the stabilizer of $R$ in $G_{P}$ has order at least 4 , and hence is all of $G_{P}$. If $R$ is fixed by all of $G_{p}$, then it is also fixed by, say, $(1, a)$ and we have that either $R \in \ell_{(1, a)}$ or $R \notin \ell_{(1, a)}$. If we show that $R \in \ell_{(1, a)}$, then we will be done since $R$, $P \in \ell_{(a, 1)} \cap \ell_{(1, a)}$ with $R \neq P$ implies that $\ell_{(a, 1)}=\ell_{(1, a)}$, a contradiction. So we must show that $R \in \ell_{(1, a)}$. Suppose not. Then ( $1, a$ ) fixes all the points in the line $\ell_{(1, a)}$ and also the point $R$, which is not in that line (the point $R$ is fixed because its stabilizer is all of $G_{P}$ ). According to (MITCHELL, 1911, p. 212) (cf. also Remark 3), $(1, a)$ is, then, a transformation of type IV, and therefore it can be written, in suitable coordinates, as

$$
\left(\begin{array}{lll}
\alpha & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

In particular, $(1, a)$ would be diagonalizable. But one can easily verify that none of the matrices representing the $\sigma_{i}$ 's is diagonalizable (no transformation of type V is diagonalizable whatsoever). Hence, it must be $R \in \ell_{(1, a)}$, with which we finish.

Are there any other non-singular curves of degree 5 defined over $\mathbb{F}_{4}$ with exactly 5 Galois points? Remind that the first row of the matrix representation of each element in $G_{P}$ corresponds to one linear factor in the factorization of $f(X, Y, Z)$ : if $\left(\sigma_{11} \sigma_{12} \sigma_{13}\right)$ is the first row of $\sigma \in G_{P}$, then $f(X, Y, Z)$ has the linear factor $\sigma_{11} X+\sigma_{12} Y+\sigma_{12} Z$. If we start with an order 4 subgroup $S$ of $\operatorname{PGL}(3,4)$ whose matrices are of the form

$$
M_{\sigma}=\left(\begin{array}{ccc}
1 & \sigma_{12} & \sigma_{13} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

we can then construct the polynomial $f_{S}(X, Y, Z)=Z \prod_{\sigma \in S}\left(X+\sigma_{12} Y+\sigma_{13} Z\right)$, and then consider the curve

$$
C_{S}: f_{S}(X, Y, Z)+Y^{5}=0
$$

which is easily seen to have the Galois point $P=(1: 0: 0)$, by virtue of Theorem 3 (item 2). The question that arises is: will this curve $C_{S}$ be non-singular and have exactly 5 Galois points? If we take, for example, the subgroup

$$
\left\{\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right),\left(\begin{array}{ccc}
1 & a^{2} & 1 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right),\left(\begin{array}{ccc}
1 & 1 & a^{2} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right),\left(\begin{array}{lll}
1 & a & a \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\right\}
$$

the corresponding curve will be given by the following equation

$$
Z X\left(X+a^{2} Y+Z\right)\left(X+Y+a^{2} Z\right)(X+a Y+a Z)+Y^{5}=0
$$

which looks pretty much like the curve we considered in this section (cf. (3.53)), the only difference being the choice of primitive element for the extension $\mathbb{F}_{4} / \mathbb{F}_{2}$. It is then obvious that this curve is also non-singular and have exactly 5 Galois points, because all arguments above hold for any choice of primitive element for $\mathbb{F}_{4} / \mathbb{F}_{2}$. Later on, we will see that the original curve and this one are not projectively equivalent (cf. Proposition 16). Next, we will generalize this construction.

### 3.3.2 Generalizing the previous example to "arbitrary" degree

We are now going to consider curves of degree $2^{n}+1$. The arbitrariness of the degree comes from the arbitrariness of $n \geq 2$. An example where $n=2$ was considered in the previous section and the idea here is to generalize it, i.e., we want to construct a non-singular curve of degree $2^{n}+1$ (over $\mathbb{F}_{2^{n}}$ ) with exactly $2^{n}+1$ inner Galois points. We do this by "reverse engineering" the example considered previously, just as was discussed at the end of the last section.

We are interested in subgroups of $\operatorname{PGL}(3, q)$ whose matrices are of the following form (it will later be clear that there is no loss of generality in considering only matrices of this form, instead of those in the bigger group $\operatorname{PGL}(3, k)$; cf. Theorem 6)

$$
(\alpha, \beta)=\left(\begin{array}{lll}
1 & \alpha & \beta  \tag{3.56}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Let us denote the subgroup of $\operatorname{PGL}(3, q)$ of all matrices of the above form by $R_{1}$. We can define an $\mathbb{F}_{2}$ vector space structure in $R_{1}$ (cf. the proof of item 2 of Theorem 3): we sum two matrices by multiplying them in the usual way and we multiply $M \in R_{1}$ by a scalar $v \in \mathbb{F}_{2}$ simply by multiplying it " $v$ times":

$$
(\alpha, \beta) \oplus\left(\alpha^{\prime}, \beta^{\prime}\right) \stackrel{\text { def }}{=}\left(\begin{array}{lll}
1 & \alpha & \beta \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \cdot\left(\begin{array}{ccc}
1 & \alpha^{\prime} & \beta^{\prime} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)=\left(\begin{array}{ccc}
1 & \alpha+\alpha^{\prime} & \beta+\beta^{\prime} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)=\left(\alpha+\alpha^{\prime}, \beta+\beta^{\prime}\right)
$$

and

$$
v \odot(\alpha, \beta) \stackrel{\operatorname{def}}{=}\left(\begin{array}{lll}
1 & \alpha & \beta \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)^{v}=\left(\begin{array}{ccc}
1 & v \alpha & v \beta \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)=(v \alpha, v \beta)
$$

Hence, the multiplicative structure of $R_{1}$ (in $\operatorname{PGL}\left(3,2^{n}\right)$ ) has, in fact, an additive structure (the additiveness coming from the linear space structure just defined) and we can write, once the order of $R_{1}$ is $q^{2}=2^{2 n}, R_{1} \simeq \oplus_{i=1}^{2^{n}} \mathbb{F}_{2}$. We then see that $R_{1}$ is an elementary abelian group.

Let $G \leq R_{1}$ be a subgroup of order $q$. Once $R_{1}$ has order $q^{2}$, the existence of such a subgroup is guaranteed. We can construct a degree $q+1$ curve over $\mathbb{F}_{q}$ using the given subgroup $G$ by letting its equation be

$$
\begin{equation*}
g_{G}(X, Y, Z) \stackrel{\text { def }}{=} Z \prod_{(\alpha, \beta) \in G}(X+\alpha Y+\beta Z)+Y^{q+1}=0 \tag{3.57}
\end{equation*}
$$

The curve given by equation (3.57) will be denoted by $C_{G}$, and $f_{G}(X, Y, Z)$ will denote the polynomial $Z \prod_{(\alpha, \beta) \in G}(X+\alpha Y+\beta Z)$, so that $g_{G}(X, Y, Z)=f_{G}(X, Y, Z)+Y^{q+1}$.

The curves constructed in this way, i.e., those given by (3.57), always have $P=(1: 0: 0)$ as a Galois point: they satisfy the conditions of Theorem 3 (item 2). Moreover, the subgroup $G$ is exactly the Galois group $G_{P}$, and we will write only $G$ in place of $G_{P}$.

Notice that Theorem 3 (item 2) also guarantees that $P$ is a non-singular point of $C_{G}$. If $(\alpha, 0) \in G$ for some $\alpha \neq 0$, then the polynomial $f_{G}$ has the linear factor $(X+\alpha Y)$. But then, it is not difficult to check that $(0: 0: 1)$ is a singular point of $C_{G}$. Now, if there is some $\beta \in \mathbb{F}_{q}$ such that $(\alpha, \beta)$ and $\left(\alpha^{\prime}, \beta\right)$ are in $G$, with $\alpha \neq \alpha^{\prime}$, then $\left(\alpha+\alpha^{\prime}, 0\right)$ would also be in $G$, from which we also conclude that the curve is singular for such $G$. So in order for $G$ to give rise to a non-singular curve, it is necessary (although not necessarily sufficient) that the projection onto the second coordinate gives all of $\mathbb{F}_{q}$, i.e., it is necessary for the map

$$
\rho_{G}:\left\{\begin{array}{rll}
G & \rightarrow & \mathbb{F}_{q}  \tag{3.58}\\
(\alpha, \beta) & \mapsto & \beta
\end{array}\right.
$$

to be surjective (or, equivalently, injective, once the domain and codomain are finite of the same cardinality). We are not interested in curves that are projectively equivalent to the Hermitian curve, so we exclude $G_{\mathcal{H}_{q}} \stackrel{\text { def }}{=}\left\{(0, \alpha) \mid \alpha \in \mathbb{F}_{q}\right\}$ from the discussion. From now on, we will only consider groups which satisfy this condition: the map $\rho_{G}$ as in (3.58) is surjective, i.e., the second coordinate "covers" all of $\mathbb{F}_{q}$.

We have already seen that for every order $q$ subgroup of $R_{1}$, the corresponding curve has $P=(1: 0: 0)$ as inner Galois point. In order to guarantee the existence of another Galois point (and, hence, of at least $2^{n}+1$ of them) it is sufficient to show that the projective transformation

$$
\psi \stackrel{\text { def }}{=}\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right)
$$

corresponding to the permutation of the variables $X$ and $Z$, is an automorphism of the curve $C_{G}$, for then $\psi(1: 0: 0)=(0: 0: 1)$ would also be a Galois point. But $\psi$ will be an automorphism of $C_{G}$ if, and only if, $f_{G}(X, Y, Z)=f_{G}(Z, Y, X)$ (notice that $\psi^{-1}=\psi$ ). If this happens, then there will be at least $2^{n}+1$ inner Galois points, all of them lying in the
line $Y=0$, which is the line joining $(1: 0: 0)$ and $(0: 0: 1)$. Note also that they will be all the $q+1 \mathbb{F}_{q}$-rational points of $Y=0$, thanks to our choice of $G$.

Let us now see what kind of restriction has to be imposed on the group $G$ in order for $f_{G}(X, Y, Z)=f_{G}(Z, Y, X)$ to hold. From (3.57), we have that

$$
\begin{equation*}
f_{G}(Z, Y, X)=X \prod_{(\alpha, \beta) \in G}(Z+\alpha Y+\beta X)=X Z\left(\prod_{\beta \neq 0} \beta\right)_{(\alpha, \beta) \neq(0,0)}\left(X+\alpha \beta^{-1} Y+\beta^{-1} Z\right) \tag{3.59}
\end{equation*}
$$

Now, once the elements appearing as second coordinate (the $\beta^{\prime}$ s) "cover" all of $\mathbb{F}_{q}$ (cf. page 78 ), we have that $\prod_{\beta \neq 0} \beta=1$. So, by (3.59), the equality $f_{G}(X, Y, Z)=f_{G}(Z, Y, X)$ turns into the following

$$
\begin{equation*}
\prod_{(\alpha, \beta) \neq(0,0)}(X+\alpha Y+\beta Z)=\prod_{(\alpha, \beta) \neq(0,0)}\left(X+\alpha \beta^{-1} Y+\beta^{-1} Z\right) \tag{3.60}
\end{equation*}
$$

With (3.60), we see that $f_{G}(X, Y, Z)=f_{G}(Z, Y, X)$ is equivalent to

$$
\begin{equation*}
(\alpha, \beta) \in G \backslash\{(0,0)\} \Leftrightarrow\left(\alpha \beta^{-1}, \beta^{-1}\right) \in G \backslash\{(0,0)\} \tag{3.61}
\end{equation*}
$$

The condition stated in (3.61) will be called simply by change condition.
With all we did so far in mind, it is quite natural to search for groups $G$ whose elements are given by $G_{\theta, \lambda} \stackrel{\text { def }}{=}\left\{(\lambda g, \theta(g)) \mid g \in \mathbb{F}_{q}\right\}$, where $\theta: \mathbb{F}_{q} \rightarrow \mathbb{F}_{q}$ is a field automorphism of $\mathbb{F}_{q}$ and $\lambda \in \mathbb{F}_{q}^{\times}$(we do not consider $\lambda=0: G_{\theta, 0}=G_{\mathcal{H}_{q}}$ ) is a fixed element: the set $G_{\theta, \lambda}$ certainly has $q$ elements, and the fact that $\theta$ is an automorphism of $\mathbb{F}_{q}$ implies that $G_{\theta, \lambda}$ has indeed a group structure (cf. the considerations made after (3.56)) and also that $\rho_{G_{\theta, \lambda}}$ is surjective (cf. (3.58)). Once $\rho_{G_{\theta, \lambda}}$ is surjective, $C_{G_{\theta, \lambda}}$ may be non-singular. Now the change condition for $G_{\theta, \lambda}$ reads (here we use the fact that $\theta$ is a field automorphism)

$$
g \cdot \theta\left(g^{-1}\right)=g^{-1} \forall g \in \mathbb{F}_{q}^{\times} \leadsto \theta(g)=g^{2} \forall g \in \mathbb{F}_{q}
$$

i.e., for the change condition to hold for $G_{\theta, \lambda}, \theta$ must be the Frobenius automorphism that generates the Galois group of the extension $\mathbb{F}_{q} / \mathbb{F}_{2}$. The converse is easily seen to be true too. Once $\theta$ will be fixed from now on, we denote $G_{\theta, \lambda}$ by $G_{\lambda}$ only.

So for every $\lambda \in \mathbb{F}_{q}^{\times}$, the subgroup $G_{\lambda} \stackrel{\text { def }}{=}\left\{\left(\lambda \alpha, \alpha^{2}\right) \mid \alpha \in \mathbb{F}_{q}\right\}$ satisfies the change condition and is such that the projection onto the second coordinate gives us all of $\mathbb{F}_{q}$. Let us call by $C_{\lambda}$ the curve $C_{G_{\lambda}}$, and by $f_{\lambda}$ and $g_{\lambda}$ the corresponding polynomials. We claim that $f_{\lambda}(x, y, 1) \in k(y)[x]$ is given by

$$
\begin{equation*}
x^{2^{n}}+\sum_{i=1}^{n-1}(\lambda y)^{2^{n}-2^{n-i+1}+1} x^{2^{n-i}}+\left(y^{2^{n}-1}+1\right) x \tag{3.62}
\end{equation*}
$$

Indeed, it suffices to show that the roots of the above polynomial (in the variable $x$ ) are $\lambda \alpha y+\alpha^{2}$ for every $\alpha \in \mathbb{F}_{q}$, once $f_{\lambda}(x, y, 1)$ was "constructed" in such a way that those are exactly its roots. If we evaluate the sum in the middle of (3.62) at $x=\lambda \alpha y+\alpha^{2}$ we get

$$
\begin{align*}
\sum_{i=1}^{n-1}(\lambda y)^{2^{n}-2^{n-i}+1} \alpha^{2^{n-i}} & +(\lambda y)^{2^{n}-2^{n-i+1}+1} \alpha^{2^{n-i+1}}= \\
& \sum_{i=1}^{n-1}(\lambda y)^{2^{n}-2^{n-i}+1} \alpha^{2^{n-i}}+\sum_{i=1}^{n-1}(\lambda y)^{2^{n}-2^{n-i+1}+1} \alpha^{2^{n-i+1}} \tag{3.63}
\end{align*}
$$

Noting that $n-i+1=n-(i-1)$, we can rewrite (3.63) as (after changing $i-1$ to $j$ )

$$
\begin{equation*}
\sum_{i=1}^{n-1}(\lambda y)^{2^{n}-2^{n-i}+1} \alpha^{2^{2-i}}+\sum_{j=0}^{n-2}(\lambda y)^{2^{n}-2^{n-j}+1} \alpha^{2^{n-j}} \tag{3.64}
\end{equation*}
$$

Now for each $k$ between 1 and $n-2$, the term $(\lambda y)^{2^{n}-2^{n-k}+1} \alpha^{2^{n-k}}$ appears in both of the sums in (3.64), so that they cancel out (once we are in characteristic 2). It thus remains the term corresponding to $n-1$ in the sum indexed by $i$ plus the term corresponding to 0 in the sum indexed by $j$, which gives

$$
\alpha^{2} y^{2^{n}-1}+\lambda \alpha y
$$

So, evaluating $x=\lambda \alpha y+\alpha^{2}$ in (3.62) gives

$$
\lambda \alpha y^{2^{n}}+\alpha^{2}+\alpha^{2} y^{2^{n}-1}+\lambda \alpha y+\left(y^{2^{n}-1}+1\right)\left(\lambda \alpha y+\alpha^{2}\right)=0
$$

and proves the claim.
The curve $C_{\lambda}$ is thus given by the following equation (in the affine chart $Z=1$ )

$$
\begin{equation*}
C_{\lambda}: y^{2^{n}+1}+x^{2^{n}}+\sum_{i=1}^{n-1}(\lambda y)^{2^{n}-2^{n-i+1}+1} x^{2^{n-i}}+\left(y^{2^{n}-1}+1\right) x=0 \tag{3.65}
\end{equation*}
$$

Changing variables $(y \mapsto y / \lambda)$, (3.65) gets the much nicer aspect (recall: $\lambda \in \mathbb{F}_{2^{n}}$ )

$$
\begin{equation*}
C_{\lambda}: \lambda^{-2} y^{2^{n}+1}+x^{2^{n}}+\sum_{i=1}^{n-1} y^{2^{n}-2^{n-i+1}+1} x^{2^{n-i}}+\left(y^{2^{n}-1}+1\right) x=0 \tag{3.66}
\end{equation*}
$$

We now claim the following: $C_{\lambda}$ is non-singular if, and only, if $\lambda \neq 1$. We already saw that there does not exist singular point in the line $Z=0$ : the only point of the curve contained in this line is the Galois point $P$, and it is smooth. So we restrict our search for singular points in the affine chart $Z=1$. On the one hand, the derivative of the polynomial in (3.66) with respect to $x$ gives

$$
y^{2^{n}-1}+1
$$

which vanishes if, and only if, $y \in \mathbb{F}_{q}^{\times}$(remind that $+1=-1$ in characteristic 2 ). On the other hand, the derivative of (3.66) with respect to $y$ gives

$$
\begin{equation*}
\lambda^{-2} y^{2^{n}}+\sum_{i=1}^{n-1} y^{2^{n}-2^{n-i+1}} x^{2^{n-i}}+y^{2^{n}-2} x \tag{3.67}
\end{equation*}
$$

Suppose ( $x: y: 1$ ) is a singular point of $C_{\lambda}$. Then (3.67) vanishes, as well as (3.66). Multiplying the above expression by $y \in \mathbb{F}_{q}^{\times}$, we get the following expression, which is still 0:

$$
\begin{equation*}
\lambda^{-2} y^{2^{n}+1}+\sum_{i=1}^{n-1} y^{2^{n}-2^{n-i+1}+1} x^{2^{n-i}}+y^{2^{n}-1} x \tag{3.68}
\end{equation*}
$$

Substituting (3.66) in the above (3.68), we get

$$
x^{2^{n}}+x
$$

and this last expression vanishes if, and only if, $x \in \mathbb{F}_{q}$. So if $(x: y: 1)$ is a singular point of $C_{\lambda}$, then it is an $\mathbb{F}_{q}$-rational point. Moreover, $y$ is non-zero. Still under the assumption that $(x: y: 1)$ is a singular point, we can rewrite equation (3.68) as

$$
\begin{equation*}
\lambda^{-2} y^{2}+\sum_{i=1}^{n-1} y^{2-2^{n-i+1}} x^{2^{n-i}}+x=0 \tag{3.69}
\end{equation*}
$$

Dividing both sides of (3.69) by $y^{2}$ we get

$$
\begin{equation*}
\lambda^{-2}+\sum_{i=1}^{n-1}\left(x y^{-2}\right)^{2^{n-i}}+x y^{-2}=\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}\left(x y^{-2}\right)+\lambda^{-2}=0 \tag{3.70}
\end{equation*}
$$

But $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}\left(x y^{-2}\right) \in \mathbb{F}_{2}$, and once $\lambda \neq 0$, we conclude that for $(x: y: 1)$ to be a singular point of $C_{\lambda}$ it is necessary and sufficient that $\lambda=1$. Note that the condition $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}\left(x y^{-2}\right)+1=0$ implies that $x$ is also non-zero. By the reasoning we made above, we can also conclude that, for $\lambda=1$, every point $(x: y: 1) \in \mathbb{P}^{2}\left(\mathbb{F}_{q}\right)$ satisfying $(x, y) \in \mathbb{F}_{q}^{\times} \times \mathbb{F}_{q}^{\times}$and $\operatorname{Tr}_{\mathbb{F}_{q} / \mathbb{F}_{2}}\left(x y^{-2}\right)=1$ is a singular point of $C_{1}$. The trace map $\operatorname{Tr}_{\mathbb{F}_{2^{n}} / \mathbb{F}_{2}}: \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2}$ is $\mathbb{F}_{2}$-linear and surjective, once the extension $\mathbb{F}_{2^{n}} / \mathbb{F}_{2}$ is separable. The rank-nullity theorem then gives

$$
\operatorname{dim} \operatorname{Ker}\left(\operatorname{Tr}_{\mathbb{F}_{2^{n}} / \mathbb{F}_{2}}\right)=n-1
$$

Now let $\left\{\sigma_{1}, \ldots, \sigma_{n}\right\}$ be a basis for $\mathbb{F}_{2^{n}}$ as $\mathbb{F}_{2}$-vector space such that $\operatorname{Tr}_{\mathbb{F}_{2^{n}} / \mathbb{F}_{2}}\left(\sigma_{1}\right)=1$ and $\operatorname{Tr}_{\mathbb{F}_{2^{n}} / \mathbb{F}_{2}}\left(\sigma_{i}\right)=0$ for $i \geq 2$. Writing $s=\sum_{i=1}^{n} v_{i} \sigma_{i} \in \mathbb{F}_{2^{n}}$, we have that

$$
\operatorname{Tr}_{\mathbb{F}_{2^{n}} / \mathbb{F}_{2}}(s)=\operatorname{Tr}_{\mathbb{F}_{2^{n}} / \mathbb{F}_{2}}\left(\sum_{i=1}^{n} v_{i} \sigma_{i}\right)=\sum_{i=1}^{n} v_{i} \operatorname{Tr}_{\mathbb{F}_{2^{n}} / \mathbb{F}_{2}}\left(\sigma_{i}\right)=v_{1}
$$

With this, we see that $\operatorname{Tr}_{\mathbb{F}_{2^{n}} / \mathbb{F}_{2}}(s)=1 \mathrm{if}$, and only if, $v_{1}=1$. Hence, there are $2^{n-1}$ elements in $\mathbb{F}_{2^{n}}$ with trace 1 , one for each list $\left(v_{2}, \ldots, v_{n}\right) \in \mathbb{F}_{2}^{n-1}$. In this way, if we fix $x \in \mathbb{F}_{2^{n}}$, there
will be $2^{n-1}$ different values for $y \in \mathbb{F}_{2^{n}}^{\times}$such that $\operatorname{Tr}_{\mathbb{F}_{2^{n}} / \mathbb{F}_{2}}\left(x y^{-2}\right)=1$. Thus, there are $\left(2^{n}-1\right) 2^{n-1}$ distinct singular points for $C_{1}$. But then, it is a matter of simple calculations to check that its genus is zero. In particular its automorphism group is isomorphic to PGL $(2, k)$.

For $\lambda \neq 1$, we now show that no $C_{\lambda}$ is projectively equivalent to the Hermitian curve $\mathcal{H}_{q}$. The argument given below is similar to the second one we used to show the same for the curve of the previous section, i.e., we show that the generic order of contact for $C_{\lambda}$ is 2 because the lines $\ell_{\left(\lambda \alpha, \alpha^{2}\right)}$ are pairwise distinct (cf. page 75). We know that for each $\alpha \neq 0$, all points on the line $\ell_{\left(\lambda \alpha, \alpha^{2}\right)}: \lambda y+\alpha z=0$ are fixed by the automorphism corresponding to $\left(\lambda \alpha, \alpha^{2}\right)$; also: $\ell_{\left(\lambda \alpha, \alpha^{2}\right)}$ contains $P$ and is the tangent line to $C_{\lambda}$ at every $R \in \ell_{\left(\lambda \alpha, \alpha^{2}\right)} \cap C$, with $R \neq P$. Note that $\ell_{\left(\lambda \alpha, \alpha^{2}\right)} \neq \ell_{\left(\lambda \beta, \beta^{2}\right)}$ for $\alpha \neq \beta$. If $C_{\lambda}$ was to be projectively equivalent to the Hermitian curve $\mathcal{H}_{q}$, whose generic order of contact is $q$, then for $R \in \ell_{\left(\lambda \alpha, \alpha^{2}\right)} \cap C$, with $R \neq P$, we would have $I_{R}\left(T_{R} C \cap C\right)=q$ (such a point $R$ exists, because no line $\ell_{\left(\lambda \alpha, \alpha^{2}\right)}$ is $T_{P} C: Z=0$ ). But then, the stabilizer of $R$ in $G_{P}$ would have order at least $q$, and hence would be all of $G_{P}$, since $G_{P}$ has order $q$; in particular, $R$ would be fixed by $(\lambda \beta, \beta)$, with $\beta \neq \alpha$. But then, as in the case of the previous section, $R \in \ell_{\left(\lambda \beta, \beta^{2}\right)}$ as well, from which it follows that $\ell_{\left(\lambda \alpha, \alpha^{2}\right)}=\overline{P R}=\ell_{\left(\lambda \beta, \beta^{2}\right)}$, a contradiction.

We summarize all we did in the following
Proposition 15. Let $n \geq 2$ and $q=2^{n}$. Then, for every $\lambda \in \mathbb{F}_{q}^{\times}$, with $\lambda \neq 1$, the curve with affine equation

$$
C_{\lambda}: \lambda^{-2} y^{2^{n}+1}+x^{2^{n}}+\sum_{i=1}^{n-1} y^{2^{n}-2^{n-i+1}+1} x^{2^{n-i}}+\left(y^{2^{n}-1}+1\right) x=0
$$

is a degree $q+1$ non-singular curve with exactly $q+1$ inner Galois points, namely, all $\mathbb{F}_{q}$-rational points of the line $Y=0$. For $\lambda=1$, the curve $C_{1}$ is rational.

We finish this section with an observation. The curve $C_{1}$, being rational, can be parametrized as $\left(t^{q+1}: t^{q}+t: 1\right)$ for $t \in k$ (cf. (FUKASAWA, 2013, Remark 3)).

### 3.3.3 The group of automorphisms and the Hasse-Witt invariant of $C_{\lambda}$

We now turn our attention to the group of automorphisms of the family of curves $C_{\lambda}$, which Proposition 15 treats of. First of all, any automorphism of $C_{\lambda}$, for $\lambda \neq 1$, is linear, because $C_{\lambda}$ is non-singular of degree $\geq 4$ for any $\lambda \in \mathbb{F}_{q}^{\times}$(cf. (CHANG, 1978)). Moreover, any automorphism $\phi \in \operatorname{Aut}\left(C_{\lambda}\right)$ must give a permutation of the set of Galois points. Once all $q+1 \geq 2$ Galois points lie on the line $Y=0$, this means that $\phi$ fixes the line $Y=0$. Moreover, the Galois points are exactly all the $q+1 \mathbb{F}_{q}$-rational points of the
line $Y=0$. So $\phi$ is represented by a matrix $M_{\phi}$ in $\operatorname{PGL}(3, k)$ of the following form

$$
M_{\phi}=\left(\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
0 & 1 & 0 \\
a_{31} & a_{32} & a_{33}
\end{array}\right)
$$

The second row of $M_{\phi}$ is precisely (010) for this is the necessary and sufficient condition for $\phi$ to fix the line $Y=0$. Recall that $C_{\lambda}$ is given by the following equation

$$
f_{\lambda}(X, Y, Z)+Y^{q+1}=0
$$

Once $\phi^{-1}$ is an automorphism of $C_{\lambda}$ it must leave the above equation unchanged, so that we must have

$$
\begin{equation*}
f_{\lambda}(X, Y, Z)=f_{\lambda}\left(a_{11} X+a_{12} Y+a_{13} Z, Y, a_{31} X+a_{32} Y+a_{33} Z\right) \tag{3.71}
\end{equation*}
$$

The following table shows the coefficients of each variable, $X, Y$ and $Z$, for each linear factor of $f_{\lambda}(X, Y, Z)$; the first line corresponds to the linear factor $Z$, the second line to the linear factor $X$ and the third line corresponds to the linear factors $X+\lambda \alpha Y+\alpha^{2} Z$, for each $\alpha \in \mathbb{F}_{q}^{\times}$.

| Coeffs. of $X$ | Coeffs. of $Y$ | Coeffs. of $Z$ |
| :---: | :---: | :---: |
| 0 | 0 | 1 |
| 1 | 0 | 0 |
| 1 | $\lambda \alpha$ | $\alpha^{2}$ |

The next table shows how each of the lines of the above one transforms after $\phi^{-1}$, i.e., after $X \mapsto a_{11} X+a_{12} Y+a_{13} Z, Y \mapsto Y$ and $Z \mapsto a_{31} X+a_{32} Y+a_{33} Z$. In other words, the following table is the same as the above one, but for the polynomial $f_{\lambda}(\phi(X, Y, Z))$.

| Coeffs. of $x$ | Coeffs. of $y$ | Coeffs. of $z$ |
| :---: | :---: | :---: |
| $a_{31}$ | $a_{32}$ | $a_{33}$ |
| $a_{11}$ | $a_{12}$ | $a_{13}$ |
| $a_{11}+\alpha^{2} a_{31}$ | $a_{12}+\lambda \alpha+\alpha^{2} a_{32}$ | $a_{13}+\alpha^{2} a_{33}$ |

It is clear that in order for (3.71) to hold, the lines of the second table must be a permutation of the lines of the first one (and possibly multiplied by some suitable constants). We now go on to show that $\phi$ must be defined over $\mathbb{F}_{q}$, i.e., that $M_{\phi} \in P G L(3, q)$.

Suppose that, for some $\alpha \neq \beta \in \mathbb{F}_{q}$, we had

$$
\begin{equation*}
\left(a_{11}+\alpha^{2} a_{31}\right) X+\left(a_{12}+\lambda \alpha+a_{32} \alpha^{2}\right) Y+\left(a_{13}+\alpha^{2} a_{33}\right) Z=r X \tag{3.72}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(a_{11}+\beta^{2} a_{31}\right) X+\left(a_{12}+\lambda \beta+a_{32} \beta^{2}\right) Y+\left(a_{13}+\beta^{2} a_{33}\right) Z=s Z \tag{3.73}
\end{equation*}
$$

where $r$ and $s \in k^{\times}$, i.e., $\phi$ takes the line $X+\lambda \alpha Y+\alpha^{2} Z=0$ to the line $X=0$ and the line $X+\lambda \beta Y+\beta^{2} Z=0$ to the line $Z=0$. We will call any such $\phi$ an automorphism of type one. Note that our assumptions do not contemplate the case where $a_{31} X+a_{32} Y+a_{33} Z=r X$ ( $\phi$ takes the line $Z=0$ to the line $X=0$ ) or $a_{31} X+a_{32} Y+a_{33} Z=s Z$ ( $\phi$ fixes the line $Z=0$ ). These cases will be considered later on. The above equations (3.72) and (3.73) may be rewritten, respectively, as

$$
\left\{\begin{array}{cll}
a_{11}+\alpha^{2} a_{31} & = & r \\
a_{12}+\lambda \alpha+\alpha^{2} a_{32} & = & 0 \\
a_{13}+\alpha^{2} a_{33} & = & 0
\end{array}\right.
$$

and

$$
\left\{\begin{array}{cl}
a_{11}+\beta^{2} a_{31} & =0 \\
a_{12}+\lambda \beta+\beta^{2} a_{32} & =0 \\
a_{13}+\beta^{2} a_{33} & =s
\end{array}\right.
$$

which give, for their turn, the following

$$
\left\{\begin{array}{l}
a_{11}=\beta^{2} r /(\alpha+\beta)^{2}  \tag{3.74}\\
a_{12}=\lambda \alpha \beta /(\alpha+\beta) \\
a_{13}=\alpha^{2} s /(\alpha+\beta)^{2} \\
a_{31}=r /(\alpha+\beta)^{2} \\
a_{32}=\lambda /(\alpha+\beta) \\
a_{33}=s /(\alpha+\beta)^{2}
\end{array}\right.
$$

We then have, using the data listed in (3.74), that

$$
\begin{align*}
& f_{\lambda}\left(a_{11} X+a_{12} Y+a_{13} Z, Y, a_{31} X+a_{32} Y+a_{33} Z\right)= \\
& r X \cdot s Z \cdot \prod_{\gamma \neq \alpha, \beta}\left(\left[\frac{r(\beta+\gamma)^{2}}{(\alpha+\beta)^{2}}\right] X+\left[\frac{\lambda(\alpha+\gamma)(\beta+\gamma)}{(\alpha+\beta)}\right] Y+\left[\frac{s(\alpha+\gamma)^{2}}{(\alpha+\beta)^{2}}\right] Z\right) \cdot \ell_{\infty}  \tag{3.75}\\
& r^{q-1} s X Z \cdot\left(\prod_{\gamma \neq \alpha, \beta} \frac{(\beta+\gamma)^{2}}{(\alpha+\beta)^{2}}\right) \cdot \prod_{\gamma \neq \alpha, \beta}\left(X+\left[\frac{\lambda(\alpha+\beta)(\alpha+\gamma)}{r(\beta+\gamma)}\right] Y+\left[\frac{s(\alpha+\gamma)^{2}}{r(\beta+\gamma)^{2}}\right] Z\right) \cdot \ell_{\infty}
\end{align*}
$$

The factor $\ell_{\infty}$ in the above expressions is

$$
\ell_{\infty} \stackrel{\text { def }}{=} \frac{r}{(\alpha+\beta)^{2}} X+\frac{\lambda}{(\alpha+\beta)} Y+\frac{s}{(\alpha+\beta)^{2}} Z
$$

which comes from the factor $Z$ in $f_{\lambda}(X, Y, Z)$. The product $\prod_{\gamma \neq \alpha, \beta} \frac{(\beta+\gamma)^{2}}{(\alpha+\beta)^{2}}$ is simply $\prod_{\delta \in \mathbb{F}_{q}^{\times} \backslash\{1\}} \delta$, which is 1 . Substituting these into (3.75), we are then left with

$$
\begin{aligned}
& f_{\lambda}\left(a_{11} X+a_{12} Y+a_{13} Z, Y, a_{31} X+a_{32} Y+a_{33} Z\right)= \\
& \quad \frac{r^{q} s}{(\alpha+\beta)^{2}} X Z \cdot \prod_{\gamma \neq \alpha, \beta}\left(X+\left[\frac{\lambda(\alpha+\beta)(\alpha+\gamma)}{r(\beta+\gamma)}\right] Y+\left[\frac{s(\alpha+\gamma)^{2}}{r(\beta+\gamma)^{2}}\right] Z\right) \cdot\left(X+\frac{\lambda(\alpha+\beta)}{r} Y+\frac{s}{r} Z\right)
\end{aligned}
$$

So, in order for (3.71) to hold, we must have

$$
\begin{equation*}
\frac{r^{q} s}{(\alpha+\beta)^{2}}=1 \tag{3.76}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{(\alpha+\beta)^{2}(\alpha+\gamma)^{2}}{r^{2}(\beta+\gamma)^{2}}=\frac{s(\alpha+\gamma)^{2}}{r(\beta+\gamma)^{2}} \Rightarrow r s=(\alpha+\beta)^{2} \tag{3.77}
\end{equation*}
$$

Finally, (3.76) and (3.77) leads us to conclude that $r^{q-1}=1$, i.e., $r \in \mathbb{F}_{q}^{\times}$and, consequently, that $(\alpha+\beta)^{2} / r=s \in \mathbb{F}_{q}^{\times}$also. And this shows that the automorphism (of type one) $\phi$ is in $\operatorname{PGL}(3, q)$. The analysis of the other two kinds of automorphisms, namely those that satisfy

1. $a_{31} X+a_{32} Y+a_{33} Z=r X$ and $\left(a_{11}+\alpha^{2} a_{31}\right) X+\left(a_{12}+\lambda \alpha+\alpha^{2} a_{32}\right) Y+\left(a_{13}+\alpha^{2} a_{33}\right) Z=$ $s Z$, which will be called automorphisms of type two, and
2. $a_{31} X+a_{32} Y+a_{33} Z=s Z$ and $\left(a_{11}+\alpha^{2} a_{31}\right) X+\left(a_{12}+\lambda \alpha+\alpha^{2} a_{32}\right) Y+\left(a_{13}+\alpha^{2} a_{33}\right) Z=$ $r X$, which will be called automorphisms of type three,
for some $\alpha \in \mathbb{F}_{q}$ and $r, s \in k^{\times}$, are completely analogous to the previous one and lead us to conclude also that $r$ and $s \in \mathbb{F}_{q}^{\times}$and $r=s^{-1}$. So we have shown that any automorphism of $C_{\lambda}$, for any $\lambda \in \mathbb{F}_{q}^{\times}$is defined over $\mathbb{F}_{q}$.

Let us explicitly write the matrices associated with the automorphisms of $C_{\lambda}$ of each type. We will denote the set of automorphisms of type one by $T_{\lambda, 1}$, and analogously for the other types. Thus, we have

| $\left[\begin{array}{c}T_{\lambda, 1}=\left\{\left.\left(\begin{array}{ccc}\frac{\beta^{2} r}{(\alpha+\beta)^{2}} & \frac{\lambda \alpha \beta}{(\alpha+\beta)} & \frac{\alpha^{2}}{r} \\ 0 & 1 & 0 \\ \frac{r}{(\alpha+\beta)^{2}} & \frac{\lambda}{(\alpha+\beta)} & \frac{1}{r}\end{array}\right) \right\rvert\, r \in \mathbb{F}_{q}^{\times}, \alpha \neq \beta \in \mathbb{F}_{q}\right\} \\ T_{\lambda, 2}=\left\{\left.\left(\begin{array}{ccc}\alpha^{2} r & \lambda \alpha & \frac{1}{r} \\ 0 & 1 & 0 \\ r & 0 & 0\end{array}\right) \right\rvert\, r \in \mathbb{F}_{q}^{\times}, \alpha \in \mathbb{F}_{q}\right\} \\ T_{\lambda, 3}=\left\{\left.\left(\begin{array}{ccc}r & \lambda \alpha & \frac{\alpha^{2}}{r} \\ 0 & 1 & 0 \\ 0 & 0 & \frac{1}{r}\end{array}\right) \right\rvert\, r \in \mathbb{F}_{q}^{\times}, \alpha \in \mathbb{F}_{q}\right\}\end{array}\right.$ |
| :---: |

Note that the matrices of $T_{\lambda, 3}$ can be decomposed, for $r \neq 1$ as

$$
\left(\begin{array}{ccc}
r & \lambda \alpha & \alpha^{2} r^{-1}  \tag{3.78}\\
0 & 1 & 0 \\
0 & 0 & r^{-1}
\end{array}\right)=\left(\begin{array}{ccc}
r & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & r^{-1}
\end{array}\right) \cdot\left(\begin{array}{ccc}
1 & \lambda \alpha r^{-1} & \left(\alpha r^{-1}\right)^{2} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

The rightmost matrices in (3.78) are exactly those that make up the Galois group at the Galois point $P=(1: 0: 0)$. The matrices in the middle of (3.78) all have order $q-1$, as $r \in \mathbb{F}_{q}^{\times}$, and they fix the Galois points $P=(1: 0: 0)$ and $Q=(0: 0: 1)$ and permute the other $q-1$ Galois points cyclically. We will denote the set constituted by them as $C_{q-1}$. Note that the set $T_{\lambda, 3}$ is the only one amongst the $T_{\lambda, i}$ which is a subgroup.

Our analysis shows that any automorphism of $C_{\lambda}$ is either an automorphism of type one, two or three. The converse, which states that any automorphism of type one, two or three is an automorphism of $C_{\lambda}$, is clearly true. Notice that the automorphisms of type one, two and three are pairwise distinct: no automorphism of type one is of type two or three, none of type two is of type one or three and none of type three is of type one or two. Any automorphism of type two or three is determined by $r \in \mathbb{F}_{q}^{\times}$and $\alpha \in \mathbb{F}_{q}$, so there are $(q-1) q$ automorphisms of type two and $(q-1) q$ of type three. For those of type one, they are determined by $r \in \mathbb{F}_{q}^{\times}$and $\alpha, \beta \in \mathbb{F}_{q}$, with $\alpha \neq \beta$. So there are $(q-1) q(q-1)$ automorphisms of type one. Therefore, the full group of automorphisms of $C_{\lambda}$ has cardinality $(q-1) q+(q-1) q+q(q-1)(q-1)=(q+1) q(q-1)$. Remind that any automorphism of $C_{\lambda}$ fixes the line $Y=0$. The projective transformations in $\operatorname{PGL}(3, q)$ that fix a line form a subgroup of $\operatorname{PGL}(3, q)$ isomorphic to $\operatorname{PGL}(2, q)$ (the group of automorphisms of a projective line that are defined over $\mathbb{F}_{q}$ ). Noting that the cardinality of $\operatorname{PGL}(2, q)$ is $(q+1) q(q-1)$, we can conclude that the full automorphism group of $C_{\lambda}$ is isomorphic to $\operatorname{PGL}(2, q)$, "realized" as the group of automorphisms of the line $Y=0$ acting on the set of its $\mathbb{F}_{q}$-rational points, and whose structure is well known. We are now in a position to prove the following (cf. (FUKASAWA, 2013, Lemma 7))

Proposition 16. If $\lambda$ and $\lambda^{\prime} \in \mathbb{F}_{q}^{\times}$with $\lambda \neq \lambda^{\prime}$, then $C_{\lambda}$ is not projectively equivalent to $C_{\lambda^{\prime}}$ 。

Proof. Suppose there was a projective transformation $\psi$ taking $C_{\lambda}$ to $C_{\lambda^{\prime}}$. Then, as $\psi$ preserves Galois points, and as the Galois points of both $C_{\lambda}$ and $C_{\lambda^{\prime}}$ are the $\mathbb{F}_{q}$-rational points of the line $Y=0$, we see that $\psi$ should permute these points. The equation of $C_{\lambda}$ may be written, after a projective transformation that does not affect the positions of the inner Galois points at all, as (cf. (3.57), (3.66) and also Proposition 15)

$$
\begin{equation*}
Z \prod_{\alpha \in \mathbb{F}_{q}}\left(X+\alpha Y+\alpha^{2} Z\right)+\lambda^{-2} Y^{q+1}=0 \tag{3.79}
\end{equation*}
$$

From (3.79) above, it is readily seen that the tangent line to the inner point $P_{\alpha}=\left(\alpha^{2}: 0: 1\right)$ is $X+\alpha Y+\alpha^{2} Z=0$, which does not depend on $\lambda$ (the tangent line to $P=P_{1}=(1: 0: 0)$ is still given by $Z=0$ ). Indeed, the line $X+\alpha Y+\alpha^{2} Z=0$ intersects $C_{\lambda}$ only at $P_{\alpha}$, henceforth it must be its tangent line. In other words: for any $\lambda$, the Galois points for $C_{\lambda}$ as well as their tangent lines are the same geometric objects in $\mathbb{P}^{2}$. Therefore, the projective transformation $\psi$ also permutes these lines. Let $R \stackrel{\text { def }}{=}(1: 0: 1)$. Suppose
$\psi\left(P_{1}\right)=P_{i}$ for some $i \neq 1$. Take $j \in\{1, \ldots, d\} \backslash\{1, i\}$ and $\sigma \in G_{P_{j}}\left(C_{\lambda^{\prime}}\right)$, where $G_{P_{j}}\left(C_{\lambda^{\prime}}\right)$ denotes the group associated to the Galois point $P_{j}$ with respect to the curve $C_{\lambda^{\prime}}$, such that $\sigma\left(P_{i}\right)=P_{1}$ (such $\sigma$ exists for the action of $G_{P_{j}}\left(C_{\lambda^{\prime}}\right)$ in $\Delta\left(C_{\lambda^{\prime}}\right) \backslash\left\{P_{j}\right\}$ is transitive). Consider the projective transformation $\sigma \circ \psi$. It is also a projective transformation taking $C_{\lambda}$ to $C_{\lambda^{\prime}}$ since $\sigma$ is an automorphism of $C_{\lambda^{\prime}}$; however, this new transformation fixes the point $P_{1}$ since $\sigma \circ \psi\left(P_{1}\right)=\sigma\left(P_{i}\right)=P_{1}$. Thus, the existence of $\psi: C_{\lambda} \rightarrow C_{\lambda^{\prime}}$ implies the existence of $\psi_{1}: C_{\lambda} \rightarrow C_{\lambda^{\prime}}$ fixing $P_{1}=P$. Suppose now that $\psi_{1}(Q)=P_{l}$ for some $P_{l}$ distinct from $Q$ (and from $P$, obviously). It then exists $\eta \in G_{P}\left(C_{\lambda^{\prime}}\right)$ such that $\eta\left(P_{l}\right)=Q$, again because $G_{P}\left(C_{\lambda^{\prime}}\right)$ acts transitively on the set $\Delta\left(C_{\lambda^{\prime}}\right)$, from which both $P_{l}$ and $Q$ are elements. Taking $\psi_{2}$ to be $\eta \circ \psi_{1}$, we once more conclude that the existence of $\psi: C_{\lambda} \rightarrow C_{\lambda^{\prime}}$ implies the existence of $\psi_{2}: C_{\lambda} \rightarrow C_{\lambda^{\prime}}$ fixing both $P$ and $Q$. Finally, we suppose $\psi_{2}(R)=P_{s}$, with $P_{s} \neq R, P$ and $Q$. To repeat what we did in the preceding lines, we need an automorphism $\gamma$ of $C_{\lambda^{\prime}}$ fixing both $P$ and $Q$ and taking $P_{s}$ to $R$. This $\gamma$ we seek is to be found in the group $C_{q-1}$ (cf.the paragraph immediately following (3.78)). Thus, considering $\psi_{3} \stackrel{\text { def }}{=} \gamma \circ \psi_{2}$, we can finally conclude that the existence of $\psi: C_{\lambda} \rightarrow C_{\lambda^{\prime}}$ implies the existence of $\psi_{3}: C_{\lambda} \rightarrow C_{\lambda^{\prime}}$ fixing the three points $P, Q$ and $R$. By what we saw some lines above, $\psi_{3}$ also fixes the tangent lines $T_{P} C, T_{Q} C$ and $T_{R} C$, from which it follows that the points $A \stackrel{\text { def }}{=}(0: 1: 0)=T_{P} C \cap T_{Q} C$ and $B=(1: 1: 0)=T_{P} C \cap T_{R} C$ are also fixed by $\psi_{3}$. Let $M_{\psi_{3}} \in \operatorname{PGL}(3, k)$ be a matrix representing $\psi_{3}$. From the fact that $\psi_{3}$ fixes $P, Q$ and $A$, it follows that

$$
M_{\psi_{3}}=\left(\begin{array}{ccc}
s_{1} & 0 & 0 \\
0 & s_{2} & 0 \\
0 & 0 & s_{3}
\end{array}\right)
$$

for some $s_{i} \in k^{\times}$. From the fact that $\psi_{3}$ fixes $B$, it follows that $s_{1}=s_{2}$, and, finally, from it fixing $R$ it follows that $s_{1}=s_{3}$. Therefore $\psi_{3}=\mathrm{id}$ and, consequently, the existence of $\psi: C_{\lambda} \rightarrow C_{\lambda^{\prime}}$ implies that $C_{\lambda}=C_{\lambda^{\prime}}$. But then, from (3.79) it follows that $\lambda=\lambda^{\prime}$; and the proof is finished.

We now compute the Hasse-Witt invariant, also known as $p$-rank, of $C_{\lambda}$; we will denote the Hasse-Witt invariant of a curve $C$ by $\gamma(C)$. To this end, we will make use of the Deuring-Shafarevich formula (cf. (HIRSCHFELD; KORCHMáROS; TORRES, 2013, Theorem 11.62) and also (NAKAJIMA, 1987, Equation 2.2)), which can be thought of as being to the $p$-rank the same that the Hurwitz genus formula is to the genus. In order to use such formula, we need to identify which points of $C_{\lambda}$ are ramified with respect to the map $\pi_{P}$; the ramification index of $R \in C_{\lambda}$ will be denoted, as usual, by $e_{R}$. The point $P$ itself is totally ramified, so that we have $e_{P}=\operatorname{deg} \pi_{P}=d-1=q$. It is also known that the line $\ell_{\left(\lambda \beta, \beta^{2}\right)}: \lambda Y+\beta Z=0$ is the tangent line to $C_{\lambda}$ at any $R \in C_{\lambda} \cap \ell_{\left(\lambda \beta, \beta^{2}\right)}$, where
$R \neq P$, hence any of these points is ramified with respect to $\pi_{P}$, and its ramification index equals the order of contact $I_{R}\left(C_{\lambda} \cap \ell_{\left(\lambda \beta, \beta^{2}\right)}\right)$ (cf. Lemma 5). The ramification index is also equal to $q /|o(R)|$, where $o(R)$ denotes the orbit of $R$ by the action of $G_{P}$, i.e., $o(R)=\left(C_{\lambda} \cap \overline{P R}\right) \backslash\{P\}$. Thus, to compute the ramification index, we can compute the size of the orbits, which is equivalent to us computing the number of distinct solutions, in $x$, of $g_{\lambda}(x, \beta / \lambda, 1)=0$ for a fixed $\beta \in \mathbb{F}_{q}^{\times}$(just take a parametrization for the line $\ell_{\left(\lambda \beta, \beta^{2}\right)}$ and substitute it in the equation of $C_{\lambda}$, which is, by definition, $g_{\lambda}=0$ ). The equation $g(x, \beta / \lambda, 1)=0$ gives us

$$
\begin{equation*}
x \cdot \prod_{\alpha \neq 0}(x+\alpha(\alpha+\beta))+\beta^{2} / \lambda^{2}=0 \tag{3.80}
\end{equation*}
$$

Consider the map

$$
T_{\beta}:\left\{\begin{aligned}
\mathbb{F}_{q} & \rightarrow \mathbb{F}_{q} \\
\alpha & \mapsto \alpha(\alpha+\beta)
\end{aligned}\right.
$$

$T_{\beta}$ is easily seen to be $\mathbb{F}_{2}$-linear (remind the Freshman's dream), whose kernel, which consists of $\{0, \beta\}$ only, has dimension 1 . The rank-nullity theorem then gives $n-1$ for the dimension of its image, so that $\# \operatorname{Im}(\psi)=q / 2$. From this it follows that the number of distinct solutions, in $x$, of (3.80) is $q / 2$; therefore, the ramification index for any of the points in $C_{\lambda} \cap \ell_{\left(\lambda \alpha, \alpha^{2}\right)}$ is exactly 2 . Recall that, for $\alpha \neq \beta$, it holds that $\ell_{\left(\lambda \alpha, \alpha^{2}\right)} \cap \ell_{\left(\lambda \beta, \beta^{2}\right)}=\{P\}$, from which it follows that the sets $C \cap \ell_{\left(\lambda \alpha, \alpha^{2}\right)} \backslash\{P\}$ and $C \cap \ell_{\left(\lambda \beta, \beta^{2}\right)} \backslash\{P\}$ are disjoint. The Deuring-Shafarevich formula then gives

$$
\begin{equation*}
\gamma\left(C_{\lambda}\right)-1=\left|G_{P}\right| \cdot\left(\gamma\left(\mathbb{P}^{1}\right)-1\right)+\sum_{R \in C_{\lambda}}\left(e_{R}-1\right) \tag{3.81}
\end{equation*}
$$

Replacing $\left|G_{P}\right|=q, \gamma\left(\mathbb{P}^{1}\right)=0$ and

$$
\begin{equation*}
\sum_{R \in C_{\lambda}}\left(e_{R}-1\right) \geq(q-1)+\sum_{\alpha \in \mathbb{F}_{q}^{\times}} \sum_{i=1}^{q / 2}(2-1)=(q-1)+\frac{q(q-1)}{2} \tag{3.82}
\end{equation*}
$$

in (3.81) we obtain

$$
\begin{equation*}
\gamma_{C_{\lambda}} \geq \frac{q(q-1)}{2} \tag{3.83}
\end{equation*}
$$

But the genus $g\left(C_{\lambda}\right)$ of $C_{\lambda}$ is exactly $q(q-1) / 2$, once $C_{\lambda}$ is non-singular, and it is known that for any curve $C$ it holds that $0 \leq \gamma\left(C_{\lambda}\right) \leq g\left(C_{\lambda}\right)$. This and (3.83) lead us to conclude that $\gamma\left(C_{\lambda}\right)=g\left(C_{\lambda}\right)$, i.e., the curves $C_{\lambda}$ are all ordinary (cf. (HIRSCHFELD; KORCHMáROS; TORRES, 2013, Definition 11.87)). This also implies that the inequality in (3.82) is actually an equality, therefore the set of ramified points with respect to the map $\pi_{P}$ is precisely the set of points $C_{\lambda} \cap \ell_{\left(\lambda \alpha, \alpha^{2}\right)}$ for every $\alpha \in \mathbb{F}_{q}^{\times}$.

Below, we state all that was done in this section.

Proposition 17. For the curves $C_{\lambda}$ as in Proposition 15, it holds that $\operatorname{Aut}\left(C_{\lambda}\right) \simeq P G L(2, q)$ and $\gamma\left(C_{\lambda}\right)=q(q-1) / 2=g\left(C_{\lambda}\right)$.

It is worth noting, en passant, that the size of the automorphisms group of $C_{\lambda}$ grows like $g(C)^{3 / 2}$; henceforth, the Hurwitz bound $\operatorname{Aut}(C) \leq 84(g(C)-1)$ does not hold for no one of the $C_{\lambda}$ (provided that $q \geq 64$ ). However their "ordinariness" implies that it holds $\operatorname{Aut}\left(C_{\lambda}\right) \leq 84 g(C)(g(C)-1)$ (cf. (HIRSCHFELD; KORCHMáROS; TORRES, 2013, Theorem 11.88) and also (NAKAJIMA, 1987)).

### 3.3.4 Complete classification of "2-Galois maximal" curves

What we call by " 2 -Galois maximal" curves are the curves in item 2 of Proposition 10 for which $\delta(C)=d$. In subsection 3.3.2, we exhibited a family of curves of degree $q+1$, for every $q=2^{n} \geq 4$, in which each curve of the family is 2 -Galois maximal (cf. Proposition 15). Our objective now is to show that any 2-Galois maximal curve is projectively equivalent to a curve "almost like" one in that family. More precisely, it will be shown that for any 2-Galois maximal curve $C$ of degree $q+1, C$ is projectively equivalent to $C_{\lambda}$, not for some $\lambda \in \mathbb{F}_{q}^{\times} \backslash\{1\}$, but rather for some $\lambda \in k^{\times}$such that $\lambda$ is not a $(q+1)$-th root of 1 .

So let $C$ be a 2-Galois maximal curve. Lemma 8 states that $C$ is projectively equivalent to the curve given by

$$
\begin{equation*}
Z \prod_{(\alpha, \beta) \in G_{P}}(X+\alpha Y+\beta Z)+Y^{q+1}=0 \tag{3.84}
\end{equation*}
$$

where the group $G_{P}$ is elementary abelian of order $q$ and exponent 2 , and where two of the inner Galois points are $P=(1: 0: 0)$ and $P_{0}=(0: 0: 1)$. The set $\Delta(C) \backslash\{P\}$ is given by the points $P_{\beta}=(\beta: 0: 1)$ for each $\beta$ such that $(\alpha, \beta)$ is in $G_{P}$ : these are precisely the points in the intersection $C \cap \overline{P P_{0}}$ that are contained in the affine chart $Z=1$ (recall that, by Proposition 11, all inner Galois points are collinear). From this, we can see that all $\beta^{\prime}$ s are pairwise distinct: if not, there would not be exactly $q$ Galois points apart from $P$ (cf. the discussion at page 78). We will denote $P_{0}$ by $Q$.

Let $\beta \neq 0$. The Galois group at $P_{\beta}, G_{P_{\beta}}$, acts transitively on the set $\Delta(C) \backslash\left\{P_{\beta}\right\}$. In particular, once $\beta \neq 0$, there will be an automorphism $\phi_{\beta} \in G_{P_{\beta}}$ (which is also an automorphism of $C$ ) such that $\phi_{\beta}(P)=Q$. But since all automorphisms of $G_{P_{\beta}}$ have order two (because the groups $G_{P_{\beta}}$ have exponent two) we also have that $P=\phi_{\beta}^{-1}(Q)=\phi_{\beta}(Q)$. So if we have the knowledge of $\phi_{\beta}$, we can obtain valuable informations about the $\alpha^{\prime}$ s and $\beta^{\prime} s$ (the ones appearing in the matrices corresponding to $G_{P}$ ) once we must have

$$
\begin{equation*}
Z \prod_{(\alpha, \beta) \in G_{P}}(X+\alpha Y+\beta Z)+Y^{q+1}=\phi_{\beta}\left(Z \prod_{(\alpha, \beta) \in G_{P}}(X+\alpha Y+\beta Z)+Y^{q+1}\right) \tag{3.85}
\end{equation*}
$$

Before we begin our search for the automorphisms $\phi_{\beta}$, let us point out a few other things. Looking carefully at what we did in section 3.3 (before stating Lemma 8), we see that we can change the roles of $P=(1: 0: 0)$ and $Q=(0: 0: 1)$ and conclude that $C$ is also given by the following equation

$$
\begin{equation*}
X \prod_{(\mu, v) \in G_{Q}}(Z+\mu Y+v X)+Y^{q+1}=0 \tag{3.86}
\end{equation*}
$$

where, again, the group $G_{Q}$ is elementary abelian of order $q$ and exponent 2 . But then, as (3.84) and (3.86) are two equations for the same curve $C$, we are led to conclude that

$$
\begin{equation*}
Z \prod_{(\alpha, \beta) \in G_{P}}(X+\alpha Y+\beta Z)+Y^{q+1}=c \cdot\left(X \prod_{(\mu, v) \in G_{Q}}(Z+\mu Y+v X)+Y^{q+1}\right) \tag{3.87}
\end{equation*}
$$

for some $c \in k^{\times}$. Comparing the coefficients of the monomial $Y^{q+1}$ on both sides of (3.87), we see that it must be $c=1$. Finally, (3.87) leads to the following

$$
\prod_{(\alpha, \beta) \neq(0,0)}(X+\alpha Y+\beta Z)=\left(\prod_{v \neq 0} v\right)_{(\mu, v) \neq(0,0)}\left(X+\mu v^{-1} Y+v^{-1} Z\right)
$$

Thus, $\prod_{v \neq 0} v$ must equal 1 , and the sets

$$
\begin{equation*}
G_{P} \quad \text { and } \quad\left\{\left(\mu v^{-1}, v^{-1}\right) \mid(\mu, v) \in G_{Q} \backslash\{(0,0)\}\right\} \cup\{(0,0)\} \tag{3.88}
\end{equation*}
$$

must be the same group. Swapping $X$ and $Z$ in the preceding considerations, we can also conclude that $\prod_{\beta \neq 0} \beta$ must equal 1 and that the sets

$$
\begin{equation*}
G_{Q} \quad \text { and } \quad\left\{\left(\alpha \beta^{-1}, \beta^{-1}\right) \mid(\alpha, \beta) \in G_{Q} \backslash\{(0,0)\}\right\} \cup\{(0,0)\} \tag{3.89}
\end{equation*}
$$

must be the same group as well. If we knew the involution $X \mapsto Z, Y \mapsto Y$ and $Z \mapsto X$ was an automorphism of $C$, the previous conditions related to (3.88) and (3.89) would be exactly the change condition of subsection 3.3.2 (cf. (3.61)).

Now we find the automorphisms $\phi_{\beta}$, for $\beta \neq 0$. From (3.84), it is easy to see that the tangent line at $P_{\beta}=(\beta: 0: 1)$ is given by $T_{P_{\beta}} C: X+\alpha Y+\beta Z=0$. Indeed, the line $\ell_{\beta}: X+\alpha Y+\beta Z=0$ contains $P_{\beta}$ and is such that $C \cap \ell_{\beta}=\left\{P_{\beta}\right\}$, so that it must be $\ell_{\beta}=T_{P_{\beta}} C$. The Galois group $G_{P_{\beta}}$ is known to satisfy the following

1. it fixes the line $Y=0$ (the line passing through all Galois points);
2. it fixes the point $P_{\beta}$;
3. it fixes the tangent line $T_{P_{\beta}} C: X+\alpha Y+\beta Z=0$;
4. every one of its elements has order two;

We also know, once $C$ is non-singular of degree $\geq 4$, that all its automorphisms are given by projective transformations. Let, then, $\phi \in G_{P_{\beta}}$ be such that its matrix representation in $\operatorname{PGL}(3, k)$ is

$$
\phi=\left(\begin{array}{lll}
\phi_{11} & \phi_{12} & \phi_{13} \\
\phi_{21} & \phi_{22} & \phi_{23} \\
\phi_{31} & \phi_{32} & \phi_{33}
\end{array}\right)
$$

From item 1 above, we conclude that $\phi_{21}=0=\phi_{23}$ : the line $\phi_{21} X+\phi_{22} Y+\phi_{23} Z=0$ has to be the line $Y=0$. Now item 2 tells us that

$$
\left(\begin{array}{ccc}
\phi_{11} & \phi_{12} & \phi_{13} \\
0 & \phi_{22} & 0 \\
\phi_{31} & \phi_{32} & \phi_{33}
\end{array}\right)\left(\begin{array}{l}
\beta \\
0 \\
1
\end{array}\right)=\left(\begin{array}{c}
\phi_{11} \beta+\phi_{13} \\
0 \\
\phi_{31} \beta+\phi_{33}
\end{array}\right) \text { must be equal to }\left(\begin{array}{c}
\lambda \beta \\
0 \\
\lambda
\end{array}\right)
$$

for some $\lambda \neq 0$. Hence, $\phi_{13}=\beta\left(\phi_{11}+\lambda\right)$ and $\phi_{31}=\beta^{-1}\left(\phi_{33}+\lambda\right)$. Using now item 3 , we obtain that the linear form

$$
\phi(X+\alpha Y+\beta Z)=\left(\phi_{11}+\phi_{33}+\lambda\right) X+\left(\phi_{12}+\alpha \phi_{22}+\beta \phi_{32}\right) Y+\beta\left(\phi_{11}+\phi_{33}+\lambda\right) Z
$$

has to be the linear form $s X+s \alpha Y+s \beta Z$, for some $s \neq 0$; this implies that $s=\phi_{11}+\phi_{33}+$ $\lambda \neq 0$ and

$$
\begin{equation*}
\phi_{12}+\alpha \phi_{22}+\beta \phi_{32}=\alpha\left(\phi_{11}+\phi_{33}+\lambda\right) \tag{3.90}
\end{equation*}
$$

Finally, from item 4 we infer that the matrix

$$
\begin{aligned}
& \phi^{2}=\left(\begin{array}{ccc}
\phi_{11} & \phi_{12} & \beta\left(\phi_{11}+\lambda\right) \\
0 & \phi_{22} & 0 \\
\beta^{-1}\left(\phi_{33}+\lambda\right) & \phi_{32} & \phi_{33}
\end{array}\right)\left(\begin{array}{ccc}
\phi_{11} & \phi_{12} & \beta\left(\phi_{11}+\lambda\right) \\
0 & \phi_{22} & 0 \\
\beta^{-1}\left(\phi_{33}+\lambda\right) & \phi_{32} & \phi_{33}
\end{array}\right)= \\
& \left(\begin{array}{ccc}
\phi_{11}^{2}+\left(\phi_{11}+\lambda\right)\left(\phi_{33}+\lambda\right) & \phi_{12}\left(\phi_{11}+\phi_{22}\right)+\beta \phi_{32}\left(\phi_{11}+\lambda\right) & \beta\left(\phi_{11}+\lambda\right)\left(\phi_{11}+\phi_{33}\right) \\
0 & \phi_{22}^{2} & 0 \\
\beta^{-1}\left(\phi_{33}+\lambda\right)\left(\phi_{11}+\phi_{33}\right) & \phi_{32}\left(\phi_{22}+\phi_{33}\right)+\beta^{-1} \phi_{12}\left(\phi_{33}+\lambda\right) & \phi_{33}^{2}+\left(\phi_{11}+\lambda\right)\left(\phi_{33}+\lambda\right)
\end{array}\right)
\end{aligned}
$$

must be equal to some non-zero multiple of the identity matrix, say $\omega \cdot$ Id. Comparing the elements in the diagonal, we obtain

$$
\phi_{11}^{2}+\left(\phi_{11}+\lambda\right)\left(\phi_{33}+\lambda\right)=\phi_{33}^{2}+\left(\phi_{11}+\lambda\right)\left(\phi_{33}+\lambda\right) \leadsto \phi_{11}^{2}=\phi_{33}^{2} \leadsto \phi_{11}=\phi_{33}
$$

and then,

$$
\phi_{22}^{2}=\phi_{11}^{2}+\left(\phi_{11}+\lambda\right)\left(\phi_{33}+\lambda\right)=\lambda^{2} \leadsto \phi_{22}=\lambda
$$

Substituting $\phi_{11}=\phi_{33}$ and $\phi_{22}=\lambda$ in (3.90), we obtain $\phi_{12}=\beta \phi_{32}$. Therefore we have $\phi^{2}=\lambda^{2}$ Id. Since all matrices under consideration are in $\operatorname{PGL}(3, k)$, we may take $\lambda$ to be 1 , and if we denote $\phi_{11}=a$ and $\phi_{32}=b$ for some $a, b \in k$, we can finally infer that $G_{P_{\beta}}$ consists of automorphisms whose matrix representation have the following form

$$
\langle a, b\rangle \stackrel{\text { def }}{=}\left(\begin{array}{ccc}
a & \beta b & \beta(a+1) \\
0 & 1 & 0 \\
\beta^{-1}(a+1) & b & a
\end{array}\right)
$$

Notice that these matrices are closed under taking products: $\langle a, b\rangle \cdot\left\langle a^{\prime}, b^{\prime}\right\rangle=\left\langle a+a^{\prime}+\right.$ $\left.1, b+b^{\prime}\right\rangle$ and that $\langle 1,0\rangle=$ Id. We note also that

$$
\begin{equation*}
(\gamma: 0: 1) \stackrel{\langle a, b\rangle}{\mapsto}\left(a(\beta+\gamma)+\beta: 0: \gamma \beta^{-1}(a+1)+a\right) \tag{3.91}
\end{equation*}
$$

i.e., the image of the Galois point $P_{\gamma}$ by $\langle a, b\rangle$ does not depend on the second coordinate of the pair $(a, b)$. Once $G_{P_{\beta}}$, whose order is $q$, must act transitively on the set $\Delta(C) \backslash\left\{P_{\beta}\right\}$, which has cardinality $q$, we conclude that all numbers appearing as first coordinates of $\langle a, b\rangle$ must be distinct.

From (3.91) we see that the automorphism in $G_{P_{\beta}}$ that takes $P$ to $Q$ and $Q$ to $P$ corresponds to $\langle 0, b\rangle$, for some appropriate $b$. But this same automorphism must also swap the tangent lines $T_{P} C: Z=0$ and $T_{Q} C: X=0$. But $\langle 0, b\rangle$ takes the line $Z=0$ to the line $\beta^{-1} X+b Y=0$, and so in order for $\langle 0, b\rangle$ to take $T_{P} C$ to $T_{Q} C$, we must have $b=0$ as well.

Summing up, the automorphism $\phi_{\beta}$ we were searching for is given by the following matrix.

$$
\phi_{\beta}=\left(\begin{array}{ccc}
0 & 0 & \beta \\
0 & 1 & 0 \\
\beta^{-1} & 0 & 0
\end{array}\right)
$$

For every $\beta \neq 0$ the equation of the curve must be invariant by the above automorphism, which maps $X \mapsto \beta Z, Y \mapsto Y$ and $Z \mapsto \beta^{-1} X$. Substituting this into (3.85) we get:

$$
\begin{align*}
& \prod_{(\alpha, \gamma) \neq(0,0)}(x+\alpha y+\gamma z)=\prod_{(\alpha, \gamma) \neq(0,0)}\left(\beta^{-1} \gamma x+\alpha y+\beta z\right) \\
& \quad\left(\beta^{-1}\right)^{q-1}\left(\prod_{\gamma \neq 0} \gamma\right)_{(\alpha, \gamma) \neq(0,0)}\left(x+\alpha \beta \gamma^{-1} y+\beta^{2} \gamma^{-1} z\right) \tag{3.92}
\end{align*}
$$

As we saw earlier, $\prod_{\gamma \neq 0} \gamma=1$, so we conclude that $\left(\beta^{-1}\right)^{q-1}=1$, which implies, for its turn, that $\beta \in \mathbb{F}_{q}^{\times}$. Consequently, the inner Galois points are precisely the $\mathbb{F}_{q}$-rational points of the line $Y=0$. From (3.92) it also follows that

$$
\begin{equation*}
(\alpha, \gamma) \in G_{P} \backslash\{(0,0)\} \Leftrightarrow\left(\alpha \beta \gamma^{-1}, \beta^{2} \gamma^{-1}\right) \in G_{P} \backslash\{(0,0)\} \forall \beta \in \mathbb{F}_{q}^{\times} \tag{3.93}
\end{equation*}
$$

The condition in (3.93) is somehow a strengthened version of the previous change condition (cf. (3.61)): for $\beta=1$, (3.93) is precisely the change condition (3.61), which is equivalent to say that the involution $X \mapsto Z, Y \mapsto Y$ and $Z \mapsto X$ is an automorphism of $C$. Now that we know that the elements appearing as second coordinates of the automorphisms $(\alpha, \gamma) \in G_{P}$ span all of $\mathbb{F}_{q}$, we can take $\gamma$ to be 1 and vary $\beta \in \mathbb{F}_{q}$ in (3.93) to conclude that the group is given exactly by $\left\{\left(\alpha \beta, \beta^{2}\right) \mid \beta \in \mathbb{F}_{q}\right\}$. We must have $\alpha \neq 0$, otherwise we would get the Hermitian curve. The curve $C$ we thus obtained, and which we will denote by $C_{\alpha}$ is just like the curves $C_{\lambda}$ we studied in subsection 3.3.2: the only
difference is that it does not necessarily hold that $\alpha \in \mathbb{F}_{q}$. The expression given back then by (3.62) still holds for the more general $\lambda \in k^{\times}$. (3.66) in the current context reads:

$$
\begin{equation*}
C_{\alpha}:\left(\alpha^{-1}\right)^{2^{n}+1} y^{2^{n}+1}+x^{2^{n}}+\sum_{i=1}^{n-1} y^{2^{n}-2^{n-i+1}+1} x^{2^{n-i}}+\left(y^{2^{n}-1}+1\right) x=0 \tag{3.94}
\end{equation*}
$$

Repeating the analysis of singularity conditions we did for $C_{\lambda}$ (the one following (3.66)), but now using (3.94) instead (the only difference will come from $\lambda^{-2}$ being replaced by $\left(\alpha^{-1}\right)^{q+1}$ ), we obtain that in order for $C_{\alpha}$ to be non-singular it is necessary and sufficient that $\left(\alpha^{-1}\right)^{q+1} \neq 1$ (cf. (3.70)). In other words: $\alpha$ cannot be a $(q+1)$-th root of 1 . Let us denote the group of $(q+1)$-th roots of 1 by $\mu_{q+1}$. Proposition 17 still holds under the present conditions, the only difference is the following: once $\alpha \in \mathbb{F}_{q}$ is not necessarily true, the automorphisms of $C_{\alpha}$ will not necessarily be defined over $\mathbb{F}_{q}$; nonetheless, these automorphisms will be given exactly by the sets $T_{\alpha, 1}, T_{\alpha, 2}$ and $T_{\alpha, 3}$ as in page 85 . Also, Proposition 16 still holds for $\alpha$ and $\alpha^{\prime} \in k \backslash \mu_{q+1}$ with $\alpha \neq \alpha^{\prime}$. Their proofs need no modification. Finally, the argument, given before the statement of Proposition 15, used to show that $C_{\lambda}$ is not projectively equivalent to the Hermitian curve can also be used to show the same for $C_{\alpha}$.

All this being said, we can state the complete classification of 2-Galois maximal curves as below.

Theorem 6. Let $C$ be a 2-Galois maximal curve of degree $q+1$. Then $C$ is projectively equivalent to the curve given by

$$
C_{\alpha}: Z \prod_{s \in \mathbb{F}_{q}}\left(X+\alpha s Y+s^{2} Z\right)+Y^{q+1}=0
$$

for some $\alpha \in k^{\times}$that is not a $(q+1)$-th root of 1 . The converse also holds. Moreover, we have that $\operatorname{Aut}\left(C_{\alpha}\right) \simeq P G L(2, q)$ and also that $C_{\alpha}$ is an ordinary curve, i.e., its 2-rank equals its genus (which equals $q(q-1) / 2$ ).

## EXTENDABLE POINTS FOR SINGULAR CURVES

In this last chapter we are going to consider extendable Galois points for singular curves. Its contents are, in the author's best knowledge, novel, i.e., nowhere to be found in the literature at the time this thesis was submitted. The condition of the point being extendable is essential for us to make use of Theorem 3, which not only characterizes the equation of the curve but also gives the structure of the corresponding Galois group.

Throughout the chapter, we will say only Galois point instead of extendable Galois point. As we will consider only outer points and non-singular inner points, we maintain the notation used in Chapter 3 and denote the set of inner non-singular and outer (extendable!) Galois points of $C$ by $\Delta(C)$ and $\Delta^{\prime}(C)$, and their cardinalities by $\delta(C)$ and $\delta^{\prime}(C)$, respectively.

For the case of outer points, which is to be studied the most, we will be able to determine the set $\Delta^{\prime}(C)$ when $\operatorname{deg} C \not \equiv 0 \bmod p($ cf. Theorem 7$)$ and when $\operatorname{deg} C$ is a power of $p$ (with $p \neq 2$; cf. Theorem 8). For inner non-singular points with $\operatorname{deg} C \not \equiv 1 \bmod p$, we will show that $\delta(C) \leq 1$ (cf. Theorem 9).

### 4.1 Outer points when $d \not \equiv 0 \bmod p$

As the title of this section says, we will consider outer Galois points for curves of degree $d \not \equiv 0 \bmod p$, and, as usual, $d \geq 4$. Let $C$ be such a curve and $P$ such a point; we invoke Theorem 3 (item 1) to assume that $C$ is given by the following equation

$$
\begin{equation*}
X^{d}+G_{d}(Y, Z)=0 \tag{4.1}
\end{equation*}
$$

and also that $P=(1: 0: 0)$. Contrary to what happened entirely throughout Chapter 3, the polynomial $G_{d}$ can now have multiple roots. Actually, it must have multiple roots in order for $C$ to be singular. Indeed, considering the derivative of $X^{d}+G_{d}(Y, Z)$ with respect to $X$, we see that any singular point of $C$ must be contained in the line $X=0$.

Making $X=0$ in (4.1), it follows that any singular point $(0: y: z)$ must be a root of $G_{d}$, i.e., $G_{d}(y, z)=0$. But the derivatives of $X^{d}+G_{d}(Y, Z)$ with respect to $Y$ and $Z$ are simply the derivatives of the polynomial $G_{d}$, with respect to the same variables. Summing up, we conclude that any singular point $S=(x: y: z)$ of the curve given by (4.1) must satisfy

- $x=0$,
- $G_{d}(y, z)=0$ and
- $G_{d, r}(y, z)=0$ and $G_{d, Z}(y, z)=0$.

Therefore, $S$ will give rise to a repeated root of $G_{d}$. The converse obviously holds true.
We write $G_{d}(Y, Z)$ as a product of linear factors:

$$
\begin{equation*}
G_{d}(Y, Z)=\ell_{Q_{1}}^{n_{1}} \cdot \ldots \cdot \ell_{Q_{s}}^{n_{s}} \tag{4.2}
\end{equation*}
$$

In the above, $\ell_{Q_{i}} \stackrel{\text { def }}{=} z_{i} Y-y_{i} Z$ and $Q_{i} \stackrel{\text { def }}{=}\left(0: y_{i}: z_{i}\right), i=1, \ldots, s$, are the roots of $G_{d}(Y, Z)$. We will also denote by $\ell_{Q_{i}}$ the line given by $\ell_{Q_{i}}=0$, since there is no way this can cause confusion. Note that all lines $\ell_{Q_{i}}$ pass through the point $P=(1: 0: 0)$, and each one of them, say $\ell_{Q_{j}}$, intercepts $C$ at $Q_{j}$ with multiplicity $I_{Q_{j}}\left(C \cap \ell_{Q_{j}}\right)$ exactly $d$. The point $Q_{i}$ will be a singular point of $C$ if, and only if, the $n_{i}$ that appears in (4.2) is $\geq 2$. Moreover, if $Q_{i}$ is such a singular point, then it has only one tangent line: $\ell_{Q_{i}}$ itself. By our initial assumption, that which tells $C$ is singular, there is at least one such point, which we set to be $Q_{1}$.

Suppose that $C$ has another singular point, $Q_{2}$, and also that $C$ has another outer Galois point $R$. For a suitable projective transformation, we may suppose that $R=(1: 0: 0)$ and that $C$ has equation

$$
X^{d}+\tilde{G}_{d}(Y, Z)=0
$$

Once projective transformations take singular points to singular points, the same considerations we made in the last paragraph are true for $R$ in place of $P$. Consequently, the tangent line (which we saw to be unique) at each singular point pass through $R$ too. As there are two distinct singular points, $Q_{1}$ and $Q_{2}$, whose tangent lines intersect the curve only at them, their tangent lines are also distinct, and therefore $R=\ell_{Q_{1}} \cap \ell_{Q_{2}}=P$.


The considerations we just made are summarized in the following.
Lemma 9. If $C$ has at least two singular points, then it has at most one outer Galois point, i.e., $\delta^{\prime}(C) \leq 1$.

From now on, let us assume that $Q_{1}$ is the only singular point of $C$. Looking back at (4.2), we see that it cannot be $n_{1}=d$ : otherwise $G_{d}(Y, Z)=\ell_{Q_{1},}^{d}$ from which it follows that $C$ would be reducible: $X^{d}+\ell_{Q_{1}}^{d}=\prod_{i=0}^{d-1}\left(X-\zeta_{d}^{i} \mu \ell_{Q_{1}}\right)$, where $\zeta_{d}$ is a primitive $d$-th root of 1 and $\mu^{d}=-1$. Therefore the multiplicity of $Q_{1}$ satisfies $2 \leq n_{1} \leq d-1$. The other points $Q_{2}, \ldots, Q_{d-n_{1}}$ are total flexes of $C$. As was observed before Lemma 9, any other extendable outer point $R \neq P$ for $C$ must lie on the line $\ell_{Q_{1}}$, and not on the line $X=0$ since $\ell_{Q_{1}}$ intersects $X=0$ only at $Q_{1}$. In other words: the coordinates of $R$ must be $\left(\alpha: y^{\star}: z^{\star}\right)$, for some $\alpha \neq 0$. Hence, for $\sigma=\operatorname{diag}\left(\zeta_{d}, 1,1\right)$ a generator of $G_{P}$ (cf. Theorem 3), we have that $\sigma(R)=\left(\zeta_{d} \alpha: y^{\star}: z^{\star}\right), \sigma^{2}(R), \ldots, \sigma^{d-1}(R)$ are $d-1$ distinct outer Galois points for $C$, so that $C$ has at least $d+1$ outer points: $P \cup\left\{\sigma^{i}(R) \mid i=0, \ldots, d-1\right\}$ (cf. Proposition 1 and the proof of Proposition 6). All these points lie in the line $\ell_{Q_{1}}$, i.e., they are collinear. Recall that the multiplicity of $Q_{1}$ is $n_{1}$. For each of these $d+1$ extendable outer points, there are $d-n_{1}$ total flexes, and they are all distinct. Indeed, if there was a total flex $Q$ associated to the extendable outer points $P_{i}$ and $P_{j}$, as $T_{Q} C$ contains both $P_{i}$ and $P_{j}$, we see that $T_{Q} C=\overline{P_{i} P_{j}}=\ell_{Q_{1}}$. But $\ell_{Q_{1}} \cap C=\left\{Q_{1}\right\}$, the only singular point of $C$. This way, we see that $C$ has at least $(d+1)\left(d-n_{1}\right)$ total flexes.


Let us make the following additional hypothesis on the degree of the curve: $d-1 \not \equiv 0 \bmod p($ in particular $p \neq 2$, once we already assumed $d \not \equiv 0 \bmod p)$.

### 4.1.1 $d \not \equiv 1 \bmod p$

We will show that the dual map of $C$ is separable; from this it will follow that the generic order of contact $q(C)$ (cf. Definition 6) for $C$ is 2 , and therefore we will be able to count the total flexes of $C$ using (3.3), in the same way we did back in Chapter 3.

Remark 8. Actually, since we are dealing with singular curves, the most accurate form of (3.3) and (3.9) that must be used is the following (cf. (FUKASAWA, 2007, Section 2) and (STöHR; VOLOCH, 1986, p. 6))

$$
\sum_{P} I_{P}\left(C \cap T_{P} C\right)-q(C) \leq 3 d+(q(C)+1)(2 g(C)-2)
$$

where $g(C)$ denotes the genus of $C$ and the sum in the left hand side is taken over the non-singular points of $C$. If we replace $g(C) \leq(d-1)(d-2) / 2$, we recover and (3.9); moreover, if $q(C)=2$ we recover (3.3).

What we are now going to do is similar to what we did in the beginning of subsection 3.2.3 (cf. also the end of subsection 3.2.2). First of all, we may suppose that $Q_{1}=(0: 1: 0)$ and $Q_{2}=(0: 0: 1)$, and still maintain generality: for this it suffices to take a suitable projective transformation. Under this assumption, we have that $C$ has no singular point in the affine chart $Z \neq 0$. Henceforth, the polynomial $g(T) \stackrel{\text { def }}{=} G_{d}(T, 1)$ has no repeated roots (otherwise there would be a singular point with $Z \neq 0$; cf. the beginning of this section). We may then write (4.1) locally as

$$
\begin{equation*}
x^{d}+g(y)=0 \tag{4.3}
\end{equation*}
$$

From (4.3) it follows that

$$
\begin{equation*}
d x^{d-1}+g^{\prime}(y) y^{\prime}=0 \tag{4.4}
\end{equation*}
$$

Since $Q_{2}$ is non-singular and $T_{Q_{2}} C=\overline{P Q_{2}}: Y=0$, we have that $x$ is a uniformizing parameter at $Q_{2}$. In particular, $x$, and consequently $x^{d-1}$ too, is not zero. Since $d \not \equiv 0 \bmod p$, we have that $d x^{d-1} \neq 0$, and from (4.4) it follows that $g^{\prime}(y) y^{\prime} \neq 0$, and, subsequently, that $g^{\prime}(y)=0$. (4.4) then allows us to write

$$
\begin{equation*}
y^{\prime}=-\frac{d x^{d-1}}{g^{\prime}(y)} \tag{4.5}
\end{equation*}
$$

Differentiating one last time, we get from (4.4) (remind that we assumed $d-1 \not \equiv 0 \bmod p$ ):

$$
\begin{equation*}
d(d-1) x^{d-2}+g^{\prime \prime}(y)\left(y^{\prime}\right)^{2}+g^{\prime}(y) y^{\prime \prime}=0 \tag{4.6}
\end{equation*}
$$

If it was $y^{\prime \prime}=0$, then we would obtain from (4.6) and (4.5) (and also the equation of $C$, (4.1))

$$
\begin{equation*}
(d-1) x^{d-2}=-\frac{d g^{\prime \prime}(y) x^{2 d-2}}{\left(g^{\prime}(y)\right)^{2}} \leadsto(d-1) g^{\prime}(y)^{2}=g^{\prime \prime}(y) \cdot g(y) \tag{4.7}
\end{equation*}
$$

But (4.7) is telling that any root of $g(T)$ is also a root of $g^{\prime}(T)$, or, in other words, that $g(T)$ has repeated roots, a contradiction to what was formerly observed. Thus, $y^{\prime \prime} \neq 0$, which implies that the dual map of $C$ is separable, which for its turn implies that $q(C)=2$.

Using the fact that $C$ has at least $(d+1)\left(d-n_{1}\right)$ total flexes, (3.3) gives

$$
\begin{equation*}
(d+1)\left(d-n_{1}\right)(d-2) \leq 3 d(d-2) \quad \leadsto \quad(d+1)\left(d-n_{1}\right) \leq 3 d \tag{4.8}
\end{equation*}
$$

Since $2 \leq n_{2} \leq d-1$, in order for (4.8) to hold, it must be $n_{1}=d-1$ or $n_{1}=d-2$. We will show that in both cases we get a contradiction with the number of total flexes that the curves in either case can have, therefore concluding that $C$ cannot have more than one outer Galois point.

We begin with $n_{1}=d-1$. In this case $s=2$ and there is no loss in generality in assuming that $Q_{1}=(0: 0: 1)$ (this is a bit different from what we supposed a few lines above), so that $\ell_{Q_{1}}=Y$, and that $Q_{2}=(0: 1: 0)$, so that $\ell_{Q_{2}}=Z$; in other words: we may suppose, without losing generality, that $C$ has equation $X^{d}+Y^{d-1} Z=0$. Our analysis shows that there are at least $(d+1)(d-(d-1))=d+1 \geq 5$ total flexes. We will show that, actually, the curve $X^{d}+Y^{d-1} Z=0$ has only one total flex, namely $Q_{2}$. Indeed, the point $Q_{2}$ is a total flex and lies in the line $Z=0$, which is its tangent line; hence, if there are any other flexes, they must lie on the affine chart $Z \neq 0$. We will denote by $f(x, y)$ the dehomogenization of $X^{d}+Y^{d-1} Z$, i.e., $f(x, y) \stackrel{\text { def }}{=} x^{d}+y^{d-1}$. The equation for the Hessian curve of $C$ in the affine chart $Z \neq 0$ reads:

$$
\begin{equation*}
(d-1) f_{x}\left(f_{x y} f_{y}-f_{y y} f_{x}\right)-(d-1) f_{y}\left(f_{x x} f_{y}-f_{y x} f_{x}\right)+d f\left(f_{x x} f_{y y}-f_{x y} f_{y x}\right)=0 \tag{4.9}
\end{equation*}
$$

Once $f(x, y)=x^{d}+y^{d-1}$, the mixed derivatives, $f_{x y}=f_{y x}$, vanish. If we are looking for flexes (and/or singular points) for the curve $C$, we can also make $f=0$ in (4.9). After doing so we are left with

$$
f_{x x} f_{y}^{2}+f_{y y} f_{x}^{2}=0 \quad \text { and } \quad f=0
$$

We list the derivatives we are going to use below.

- $f_{x}=d x^{d-1} \leadsto f_{x}^{2}=d^{2} x^{2 d-2}$
- $f_{x x}=d(d-1) x^{d-2}$
- $f_{y}=(d-1) y^{d-2} \leadsto f_{y}^{2}=(d-1)^{2} y^{2 d-4}$
- $f_{y y}=(d-1)(d-2) y^{d-3}$

Substituting these into $f_{x x} f_{y}^{2}+f_{y y} f_{x}^{2}=0$ we get

$$
\begin{equation*}
d(d-1)^{3} x^{d-2} y^{2 d-4}+d^{2}(d-1)(d-2) x^{2 d-2} y^{d-3}=0 \tag{4.10}
\end{equation*}
$$

The two summands above share the factor $x^{d-2} y^{d-3}$, and hence we can rewrite (4.10) (we also cancel out the common constant $d(d-1)$, which is, never too much to recall, $\not \equiv 0 \bmod p$ )

$$
\begin{equation*}
x^{d-2} y^{d-3}\left((d-1)^{2} y^{d-1}+d(d-2) x^{d}\right)=0 \tag{4.11}
\end{equation*}
$$

Plugging $x=0$ (resp. $y=0$ ), (4.11) is satisfied; then, in order for $f=x^{d}+y^{d-1}$ to also vanish, we must have $y=0$ (resp. $x=0$ ). This gives us the point $Q_{1}=(0: 0: 1)$, which is the only singular for $C$, and does not come into play, for we are accounting only flexes. The only other possibility is, thus, $(d-1)^{2} y^{d-1}+d(d-2) x^{d}=0$ and $f=0$, with $x y \neq 0$. But $(d-1)^{2}=d(d-2)+1$, so that the factor inside parentheses in (4.11) is

$$
d(d-2)\left(x^{d}+y^{d-1}\right)+y^{d-1}=d(d-2) f+y^{d-1}=y^{d-1} \neq 0
$$

which shows that $C$ has no other flex than $Q_{2}$. Next, we treat the case $n_{1}=d-2$. The treatment is similar to the preceding one, only the computations are insignificantly more complicated.

Now we have $s=3$ and, as above, there is no loss in generality in supposing that $Q_{1}=(0: 0: 1), Q_{2}=(0: 1: 0)$. We write $Q_{3} \stackrel{\text { def }}{=}(0:-\beta: \alpha)$, with $\alpha \beta \neq 0$. The curve $C$ has, therefore, the following equation: $X^{d}+Y^{d-2} Z(\alpha Y+\beta Z)=0$; also, since $n_{2}=d-2, C$ has at least $(d+1)(d-(d-2))=2 d+2 \geq 10>2$ total flexes. Let us count the number of flexes of $C$ in the affine chart $Y \neq 0$, for the line $Y=0$ intersects $C$ only at the singular point $Q_{1}$. We will show that $C$ has $2 d+2$ flexes but only 2 total flexes: $Q_{2}$ and $Q_{3}$. The equation of $C$ in the affine chart $Y \neq 0$ is

$$
\begin{equation*}
x^{d}+z(\alpha+\beta z)=x^{d}+\beta z^{2}+\alpha z=0 \tag{4.12}
\end{equation*}
$$

We now apply, to (4.12), the projective transformation given by the following matrix

$$
T=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \frac{\alpha}{2 \sqrt{\beta}} & \sqrt{\beta} \\
0 & 1 & 0
\end{array}\right) ; \text { note that } T^{-1}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & \frac{1}{\sqrt{\beta}} & -\frac{\alpha}{2 \beta}
\end{array}\right)
$$

to then get the (projectively equivalent) curve $C^{\prime}$ given by the following (affine) equation

$$
\begin{equation*}
f(x, y) \stackrel{\text { def }}{=} x^{d}+y^{2}-\frac{\alpha^{2}}{4 \beta}=0 \tag{4.13}
\end{equation*}
$$

The points $Q_{i}$ are taken to the following

$$
\begin{aligned}
& T\left(Q_{1}\right)=(0: 1: 0) \\
& T\left(Q_{2}\right)=(0: \alpha / 2 \sqrt{\beta}: 1) \\
& T\left(Q_{3}\right)=(0:-\alpha / 2 \sqrt{\beta}: 1)
\end{aligned}
$$

Recall that $T\left(Q_{1}\right)$ is the only singular point of $C^{\prime}$. Note also that, for $\ell_{X}: X=0$ and $U_{Z}: Z \neq 0$ we have $C^{\prime} \cap \ell_{X} \cap U_{Z}=\left\{T\left(Q_{2}\right), T\left(Q_{3}\right)\right\}$, so that any other (i.e., other than $T\left(Q_{2}\right)$ or $\left.T\left(Q_{3}\right)\right)$ flex $\left(x_{0}: y_{0}: 1\right)$ for $C^{\prime}$ will satisfy $x_{0} \neq 0$. Indeed, the $f_{x x} f_{y}^{2}+f_{y y} f_{x}^{2}=0$ equation for $C^{\prime}$ reads (cf. (4.13))

$$
\begin{equation*}
2 d x^{d-2}\left(d x^{d}+2(d-1) y^{2}\right)=0 \tag{4.14}
\end{equation*}
$$

The solutions to equations (4.13) and (4.14) corresponding to $x=0$ give the points $T\left(Q_{2}\right)$ and $T\left(Q_{3}\right)$. There are no solutions with $y=0$ and $x \neq 0$, and there are $2 d$ solutions with $x y \neq 0$. Take one of these latter solutions, say $P_{0} \stackrel{\text { def }}{=}\left(x_{0}: y_{0}: 1\right)$ with $x_{0} y_{0} \neq 0$. The tangent line to $C^{\prime}$ at $P_{0}$ is given by

$$
d x_{0}^{d-1}\left(x-x_{0}\right)+2 y_{0}\left(y-y_{0}\right)=0
$$

and is parametrized as

$$
\left\{\begin{array}{l}
x=2 y_{0} t+x_{0}  \tag{4.15}\\
y=-d x_{0}^{d-1} t+y_{0}
\end{array} \quad t \in k\right.
$$

Substituting the parametrization (4.15) into (4.13) we obtain

$$
Q_{P_{0}}(t) \stackrel{\text { def }}{=}\left(2 y_{0} t+x_{0}\right)^{d}+\left(-d x_{0}^{d-1} t+y_{0}\right)^{2}-\frac{\alpha^{2}}{4 \beta}=0
$$

The highest power of $t$ dividing $Q_{P_{0}}(t)$ is exactly the order of contact $I_{P_{0}}\left(C^{\prime} \cap T_{P_{0}} C^{\prime}\right)$. It then suffices to show that this order of contact is less than $d$ in order to show that $P_{0}$ is not a total flex. The constant term of $Q_{P_{0}}(t)$ is $x_{0}^{d}+y_{0}^{2}-\alpha^{2} / 4 \beta$, which vanishes because $P_{0} \in C^{\prime}$. The coefficient multiplying the monomial $t$ is:

$$
\binom{d}{d-1} 2 y_{0} x_{0}^{d-1}-2 d x_{0}^{d-1} y_{0}
$$

which, again, vanishes, meaning simply that $P_{0} \in T_{P_{0}} C^{\prime}$. For the coefficient multiplying the monomial $t^{2}$, it is given by:

$$
\binom{d}{d-2} 4 y_{0}^{2} x_{0}^{d-2}+d^{2} x_{0}^{2 d-2}=2 d(d-1) y_{0}^{2} x_{0}^{d-2}+d^{2} x_{0}^{2 d-2}=d x_{0}^{d-2}\left(2(d-1) y_{0}^{2}+d x_{0}^{d}\right)
$$

and the factor $2(d-1) y_{0}^{2}+d x_{0}^{d}$ vanishes once $P_{0}$ is a flex (cf. (4.14)). Then, we can finally write

$$
\begin{equation*}
Q_{P_{0}}(t)=\sum_{i=0}^{d-3}\binom{d}{i}\left(2 y_{0}\right)^{d-i} x_{0}^{i} \cdot t^{d-i} \tag{4.16}
\end{equation*}
$$

The coefficient corresponding to $i=1$ in (4.16) is

$$
\binom{d}{1}\left(2 y_{0}\right)^{d-1} x_{0}=2^{d-1} d y_{0}^{d-1} x_{0} \neq 0
$$

because $x_{0} y_{0} \neq 0$ and $d(d-1) \not \equiv 0 \bmod p$ (recall that this last condition implies that $p \neq 2$ ). But this implies that the highest power of $t$ diving $Q_{P_{0}}(t)$ is $\leq d-1$ and $\geq 3$, so that $P_{0}$ is a flex but not a total one. And we are done.

In the sequence, we consider the remaining, and far more delicate, case where $d \equiv 1 \bmod p$.

### 4.1.2 $d \equiv 1 \bmod p$ and $p \neq 2$

The reader may want to check (HIRSCHFELD; KORCHMáROS; TORRES, 2013, Equation 1.8 and Remark 1.37) for some pertinent remarks concerning the Hessian curve for curves whose degree is $\equiv 1 \bmod p$, and for curves in characteristic 2 , whence the usual second derivatives have to be replaced with the Hasse second derivatives. We do not consider $p=2$ until subsection 4.1.3.

Let us take some steps back and look again at (4.6). With $d \equiv 1 \bmod p$ and $p \neq 2$, it becomes

$$
\begin{equation*}
g^{\prime \prime}(y)\left(y^{\prime}\right)^{2}+g^{\prime}(y) y^{\prime \prime}=0 \tag{4.17}
\end{equation*}
$$

The things that were said between (4.4) and (4.5) can be said in the present scenario with the exact same words used there; in particular we have $g^{\prime}(y) \neq 0$. However, it is not possible now to infer that $y^{\prime \prime} \neq 0$ from (4.17): it could well be the case that $g^{\prime \prime}(y)=0$ (if $p=2$ this is always the case). But suppose, for the moment, that it is $y^{\prime \prime} \neq 0$, i.e., that $C$ has finitely many flexes. Then, (4.8) would again be valid and, consequently, we would have $n_{1}=d-1$ or $n_{1}=d-2$. If $n_{1}=d-1, C$ would again be given by $X^{d}+Z^{d-1} Y=0$. But for this curve, it cannot be made more clear to see that it holds $g^{\prime \prime}(y)=0$, i.e., that $y^{\prime \prime}=0$, which is contrary to our assumption. Hence $n_{1}$ cannot be $d-1$. If $n_{1}=d-2, C$ is given by $X^{d}+Z^{d-2} Y(Y+c Z)=0$, for some $c \neq 0$, so that $g(y)=y^{2}+c y$. The condition $g^{\prime \prime}(y) \neq 0$, which is equivalent to $y^{\prime \prime} \neq 0$, is trivially satisfied, since $p \neq 2$. Letting $f(x, y)=x^{d}+y^{2}+c y$, the mixed derivative $f_{x y}$ still vanishes and the equation $f_{x x} f_{y}^{2}+f_{y y} f_{x}^{2}=0$ simplifies to $f_{y y} f_{x}^{2}=0\left(f_{x x}\right.$ vanishes because $\left.d-1 \equiv 0 \bmod p\right)$, which is

$$
\begin{equation*}
2 d^{2} x^{2(d-1)}=0 \tag{4.18}
\end{equation*}
$$

From (4.18), it follows that any flex of $C$ must be contained on the line $X=0$; replacing this into $f(x, y)=0$, we obtain $y(y+c)=0$, an equation admitting only two roots. Thus, $C$ has only two flexes. But, if $C$ was to have at least two outer Galois points, it would have at least $(d+1)\left(d-n_{1}\right)=2(d+1) \geq 10>2$ total flexes. This shows, therefore, that if $d \equiv 1 \bmod p$ and $y^{\prime \prime} \neq 0($ and $p \neq 2), C$ cannot have more than one outer Galois point.

Suppose now that $y^{\prime \prime}=0$, i.e., that $C$ has infinitely many flexes. Since $y^{\prime \prime}=0$ is equivalent to $g^{\prime \prime}(y)=0$ (cf. (4.17)), we can "integrate" this latter equation and obtain
(recall that $g$ is a polynomial)

$$
\begin{equation*}
g^{\prime}(y)=a\left(y^{p}\right)=a(y)^{p} \tag{4.19}
\end{equation*}
$$

for some polynomial $a(T) \in k[T]$. Integrating once more, (4.19) gives

$$
\begin{equation*}
g(y)=a(y)^{p} \cdot y+b(y)^{p} \tag{4.20}
\end{equation*}
$$

for some other polynomial $b(T) \in k[T]$. (4.20) therefore allows us to write

$$
\begin{equation*}
x^{s p+1}+a(y)^{p} y+b(y)^{p}=0 \tag{4.21}
\end{equation*}
$$

for the (affine) equation of $C$, where $s \geq 1$. We need not worry about the points contained in the line $Z=0$, for they reduce to the single singular point $Q_{1}$ (remind what point we assumed $Q_{1}$ to be when we started the computations in (4.3): it was assumed to be $(0: 1: 0))$. Now we show that the curve given by (4.21) has no total flexes outside the line $X=0$, which is a sufficient condition for us to conclude that $C$ has at most one outer Galois point. First of all, notice that in order for $Q_{1}$ to be a singular point, which it is, it is necessary that $\operatorname{deg} a^{p}=p \cdot \operatorname{deg} a<s p$ and $\operatorname{deg} b^{p}=p \cdot \operatorname{deg} b<s p$. From this, it follows the following: there is no monomial of degree $s p$ in $a(y)^{p} \cdot y+b(y)^{p}$.

Take a point $P_{0}=\left(x_{0}: y_{0}: 1\right)$ with $x_{0} \neq 0$. Its tangent line, $T_{P_{0}} C$ is given by

$$
\begin{equation*}
T_{P_{0}} C: x_{0}^{s p}\left(x-x_{0}\right)+a\left(y_{0}\right)^{p}\left(y-y_{0}\right)=0 \tag{4.22}
\end{equation*}
$$

Suppose $a\left(y_{0}\right)=0$. Then, from (4.22) we see that $T_{P_{0}} C$ reduces to $x=x_{0}$, which has the parametrization

$$
\left\{\begin{array}{l}
x=x_{0}  \tag{4.23}\\
y=t
\end{array} \quad t \in k\right.
$$

Substitution of (4.23) into (4.21) gives

$$
\begin{equation*}
g_{0}(t) \stackrel{\text { def }}{=} x_{0}^{s p+1}+a(t)^{p} t+b(y)^{p} \tag{4.24}
\end{equation*}
$$

If $P_{0}$ was to be a total flex, the polynomial $g_{0}(t)$ above would have $t=y_{0}$ as its unique root, whose multiplicity would have to be $s p+1$, the degree of the curve. In other words: if $P_{0}$ is a total flex, we can write $g_{0}(t)=c\left(t-y_{0}\right)^{s p+1}$ for some $c \in k^{\times}$. But then, (4.24), together with the observation made above, would lead to a contradiction with the degree of the polynomial (in the variable t) $x_{0}^{s p+1}+a(t)^{p} t+b(y)^{p}$ that appears in its right hand side. Therefore $a\left(y_{0}\right) \neq 0$ must hold for $P_{0}$ to be a total flex, and under these circumstances $T_{P_{0}} C$ may now be parametrized as

$$
\left\{\begin{array}{l}
x=x_{0}+a\left(y_{0}\right)^{p} \cdot t  \tag{4.25}\\
y=y_{0}-x_{0}^{s p} \cdot t
\end{array} \quad t \in k\right.
$$

Substitution of (4.25) into (4.21) now gives

$$
\begin{equation*}
g_{0}(t)=\left(x_{0}+a\left(y_{0}\right)^{p} t\right)^{s p+1}+a\left(y_{0}-x_{0}^{s p} t\right)^{p} \cdot\left(y_{0}-x_{0}^{s p} t\right)+b\left(y_{0}-x_{0}^{s p} t\right)^{p} \tag{4.26}
\end{equation*}
$$

Again, if $P_{0}$ was to be a total flex, the polynomial $g_{0}(t)$ above would have $t=0$ (notice that this is the value of the parameter which corresponds to $P_{0}$ ) as its unique root, with multiplicity $s p+1$, the degree of the curve. In particular, the coefficient of the monomial $t^{s p}$ in the polynomial in the right hand side of (4.26) would have to vanish. However, the earlier observation implies that the only "contribution" for such coefficient comes from the term $\left(x_{0}+a\left(y_{0}\right)^{p} t\right)^{s p+1}$, and is exactly $x_{0} \cdot\left(a\left(y_{0}\right)^{p}\right)^{s p}$ which is $\neq 0$ since both $x_{0} \neq 0$ and $a\left(y_{0}\right) \neq 0$. Hence the only total flexes of the curve given by (4.21) are those in the line $X=0$, therefore this curve cannot have more than one outer Galois point.

And to characteristic two we are now going to.

### 4.1.3 $d \equiv 1 \bmod p$ and $p=2$

The "right way" to consider flexes for a curve with affine equation $f(x, y)=0$ in characteristic 2 is using the following "modified" equation for the Hessian (cf. (HIRSCHFELD; KORCHMáROS; TORRES, 2013, Equation 1.9)):

$$
\begin{equation*}
\tilde{h}(x, y)=f_{x}^{2} \mathcal{D}_{y y} f+f_{y}^{2} \mathcal{D}_{x x} f-f_{x} f_{y} f_{x y} \tag{4.27}
\end{equation*}
$$

where $\mathcal{D}_{y y} f$ and $\mathcal{D}_{x x} f$ are the Hasse second derivatives of $f$ with respect to $y$ and $x$, respectively; writing $f(x, y)=\sum_{i, j} a_{i j} X^{i} Y^{j}$ they are given by (cf. (HIRSCHFELD; KORCHMáROS; TORRES, 2013, Remark 1.37)):

$$
\begin{equation*}
\mathcal{D}_{y y} f=\sum_{i, j} a_{i j} \frac{j(j-1)}{2} X^{i} Y^{j-2} \quad \text { and } \quad \mathcal{D}_{x x} f=\sum_{i, j} a_{i j} \frac{i(i-1)}{2} X^{i-2} Y^{j} \tag{4.28}
\end{equation*}
$$

We will study $\tilde{h}(x, y)$ for the curve given by (4.3), the curve that interest us. The polynomial $x^{d}+g(y)$ will be denoted by $f(x, y)$. For this curve, the mixed derivative $f_{x y}$ still vanishes, so that (4.27) simplifies to

$$
\begin{equation*}
\tilde{h}(x, y)=f_{x}^{2} \mathcal{D}_{y y} f+f_{y}^{2} \mathcal{D}_{x x} f \tag{4.29}
\end{equation*}
$$

If $\tilde{h}(x, y)$ is non-zero (as an element of $k(C)$ ), then $C$ has finitely many flexes and we may use equation (3.3) again to conclude that $n_{1}=d-1$ or $n_{1}=d-2$ (cf. also (4.8)). We are now going to show that it is sufficient, for $\tilde{h}$ to be non-zero, that $\mathcal{D}_{y y} f$ be non-zero. First of all, recall that $g(y)$ is a separable polynomial, because $Q_{1}=(0: 1: 0)$ is the only singular point of $C$, and also that we assumed $y \mid g(y)$, without loss of generality; therefore we have $g^{\prime}(y) \neq 0$. We will write $g(y)=\sum_{k=1}^{d-n_{1}} a_{k} y^{k}$. Let us list the relevant derivatives below

- $f_{x}=d x^{d-1} \leadsto f_{x}^{2}=d^{2} x^{2 d-2}$
- $\mathcal{D}_{x x} f=\frac{d(d-1)}{2} x^{d-2}$
- $f_{y}=g^{\prime}(y)$ : the usual derivative
- $\mathcal{D}_{y y} f=\mathcal{D}_{y y} g=\sum_{k} a_{k} \frac{k(k-1)}{2} y^{k-2}$

It is immediate to see that $\mathcal{D}_{x x} f$ vanishes if, and only if, $d-1 \equiv 0 \bmod 4$ (recall that $d \not \equiv 0 \bmod 2)$, and $\mathcal{D}_{y y} f$ vanishes if, and only if, $g$ has monomials of degree $\equiv 0 \bmod 4$ or $\equiv 1 \bmod 4$ only. If $\mathcal{D}_{y y} f \neq 0$ and $\mathcal{D}_{x x} f=0$, then (4.27) becomes

$$
\tilde{h}(x, y)=f_{x}^{2} \mathcal{D}_{y y} f=d^{2} x^{2 d-2} \mathcal{D}_{y y} f
$$

which is clearly non-zero. Suppose now that $\mathcal{D}_{y y} f \neq 0$ and $\mathcal{D}_{x x} f \neq 0$, but that $\tilde{h}=0$. (4.27) would then give

$$
\begin{equation*}
d^{2} x^{2 d-2} \mathcal{D}_{y y} f+\left(g^{\prime}(y)\right)^{2} d \frac{d-1}{2} x^{d-2}=0 \leadsto d x^{d-2}\left(d x^{d} \mathcal{D}_{y y} f+\frac{d-1}{2}\left(g^{\prime}(y)\right)^{2}\right)=0 \tag{4.30}
\end{equation*}
$$

and since $d x^{d-2} \neq 0$, from (4.30) it follows, after the substitution $x^{d}=-g(y)$, that

$$
\begin{equation*}
d g(y) \mathcal{D}_{y y} f=\frac{d-1}{2}\left(g^{\prime}(y)\right)^{2} \tag{4.31}
\end{equation*}
$$

But (4.31) tells that $g$ and $g^{\prime}$ have roots in common, which cannot happen. Therefore $\tilde{h}(x, y) \neq 0$ also in this case. (4.8) may then be invoked again, from which again we conclude that $n_{1}=d-1$ or $n_{1}=d-2$. If it was $n_{1}=d-1, f(x, y)$ would be $x^{d}+y$; but in this case, $\mathcal{D}_{y y} f=0$. Hence, it must be $n_{1}=d-2$ and $f(x, y)=x^{d}+y^{2}+c y$ for some $c \neq 0$. Here we have $\mathcal{D}_{y y} f=1$ and $f_{y}=c$; hence $\tilde{h}(x, y)$ is given by

$$
\begin{equation*}
d x^{d-2}\left(d x^{d}+c^{2} \frac{d-1}{2}\right) \tag{4.32}
\end{equation*}
$$

If $d-1 \equiv 0 \bmod 4$, the above (4.32) reduces to $d^{2} x^{2 d-2}$, from which it follows that any flex of $C$ would have to lie in the line $X=0$. Hence, the only two total flexes of $C$ are those in the line $X=0$, so that $C$ cannot have more than one outer Galois point (otherwise, remind, it would have at least $(d+1)\left(d-n_{1}\right)=2(d+1) \geq 10>2$ total flexes). If $d-1 \not \equiv 0 \bmod 4, C$ will have other flexes besides those on the line $X=0$. The following is pretty much the same that was done for the analogous case when $d \not \equiv 1 \bmod p$, beginning in page 100 . There will be $2 d$ flexes outside the line $X=0$ : there are $d$ solutions (in $x$ ) to the equation

$$
d x^{d}+c^{2} \frac{d-1}{2}=0
$$

and for each one of these solutions, there will be two solutions (in $y$ ) for the equation

$$
\begin{equation*}
x^{d}+y^{2}+c y=0 \tag{4.33}
\end{equation*}
$$

Take one these flexes just mentioned: $P_{0} \stackrel{\text { def }}{=}\left(x_{0}: y_{0}: 1\right)$. Notice that $x_{0} y_{0} \neq 0$. Its tangent line has the parametrization given below

$$
\left\{\begin{array}{l}
x=x_{0}+c t  \tag{4.34}\\
y=y_{0}+d x_{0}^{d-1} t
\end{array} \quad t \in k\right.
$$

and substituting it in (4.33) gives (cf. (4.16))

$$
\begin{equation*}
g_{0}(t) \stackrel{\operatorname{def}}{=} \sum_{k=3}^{d}\binom{d}{k} x_{0}^{d-k} c^{k} t^{k} \tag{4.35}
\end{equation*}
$$

For $k=d-1$, the corresponding coefficient in the right hand side of (4.35) is $d c^{d-1} x_{0} t^{d-1}$. Once $d \not \equiv 0 \bmod 2, c \neq 0$ and $x_{0} \neq 0$, the aforementioned coefficient does not vanish, from which it follows that $P_{0}$, yet being a flex, is not a total one. Hence, the only total flexes of $C$ are those in the line $X=0$ and the curve cannot have more than one outer Galois point.

If $\mathcal{D}_{y y} f=0$ but $\mathcal{D}_{x x} f \neq 0$ (recall that this happens if, and only if, $\left.d \neq 1 \bmod 4\right)$, we still have $\tilde{h}(x, y) \neq 0$. No matter which one of the possible two values of $n_{1}$ is (they are again $d-1$ and $d-2$ ), we have that any flex of $C$ has to lie in $X=0$, from which we conclude that, also in this case, $C$ cannot have more than one outer Galois point. Indeed, if $n_{1}=d-1$, then

$$
\tilde{h}(x, y)=\frac{d(d-1)}{2} x^{d-2}
$$

while if $n_{1}=d-2$, and with the same notation as before, we have

$$
\tilde{h}(x, y)=c^{2} \frac{d(d-1)}{2} x^{d-2}
$$

We now consider the remaining case: $\mathcal{D}_{y y} f=0$ and $\mathcal{D}_{x x} f=0$. The latter implies that $d=4 s+1$, while the former implies that $g$ has monomials whose degrees are $\equiv 0 \bmod 4$ or $\equiv 1 \bmod 4$ only; it thus may be written as

$$
g(y)=a_{0} y+b_{1} y^{4}+a_{1} y^{5}+b_{2} y^{8}+\ldots+a_{k} y^{4 k+1}+b_{k+1} y^{4 k}
$$

or as

$$
g(y)=a_{0} y+b_{1} y^{4}+a_{1} y^{5}+b_{2} y^{8}+\ldots+a_{k-1} y^{4 k-3}+b_{k} y^{4 k}+a_{k} y^{4 k+1}
$$

In any case, we may write

$$
\begin{equation*}
g(y)=y \cdot a(y)^{4}+b(y)^{4} \tag{4.36}
\end{equation*}
$$

for some polynomials $a(T)$ and $b(T) \in k[T]$. Just like (4.21), we have that the equation for $C$ now reads

$$
\begin{equation*}
x^{4 s+1}+a(y)^{4} y+b(y)^{4} \tag{4.37}
\end{equation*}
$$

The exact same chain of arguments used in subsection 4.1.2 and that comes after (4.21) can be used here to conclude that $C$ does not have total flexes outside the line $X=0$ (the
only difference is that now $p$ will not be 2 , but rather 4 ). Therefore, the curve under these last circumstances cannot have more than one outer Galois point too.

All that was done hitherto is finally summarized in the following
Theorem 7. Let $C$ be a singular curve of degree $d \not \equiv 0 \bmod p$ with $d \geq 4$. Then $\delta^{\prime}(C) \leq 1$.

### 4.2 Outer points when $d=p^{e}$

We now turn to the case where not only $d \equiv 0 \bmod p$, but the stronger condition $d=p^{e}$ holds, for some $e \geq 1$ (and, as usual $d \geq 4$ ). For curves under this condition on their degree, the existence of an outer Galois points makes them to be given by an equation like the one in item 2 of Theorem 3 . We will suppose $C$ is such a curve and, moreover, that it has not only one, but two outer points, which we suppose to be $P=(1: 0: 0)$ and $Q=(0: 0: 1)$. From the "point of view" of $P$ (i.e., applying Theorem 3 for $P), C$ has equation

$$
\begin{equation*}
f_{1}(X, Y, Z)+f_{2}(Y, Z)=0 \tag{4.38}
\end{equation*}
$$

where $f_{1}(X, Y, Z)$ is an additive polynomial in the variable $X$ and $f_{2}(Y, Z)$ is a homogeneous polynomial in the variables $y$ and $z$ only, both of them having degree $p^{e}$. More specifically, $f_{1}$ is given by

$$
\begin{equation*}
f_{1}(X, Y, Z)=\prod_{(a, b) \in G_{P}}(X+a Y+b Z) \tag{4.39}
\end{equation*}
$$

where the pair $(a, b)$ is identified, as we did in Chapter 3, with the linear transformation given by the matrix

$$
\left(\begin{array}{lll}
1 & a & b \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

On the other hand, from the "point of view" of the other outer point $Q$, we may repeat the proof of item 2 of Theorem 3 with $(0: 0: 1)$ in place of $(1: 0: 0)$ and conclude that $C$ is also is given by the following equation

$$
\begin{equation*}
g_{1}(Z, Y, X)+g_{2}(X, Y)=0 \tag{4.40}
\end{equation*}
$$

where $g_{1}$ and $g_{2}$ are exactly as their $f$ counterparts, except for that now $Z$ plays the role X plays in (4.38); we write $g_{1}(Z, Y, X)$ instead of $g_{1}(X, Y, Z)$ to emphasize this fact.

The crucial thing about the degree of $C$ being not only $\equiv 0 \bmod p$ but a power of $p$ is that from this it follows that (4.38) and (4.40) are two equations for the same curve $C$ : there is no projective transformation in passing from one to the other. We explain why. If we were to repeat the proof of Theorem 3 (item 2), we could assume from the beginning that $(1: 0: 0)$ and $(0: 0: 1)$ are both outer points, and since, in the notation
of Theorem $3, l=1$ the transformation $T_{\tau}$ appearing in (2.13) is the identity matrix. As $T_{\tau}$ is the only projective transformation used throughout the proof to show that $C$ has equation like the one in (4.38), we see that no generality is lost in supposing that $C$ is given by (4.38) and with both $(1: 0: 0)$ and $(0: 0: 1)$ being outer points. If it was $\operatorname{deg} C=l p^{e}$ for some $l>1$, not divisible by $p$, (4.38) would be an equation for $C$ after the suitable projective transformation $T_{\tau}$, which would not necessarily be the identity, and, consequently, would possibly mess up with the point $Q=(0: 0: 1)$.

This being said, we have that the polynomials in the left hand side of (4.38) and of (4.40) should "differ" by a constant $\alpha \in k^{\times}$:

$$
\begin{equation*}
f_{1}(X, Y, Z)+f_{2}(Y, Z)=\alpha\left(g_{1}(Z, Y, X)+g_{2}(X, Y)\right) \tag{4.41}
\end{equation*}
$$

We now write (cf. (GOSS, 1998, Proposition 1.1.5 and Theorem 1.2.1), as well as (3.32))

$$
\begin{equation*}
f_{1}(X, Y, Z)=X^{p^{e}}+f_{(e-1)}(Y, Z) X^{p^{e-1}}+\ldots+f_{(1)}(Y, Z) X^{p}+f_{(0)}(Y, Z) X \tag{4.42}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{1}(Z, Y, X)=Z^{p^{e}}+g_{(e-1)}(Y, X) Z^{p^{e-1}}+\ldots+g_{(1)}(Y, X) Z^{p}+g_{(0)}(Y, X) Z \tag{4.43}
\end{equation*}
$$

In the above, the polynomials $f_{(i)}(Y, Z)$ are homogeneous polynomials in the variables $Y$ and $Z$ only, whose correspondingly degree is $p^{e}-p^{i}$, for $i=0, \ldots, e-1$. The same holds for the polynomials $g_{(j)}$, but with $X$ instead of $Z$. Making $Y=0$ we are, thus, left with

$$
\begin{equation*}
f_{(i)}(0, Z)=c_{i} Z^{p^{e}-p^{i}} \quad \text { and } \quad g_{(j)}(0, X)=d_{j} X^{p^{e}-p^{j}} \tag{4.44}
\end{equation*}
$$

for some constants $c_{i}$ and $d_{j} \in k$. Using (4.44), and plugging $Y=0$ into equation (4.41), we obtain

$$
\begin{align*}
& X^{p^{e}}+c_{e-1} Z^{p^{e}-p^{e-1}} X^{p^{e-1}}+\ldots+c_{1} Z^{p^{e}-p} X^{p}+c_{0} Z^{p^{e}-1} X+c Z^{p^{e}}=  \tag{4.45}\\
& \quad \alpha\left(Z^{p^{e}}+d_{e-1} X^{p^{e}-p^{e-1}} Z^{p^{e-1}}+\ldots+d_{1} X^{p^{e}-p} Z^{p}+d_{0} X^{p^{e}-1} Z+d X^{p^{e}}\right)
\end{align*}
$$

where $c Z^{p^{e}}=f_{2}(0, Z)$ and $d X^{p^{e}}=g_{2}(0, X)$. (4.45) contains "mixed monomials" of the form $Z^{s} X^{t}$, for $s, t \geq 1$. These mixed monomials that appear on the left hand side all have the form $Z^{p^{e}-p^{i}} X^{p^{i}}$, while the ones appearing on the right hand side have the form $X^{p^{e}-p^{j}} Z^{p^{j}}$, for $i, j=1, \ldots, e-1$. Being an equation between polynomials, the equality in (4.45) implies that equality must hold for the coefficients of each monomial too and, therefore, we are led to search which of the non-zero mixed monomials on one side are also non-zero on the other, i.e., for which values of $i$ and $j$ we have

$$
\begin{equation*}
Z^{p^{e}-p^{i}} X^{p^{i}}=Z^{p^{j}} X^{p^{e}-p^{j}} \tag{4.46}
\end{equation*}
$$

It is immediate that the above (4.46) is true precisely when $p^{i}+p^{j}=p^{e}$, which, for its turn, is true only when $p=2$ and $i=j=e-1$. Therefore, for any $p$ and any $i \leq e-2$, this
implies that, in (4.45), the coefficients of the mixed monomials of the form $Z^{p^{e}-p^{i}} X^{p^{i}}$, as well as those of the form $X^{p^{e}-p^{j}} Z^{p^{j}}$, must vanish, i.e.,

$$
\begin{equation*}
c_{i}=0=d_{i} \quad \text { for all } i=0, \ldots, e-2 \tag{4.47}
\end{equation*}
$$

We will now investigate how (4.47) affects the groups $G_{P}$ and $G_{Q}$.
Back to (4.42), comparing it with (4.39), we can write the coefficient $f_{(0)}(Y, Z)$ as

$$
f_{(0)}(Y, Z)=\prod_{(a, b) \in G_{P} \backslash\{(0,0)\}}(a Y+b Z)
$$

so that $f_{(0)}(0, Z)=Z^{p^{e}-1} \prod_{(a, b) \in G_{P} \backslash\{(0,0)\}}$ b. Since $f_{(0)}(0, Z)=c_{0} Z^{p^{e}-1}$ and $c_{0}=0$ (cf. (4.47)), the product $\prod_{(a, b) \in G_{P} \backslash\{(0,0)\}} b$ must then be zero. Hence, there must exist some non-zero element $(a, b) \in G_{P}$ such that $b=0$. We will denote this element by $\left(a_{1}, 0\right)$. As $G_{P}$ has an $\mathbb{F}_{p}$-linear structure, it will have at least $p$ elements $(a, b)$ whose second coordinate, $b$, all vanish: the $p$ multiples of $\left(a_{1}, 0\right)$ (counting the zero element $(0,0)$ ).

As for $f_{(1)}(Y, Z)$, it is given by the sum of all $\binom{p^{e}}{p^{e}-p}$ products each of which is made up by a particular choice of $p^{e}-p$ amongst the $p^{e}$ factors $(a Y+b Z)$, for $(a, b) \in G_{p}$. Amid all these products, only one carries a chance of not vanishing when we make $Y=0$, namely the product consisting of the $p^{e}-p$ factors distinct from $\left(v a_{1}, 0\right), v \in \mathbb{F}_{p}$. We call it $P_{1}(Y, Z)$. Therefore, $f_{(1)}(0, Z)=P_{1}(0, Z)$, and once $f_{(1)}(0, Z)=c_{1} Z^{p^{e}-p}$ with $c_{1}=0$ (cf. (4.47)), it follows that

$$
\begin{equation*}
P_{1}(0, \mathrm{Z})=\mathrm{Z}^{p^{e}-p} \cdot\left(\prod_{(a, b) \neq\left(v a_{1}, 0\right)} b\right)=0 \tag{4.48}
\end{equation*}
$$

Similarly to how was argued in the case of $f_{(0)}(Y, Z)$, (4.48) implies the existence of an element $\left(a_{2}, b_{2}\right) \in G_{P}$ distinct from $\left(v a_{1}, 0\right)$ for all $v \in \mathbb{F}_{p}$, and such that $b_{2}=0$. Note that $\left(a_{1}, 0\right)$ and $\left(a_{2}, 0\right)$ are, thus, linearly independent: they span a two dimensional subspace of $G_{P}$, all of whose elements have their second coordinates equal to zero. In other words, at least $p^{2}$ between the $p^{e}$ elements in $G_{P}$ have their second coordinates equal to zero.

Repeating the arguments just given, we obtain $e-1$ linearly independent elements, $\left(a_{1}, 0\right), \ldots,\left(a_{e-1}, 0\right)$, all of them having their second coordinate vanishing. The subspace spanned by them consists of $p^{e-1}$ elements having their second coordinate equal to zero as well. We now assume $p \neq 2$.

### 4.2.1 $p \neq 2$

Under this additional hypothesis, the mixed monomials $Z^{p^{e}-p^{e-1}} X^{p^{e-1}}$ and $X^{p^{e}-p^{e-1}} Z^{p^{e-1}}$ are still distinct and therefore $c_{e-1}=0$. This implies the existence of a last element $\left(a_{e}, 0\right) \in G_{P}$, linearly independent with the older ones; it is "last" in the
sense that we now have a complete description for $G_{p}$ : it is the $\mathbb{F}_{p}$-space spanned by the basis $\left\{\left(a_{1}, 0\right), \ldots,\left(a_{e}, 0\right)\right\}$. Henceforth, all elements in $G_{P}$ have their second coordinate equal to zero, and consequently we may write

$$
\begin{equation*}
f_{1}(X, Y, Z)=\prod_{(a, b) \in G_{P}}(X+a Y+b Z)=\prod_{(a, 0) \in G_{P}}(X+a Y) \tag{4.49}
\end{equation*}
$$

i.e., $f_{1}(X, Y, Z)$ does not depend on $Z$. The exact same considerations are valid for the group $G_{Q}$, from which we conclude that the polynomial $g_{1}(Z, Y, X)$ does not depend on $X$. We return once more to (4.42), and rewrite it using what we now know from (4.49) as

$$
\begin{equation*}
f_{1}(X, Y)-\alpha g_{2}(X, Y)=\alpha g_{1}(Z, Y)-f_{2}(Y, Z) \tag{4.50}
\end{equation*}
$$

The object in (both sides of) (4.50) is a homogeneous polynomial of degree $p^{e}$. On the one hand, the left hand side tells us that this polynomial does not depend on $Z$; on the other hand, the right hand side tells it does not depend on $X$. So the only possibility is that it depends only on $Y$ :

$$
\begin{equation*}
f_{1}(X, Y)-\alpha g_{2}(X, Y)=A Y^{p^{e}}=\alpha g_{1}(Z, Y)-f_{2}(Y, Z) \tag{4.51}
\end{equation*}
$$

The constant $A \in k$ in equation (4.51) may be zero, there is no a priori reason excluding this to happen. Finally, we use (4.51) to write $f_{2}(Y, Z)=\alpha g_{1}(Z, Y)-A Y^{p^{e}}$ and then substitute into (4.38):

$$
\begin{equation*}
\prod_{a \in G_{P}}(X+a Y)+\alpha \prod_{s \in G_{Q}}(Z+s Y)-A Y^{p^{e}}=0 \tag{4.52}
\end{equation*}
$$

After a projective change of coordinates, the above (4.52) can be written like below

$$
\prod_{a \in G_{P}}(X+a Y)+\prod_{s \in G_{Q}}\left(Z+\alpha^{1 / p^{e}} S Y\right)-A_{\star} Y^{p^{e}}=0
$$

where $A_{\star}$ is 0 or 1 , depending on whether $A$ is zero or not. It is worth noting that if $A$ is zero and the groups $G_{p}$ and $G_{Q}$ are the same, then the curve will not be irreducible: it will consist of a union of $p^{e}$ distinct lines.

We now investigate the genus of the curves given by an equation like the one in (4.52). Let us first rewrite (4.52). We change the variables $Y$ and $Z$ and get

$$
\begin{equation*}
f(x, z)+g(y, z)+A z^{p^{e}}=0 \tag{4.53}
\end{equation*}
$$

and where $f_{1}$ and $g_{1}$ had their indices dropped out. Recall that $A \in\{0,1\}$. There is no loss in generality to assume that $A=0$ : if $A=1$ there is a suitable constant $s \in k$ such that $f(s, 1)+A=0$, so that after the projective change $X \mapsto X+s Z$ the previous (4.53) reads:

$$
H(X, Y, Z) \stackrel{\text { def }}{=} f(X, Z)+g(Y, Z)=0
$$

where, recall, $f$ and in $g$ are additive separable polynomials in the first variable. One could also take the projective change $Y \mapsto Y+s^{\prime} Z$, for some appropriate $s^{\prime}$, instead of the
transformation considered above. We then have that $H_{X}=x_{0} Z^{p^{e}-1}$ and $H_{Y}=y_{0} Z^{p^{e}-1}$, for some $x_{0} \neq 0$ and $y_{0} \neq 0$, from which it follows that the only singular point of $C$ is $(-1: 1: 0)$. We point out the following: we did not explicitly assumed $C$ to be singular from the beginning of section 4.2: we just assumed $C$ to have 2 extendable outer Galois points and concluded from this that $C$ is singular. Note that the two outer Galois points and the singular point are all contained in the line at infinity $Z=0$ : the Galois points are $(1: 0: 0)$ and $(0: 1: 0)$, and the singular point is $(-1: 1: 0)$.

We could also have started with two monic additive separable polynomials $f(T)$ and $g(T)$ in $k[T]$, both having the same degree $p^{e}$, and have considered the curve (assume it is irreducible) given by

$$
\begin{equation*}
f_{h}(X, Z)+g_{h}(Y, Z)=0 \tag{4.54}
\end{equation*}
$$

where $f_{h}$ and $g_{h}$ are the homogenizations of $f$ and $g$. Under these conditions, the curve in equation (4.54) has $(1: 0: 0)$ and $(0: 1: 0)$ as two extendable outer Galois points (by Theorem 3) and ( $-1: 1: 0$ ) as its only singular point, and all of them lie in the line $Z=0$. The Galois groups are isomorphic to the groups of roots of $f$ and $g$. Remind that a monic additive separable polynomial is uniquely determined by its group of roots, which is, for its turn, uniquely determined by $e \mathbb{F}_{p}$-linearly independent elements, once it is an elementary abelian finite group.

With this in mind, in order for the curve in (4.54) to be irreducible, it is necessary that the additive polynomials $f$ and $g$, or equivalently, the groups $G_{P}$ and $G_{Q}$, be distinct. For otherwise, we could write

$$
f_{h}(X, Z)+f_{h}(Y, Z)=f_{h}(X+Y, Z)=Z^{p^{e}} \cdot f((X+Y) / Z)
$$

and once $f$ splits completely in $k[T]$ (recall that $k$ is algebraically closed), we see that the curve would consist in a union of $p^{e}$ distinct lines. The question of when the left hand side of (4.54) is reducible is fully answered in (DEOLALIKAR, 2002, Proposition 2.6).

We will consider (4.54) in the affine plane $Z \neq 0$. There it reads

$$
\begin{equation*}
f(x)+g(y)=0 \tag{4.55}
\end{equation*}
$$

Let $\mathbb{F}_{Q}$ be a finite field containing all roots of $f(T)$ and $g(T)$. We say that an additive polynomial is $q$-additive if all its monomials have degree a power $q^{i}$ of $q$. It is well known (see (GARCIA; ÖZBUDAK, 2007, Corollary 2.5)) that if $p(T)$ is a $q$-additive polynomial splitting in $\mathbb{F}_{Q}$, then there exists another $q$-additive polynomial $r(T)$, which also splits in $\mathbb{F}_{Q}$, such that $p(r(T))=T^{Q}-T=r(p(T))$. It then follows that there exist polynomials $a(T)$ and $b(T)$ such that $f(a(T))=T^{Q}-T$ and $g(-b(T))=-T^{Q}+T$ and so $(a(T),-b(T))$ is a parametrization for the curve, therefore it is a rational curve, i.e., its genus is zero.

Writing

$$
\begin{aligned}
& f(x)=x^{p^{e}}+a_{e-1} x^{p^{e-1}}+\ldots+a_{1} x^{p}+a_{0} x \\
& g(y)=y^{p^{e}}+b_{e-1} y^{p^{e-1}}+\ldots+b_{1} y^{p}+b_{0} y
\end{aligned}
$$

we see that after the projective change $x \mapsto x-a_{0}^{-1} b_{0} y$, the curve $C$ is projectively equivalent to the one with equation

$$
\begin{equation*}
x^{p^{e}}+a_{e-1} x^{p^{e-1}}+\ldots+a_{1} x^{p}+a_{0} x+\beta_{e} y^{p^{e}}+\beta_{e-1} y^{p^{e-1}}+\ldots+\beta_{1} y^{p}=0 \tag{4.56}
\end{equation*}
$$

But then, $C$ has equation like the one in (FUKASAWA, 2011, Theorem 1(4)). By this same result $C$ has infinitely many outer points, and it is strange as well (cf. also Theorem 2). Notice that the rationality of $C$ could also be concluded by (FUKASAWA, 2011, Theorem 1). We summarize this below.

Theorem 8. Let $C$ be an irreducible curve of degree $p^{e} \geq 4$ for some $p \geq 3$ and $e \geq 1$. If $C$ has two outer Galois points, then it is a strange rational curve with infinitely many extendable outer Galois points.

We go back a few lines above, when we assumed $p \neq 2$, to consider the opposite and remaining case.

### 4.2.2 $p=2$

Now the mixed monomial $Z^{2^{e-1}} X^{2^{e-1}}$ appears on both sides of (4.45), so it must be $c_{e-1}=\alpha d_{e-1}$, but not necessarily $c_{e-1}=0=d_{e-1}$. Thus, a basis for $G_{P}$ as an $\mathbb{F}_{2}$-linear space is given by $\left\{\left(a_{1}, 0\right), \ldots,\left(a_{e-1}, 0\right),(A, B)\right\}$, for some $a_{i}, A$ and $B \in k$. Any element in $G_{P}$ is then given by

$$
\begin{equation*}
\left(\sum_{i=1}^{e-1} v_{i} a_{i}+v_{e} A, v_{e} B\right) \tag{4.57}
\end{equation*}
$$

for some list $\left(v_{1}, \ldots, v_{e}\right) \in \mathbb{F}_{2}^{e}$. Conversely, any list in $\mathbb{F}_{2}^{e}$ gives rise to an element in $G_{P}$ via (4.57). But as $\mathbb{F}_{2}=\{0,1\}$, we can break up $G_{P}$ into two disjoint sets depending on whether $v_{e}=0$ or $v_{e}=1$, which allows us to write the following for the polynomial $f_{1}(X, Y, Z)$ :

$$
\begin{equation*}
f_{1}(X, Y, Z)=\prod_{\left(v_{1}, \ldots, v_{e-1}\right) \in \mathbb{F}_{2}^{-1}}\left(X+\sum_{i} v_{i} a_{i} Y\right) \cdot \prod_{\left(v_{1}, \ldots, v_{e-1}\right) \in \mathbb{F}_{2}^{-1}}\left(X+\sum_{i} v_{i} a_{i} Y+A Y+B Z\right) \tag{4.58}
\end{equation*}
$$

We will denote by $\hat{f}_{1}(X, Y)$ the first of the two products that appear above, i.e.:

$$
\hat{f}_{1}(X, Y) \stackrel{\text { def }}{=} \prod_{\left(v_{1}, \ldots, v_{e-1}\right) \in \mathbb{F}_{2}^{e-1}}\left(X+\sum_{i} v_{i} a_{i} Y\right)
$$

It is clear that this $\hat{f}_{1}$ is, like $f_{1}$, an additive polynomial in the variable $X$; in fact $\hat{f}_{1}$ is a degree $2^{e-1}$ factor of $f_{1}$. Thus, (4.58) is rewritten as

$$
f_{1}(X, Y, Z)=\hat{f}_{1}(X, Y) \cdot \hat{f}_{1}(X+A Y+B Z, Y)
$$

Completely analogous considerations hold for $G_{Q}$ and $g_{1}(z, y, x)$. We therefore take

$$
\left\{\left(b_{1}, 0\right), \ldots,\left(b_{e-1}, 0\right),(S, T)\right\}
$$

to be a basis of $G_{Q}$ over $\mathbb{F}_{2}$. Notice that, as can easily be seen, $c_{e-1}=B^{2^{e-1}}$ and $d_{e-1}=T^{2^{e-1}}$; hence $B^{2^{e-1}}=\alpha T^{2^{e-1}}$, so that $B$ vanishes if and only if $T$ does, and in such case the results we obtained for odd characteristic are recovered. Once more, we rewrite (4.41):

$$
\begin{equation*}
\hat{f}_{1}(X, Y) \hat{f}_{1}(X+A Y+B Z, Y)+f_{2}(Y, Z)=\alpha \hat{g}_{1}(Z, Y) \hat{g}_{1}(Z+S Y+T X, Y)+\alpha g_{2}(X, Y) \tag{4.59}
\end{equation*}
$$

Making $X=0$ in (4.59) leads to

$$
f_{2}(Y, Z)=\alpha \hat{g}_{1}(Z, Y) \hat{g}_{1}(Z+S Y, Y)+\alpha \gamma Y^{2^{e}}
$$

where $\gamma Y^{2^{e}}=g_{2}(0, Y)$. The equation for $C$ is thus given by

$$
\begin{equation*}
\hat{f}_{1}(X, Y) \hat{f}_{1}(X+A Y+B Z, Y)+\alpha \hat{g}_{1}(Z, Y) \hat{g}_{1}(Z+S Y, Y)+\alpha \gamma Y^{2^{e}}=0 \tag{4.60}
\end{equation*}
$$

Suppose it was $B \neq 0$. The polynomial in the left hand side of (4.60) must be invariant under the projective transformation $Z \mapsto Z+\sigma Y$ (and leaving $X$ and $Y$ fixed), for any $\sigma=\sum_{i} v_{i} b_{i}$. Substituting this transformation in the polynomial in (4.60) we obtain

$$
\begin{equation*}
\hat{f}_{1}(X, Y) \hat{f}_{1}(X+(A+B \sigma) Y+B Z, Y)+\alpha \hat{g}_{1}(Z, Y) \hat{g}_{1}(Z+S Y, Y)+\alpha \gamma Y^{2^{e}}=0 \tag{4.61}
\end{equation*}
$$

The product $\hat{g}_{1}(Z, Y) \hat{g}_{1}(Z+S Y, Y)$ does not change because of the very definition of $\hat{g}_{1}$. Comparing (4.60) and (4.61) gives

$$
\begin{equation*}
\hat{f}_{1}(X+A Y+B Z, Y)=\hat{f}_{1}(X+(A+B \sigma) Y+B Z, Y) \quad \leadsto \quad \hat{f}_{1}(B \sigma Y, Y)=0 \forall \sigma \tag{4.62}
\end{equation*}
$$

Note that we used the additiveness of $\hat{f}_{1}$. From (4.62) it follows that the roots of $\hat{f}_{1}$ are obtained from the roots of $\hat{g}_{1}$ by simply multiplying by $B$. Hence, we may write

$$
\begin{equation*}
\hat{g}_{1}(Z, Y)=\prod_{\lambda}\left(Z+\frac{\lambda}{B} Y\right) \tag{4.63}
\end{equation*}
$$

where $\lambda=\sum_{i} v_{i} a_{i}$ runs over the roots of $\hat{f}_{1}$. After changing $Z$ to $Z / B$, (4.63) reads

$$
\begin{equation*}
\hat{g}_{1}(Z / B, Y)=\frac{1}{B^{2^{e}}} \prod_{\lambda}(Z+\lambda Y)=\frac{1}{B^{2^{e}}} \hat{f}_{1}(Z, Y) \tag{4.64}
\end{equation*}
$$

One more substitution, of (4.64) into (4.60), and we can finally write the equation of $C$ like below:

$$
\hat{f}_{1}(X, Y) \hat{f}_{1}(X+A Y+Z, Y)+\alpha B^{-2^{e}} \hat{f}_{1}(Z, Y) \hat{f}_{1}(Z+B S Y, Y)+\alpha \gamma Y^{2^{e}}=0
$$

And from here more investigations are still to be done.

### 4.3 Inner smooth points with $d \not \equiv 1 \bmod p$

If we now consider a singular curve $C$ whose degree $d$ is $\not \equiv 1 \bmod p$, and as usual with $d \geq 4$, we will be able to do a similar analysis to the one we did throughout of section 4.1, the conclusion of which has to do with Theorem 7, and is stated below.

Theorem 9. With $C$ as above, if it is not projectively equivalent to $Y X^{d-1}+Z^{d}=0$ with $d$ a power of $p$, then $\delta(C) \leq 1$. Otherwise $C$ has infinitely many inner smooth Galois points (cf. Theorem 1 and also (FUKASAWA; HASEGAWA, 2010)).

Proof. Let $P=(1: 0: 0)$ be an inner smooth point for $C$. Theorem 3 (item 1) then gives the following for the equation of $C$

$$
Y X^{d-1}+G_{d}(Y, Z)=0
$$

where $G_{d}(Y, Z)$ is a homogeneous polynomial of degree $d$ not divisible by $Y$ (otherwise $C$ would be reducible). It follows that the singular points of $C$ are exactly the points on the line $X=0$ corresponding to the repeated roots of $G_{d}(Y, Z)$ (notice that the only point of the curve in the line $Y=0$ is $P$ ). Writing, like we did back in (4.2), $G_{d}(Y, Z)=\ell_{1}^{n_{1}} \cdot \ldots \cdot \ell_{s}^{n_{s}}$, where $\ell_{i}=\left(z_{i} Y-y_{i} Z\right)$, we have

$$
C \cap \ell_{X}=\left\{Q_{i}=\left(0: y_{i}: z_{i}\right) \mid i=1, \ldots, s\right\}
$$

where $\ell_{X}$ is the line $X=0$. By the irreducibility of $C$, the $y_{i}$ 's must all be non-zero. The point $Q_{i}$ will be singular if, and only if, $n_{i} \geq 2$. Without loss of generality, suppose that $\ell_{1}=Z$, and hence that $Q_{1}=(0: 1: 0)$. There are three possible and distinct scenarios, and they are described below.

- $n_{1}<d-1$ : in this case $Q_{1}$ has multiplicity $n_{1}$ and its unique tangent line is $\ell_{1}$.
- $n_{1}=d-1$ : in this case $Q_{1}$ still has multiplicity $n_{1}=d-1$, but now it is an ordinary singular point: if we write $G_{d}(Y, Z)=\ell_{1}^{d-1} \ell_{2}=Z^{d-1}(a Y+b Z)$, with $a b \neq 0$, then its tangent lines are given by the $d-1$ distinct factors of $X^{d-1}+a Z^{d-1}$.
- $n_{1}=d$ : in this case $Q_{1}$ has multiplicity $d-1$, its unique tangent line is $X=0$ and $C$ is nothing but the curve given by $Y X^{d-1}+Z^{d}=0$.

These same considerations hold, mutatis mutandis, for the other points $Q_{i}$. Since $C$ is singular, it has a singular point, which we may assume to be $Q_{1}$. If $n_{1}<d-1$ then $Q_{1}$ has $\ell_{1}$ as its unique tangent line, and this line intersects $C$ only at $Q_{1}$ and $P$. If $R \neq P$ was another inner smooth Galois point, we would conclude by the same reasoning that the tangent line to $Q_{1}$ intersects $C$ only at $Q_{1}$ and $R$, which would then imply that $R=P$. This contradiction shows that $P$ is the unique inner smooth Galois point in such cases (those for which $C$ has a singular point of multiplicity $<d-1$ ).

Now if $n_{1}=d$, the curve is given by $Y X^{d-1}+Z^{d}=0$, and the tangent line to $Q_{1}$, which is the only singular point, does not pass through $P$ : it intersects the curve only at $Q_{1}$. If $d$ is a power of $p$ this curve has infinitely many inner smooth Galois points: any point in $C$ distinct from $Q_{1}$ is an inner smooth Galois point (cf. (FUKASAWA; HASEGAWA, 2010, Theorem 1 and Example 1) and also Theorem 1). We therefore suppose that $d$ is not a power of $p$, and will show that $C$ does not have any total flex other than $P$. From this we will be able to conclude, using the fact that inner smooth Galois points are total flexes (cf. Corollary 1), that $C$ cannot have any inner smooth Galois point other than $P$. We, thus, suppose $P_{0}=\left(x_{0}: y_{0}: 1\right) \in C$. Note that the only points of the curve in the line $Z=0$ are $P$ and $Q_{1}$, so that we may indeed restrict ourselves to the affine chart $Z \neq 0$. Once $y_{0} x_{0}^{d-1}+1=0$, it must be $x_{0} y_{0} \neq 0$. The tangent line to $C$ at $P_{0}$ is given by (in affine coordinates $x$ and $y$ )

$$
\begin{equation*}
T_{P_{0}} C:(d-1) y_{0} x^{d-2}\left(x-x_{0}\right)+x_{0}^{d-1}\left(y-y_{0}\right)=0 \leadsto(d-1) y_{0}\left(x-x_{0}\right)+x_{0}\left(y-y_{0}\right)=0 \tag{4.65}
\end{equation*}
$$

and has the following parametrization

$$
\left\{\begin{array}{l}
x=x_{0}+x_{0} t=x_{0}(1+t)  \tag{4.66}\\
y=y_{0}-(d-1) y_{0} t=y_{0}(1-(d-1) t)
\end{array} \quad t \in k\right.
$$

Substituting the parametrization given by (4.66) in $y x^{d-1}+1$, the affine polynomial of the curve, gives

$$
\begin{equation*}
g_{0}(t) \stackrel{\text { def }}{=} y_{0} x_{0}^{d-1}(1-(d-1) t)(1+t)^{d-1}+1 \tag{4.67}
\end{equation*}
$$

It suffices, for us to show that $P_{0}$ is not a total flex for $C$, that the coefficient of any monomial of degree $<d$ in $g_{0}(t)$ be non-zero (recall that the intersection multiplicity $I_{P_{0}}\left(C \cap T_{P_{0}} C\right)$ is precisely the highest power of $t$ that divides $\left.g_{0}(t)\right)$. Since $y_{0} x_{0}^{d-1}+1=0$ we may rewrite (4.67) like below

$$
\begin{equation*}
g_{0}(t)=y_{0} x_{0}^{d-1}\left(\sum_{k=1}^{d-1}\left(\binom{d-1}{k}-(d-1)\binom{d-1}{k-1}\right) t^{k}-(d-1) t^{d}\right) \tag{4.68}
\end{equation*}
$$

From (4.68) above, it is immediate to see that $P_{0}$ is a total flex for $C$ if, and only if, $\binom{d-1}{k}-(d-1)\binom{d-1}{k-1}=0$ for all $k=1, \ldots, d-1$. Take $k=d-1$, for instance. The preceding condition for this value of $k$ reads $1-(d-1)^{2} \equiv 0 \bmod p$, which then implies $d \equiv 0 \bmod p$ or $d \equiv 2 \bmod p$. If none of these is the case, then the coefficient of the monomial $t^{d-1}$ in (4.68) is non-zero, so that $P_{0}$ is not a total flex. Thus, suppose $d \equiv 2 \bmod p$ (and also that $p \neq 2$ ). In this case, the coefficient of the monomial $t^{2}$ in (4.68) reduces to $-(d-1)^{2}$, which is non-zero; hence $P_{0}$ cannot be a total flex. Suppose, finally, that $d \equiv 0 \bmod p$ (recall that we also assumed $d$ not to be a power of $p$ ). In this case $d-1 \equiv-1 \bmod p$. (4.67) then becomes

$$
\begin{equation*}
g_{0}(t)=y_{0} x_{0}^{d-1}(1+t)^{d}+1 \tag{4.69}
\end{equation*}
$$

Since $d$ is not a power of $p$, it is easy to see from (4.69) that $g_{0}(t)$ will have non-zero terms of degree less than $d$. Therefore $P_{0}$ cannot be a total flex in this case also.

It remains to consider the scenario where $n_{1}=d-1$, for which the curve is given by the following equation $Y X^{d-1}+Z^{d-1}(a Y+b Z)=0$, for some $a b \neq 0$. Recall that inner smooth points are total flexes (cf. Corollary 1 ). The only points of $C$ on the line $X=0$ are $Q_{1}$, the singular point, and $Q_{2}=(0:-b: a)$, which is not a total flex: its tangent line, $\ell_{2}$, intersects $C$ at $P \neq Q_{2}$ also, so that the intersection multiplicity $I_{Q_{2}}\left(C \cap \ell_{2}\right)$ is $d-1$. Hence, if there was another Galois point $R$, it would have its $x$-coordinate different from zero (and would not be $P$ ). The orbit of $R$ by the action of $G_{P}$, which is generated by $\operatorname{diag}\left(\zeta_{d-1}, 1,1\right)(c f$. Theorem 3 (item 1)), would then consist of $d-1$ inner smooth points distinct from $P$, so that $C$ would have at least $d$ inner smooth points (cf. Proposition 1 and Proposition 7). Each one of these inner smooth points is a total flex for $C$, and to each one of them there corresponds a $(d-(q(C)-1))$ flex. We will now show that $q(C)=2$, i.e., that the Hessian of $C$ does not vanish on $C$. Denote by $f(x, y)=y x^{d-1}+a y+b$. The cases $p \neq 2$ and $p=2$ are considered separately, and we start with the former, where the equation for the Hessian of $C$ reads (cf. (4.9): we made $f=0$ and cancelled the common $d-1$ )

$$
\begin{equation*}
f_{x}^{2} f_{y y}+f_{y}^{2} f_{x x}-2 f_{x} f_{y} f_{x y} \tag{4.70}
\end{equation*}
$$

Once $f_{y y}=0,(4.70)$ reduces to

$$
\begin{equation*}
f_{y}^{2} f_{x x}-2 f_{x} f_{y} f_{x y}=f_{y}\left(f_{y} f_{x x}-2 f_{x} f_{x y}\right) \tag{4.71}
\end{equation*}
$$

Since $f_{y}=x^{d-1}+a \neq 0$ (otherwise $x$ would be constant and not have any zeroes), from (4.71) it follows that in order for the Hessian of $C$ to not vanish it suffices that $f_{y} f_{x x}-2 f_{x} f_{x y}$ does not. After carrying out the differentiation processes, we have that this latter function is given by

$$
\begin{equation*}
(d-1)(d-2)\left(x^{d-1}+a\right) y x^{d-3}-2(d-1)^{2} y x^{2 d-4}=(d-1) y x^{d-3}\left(-d x^{d-1}+(d-2) a\right) \tag{4.72}
\end{equation*}
$$

and each of the factors in (4.72) is non-zero: $-d x^{d-1}+(d-2) a$ would vanish if, and only if, $p=2$, which is not the case. Therefore, if $p \neq 2$ the generic order of contact for $C$ equals 2. For $p=2$, (4.70) must be replaced by (cf. (4.27))

$$
\begin{equation*}
f_{x}^{2} \mathcal{D}_{y y} f+f_{y}^{2} \mathcal{D}_{x x} f-f_{x} f_{y} f_{x y} \tag{4.73}
\end{equation*}
$$

where $\mathcal{D}_{y y} f$ and $\mathcal{D}_{x x} f$ are the Hasse second derivatives of $f$ with respect to $y$ and $x$ respectively, given by (4.28). Again, $\mathcal{D}_{y y} f=0$, so that (4.73) simplifies to

$$
\begin{equation*}
f_{y}^{2} \mathcal{D}_{x x} f-f_{x} f_{y} f_{x y}=f_{y}\left(f_{y} \mathcal{D}_{x x} f-f_{x} f_{x y}\right) \tag{4.74}
\end{equation*}
$$

Again, it must be shown that $f_{y} \mathcal{D}_{x x} f-f_{x} f_{x y}$ does not vanish. Substituting the derivatives, the aforesaid function becomes

$$
\begin{align*}
& (d-1) \frac{(d-2)}{2}\left(x^{d-1}+a\right) y x^{d-3}-(d-1)^{2} y x^{2 d-4}= \\
& \quad=(d-1) y x^{d-3}\left(\frac{(d-2)}{2}\left(x^{d-1}+a\right)-(d-1) x^{d-1}\right) \tag{4.75}
\end{align*}
$$

If $d-2 \equiv 0 \bmod 4$, (4.75) turns into

$$
\begin{equation*}
(d-1) y x^{d-3}\left(-(d-1) x^{d-1}\right) \tag{4.76}
\end{equation*}
$$

while if $d-2 \not \equiv 0 \bmod 4$ (recall that $d-2$ is even, hence, $d-2 \equiv 2 \bmod 4$ in this case), then both $(d-2) / 2$ and $d-1$ are odd, so that (4.75) becomes

$$
\begin{equation*}
(d-1) y x^{d-3}\left(\frac{d-2}{2} a\right) \tag{4.77}
\end{equation*}
$$

Both (4.76) and (4.77) are non-zero; therefore the curve $C$ also has non-vanishing Hessian if $p=2$, i.e., its generic order of contact is 2 .

Since $C$ has a $(d-1)$-fold point, it is rational, hence its genus $g(C)$ is zero. The divisor $\mathcal{W}(C)$ mentioned in the beginning of section 3.2 has now the following degree (cf. (STöHR; VOLOCH, 1986, p. 6), (FUKASAWA, 2007, Section 2) and also Remark 8)

$$
\begin{equation*}
\operatorname{deg} \mathcal{W}(C)=3 d+3(2 g(C)-2)=3 d-6 \tag{4.78}
\end{equation*}
$$

and we still have (cf. (3.9))

$$
\begin{equation*}
\sum_{P \in C \backslash\left\{Q_{1}\right\}} I_{P}\left(C \cap T_{P} C\right)-q(C)=\sum_{P \in C \backslash\left\{Q_{1}\right\}} I_{P}\left(C \cap T_{P} C\right)-2 \leq \operatorname{deg} \mathcal{W}(C) \tag{4.79}
\end{equation*}
$$

Under the hypothesis that $C$ has at least two inner smooth Galois points, by what we just saw some lines above, the sum in the left hand side of (4.79) is at least $d(d-q(C))+$ $d(d-1-q(C))=d(2 d-5)$. Substituting this into (4.79) and using (4.78) gives

$$
\begin{equation*}
d(2 d-5) \leq 3 d-6 \leadsto 2(d-3)(d-1) \leq 0 \tag{4.80}
\end{equation*}
$$

But $d \geq 4$, so (4.80) is never satisfied. Hence $C$ cannot have more than one inner smooth Galois point. And we are finally done.
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[^0]:    1 Recall that if $\lambda_{1}, \ldots, \lambda_{k}$ are the distinct eigenvalues of a matrix $A$, then $A$ is diagonalizable if, and only if, the matrix $\left(A-\lambda_{1} \mathrm{id}\right) \ldots\left(A-\lambda_{k} \mathrm{id}\right)$ is the zero matrix.

[^1]:    1 Separability of the dual map implies finiteness of the number of flexes, and consequently that the generic order of contact is 2 .

