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RESUMO

VALVERDE, J. A. Usando redes complexas e processamento de línguas naturais para ca-
racterizar e classificar itens científicos. 2023. 147 p. Tese (Doutorado em Ciências – Ciências
de Computação e Matemática Computacional) – Instituto de Ciências Matemáticas e de Computa-
ção, Universidade de São Paulo, São Carlos – SP, 2023.

Processamento de Linguagem Natural (PLN) surgiu como uma área crítica de estudo para
analisar grandes quantidades de dados textuais. No entanto, com o crescimento exponencial
de big data, a análise de textos de diferentes tipos e tamanhos tornou-se mais desafiadora.
Métodos existentes podem funcionar bem para conjuntos de dados específicos, mas podem
não funcionar de maneira ideal para outras aplicações de texto. Por exemplo, analisar textos
curtos, como títulos ou resumos de artigos científicos, pode ser desafiador porque esses textos
podem conter uma quantidade limitada de informações, tornando difícil extrair insights valiosos
usando abordagens de PLN tradicionais. Nesta tese, propomos uma nova metodologia que
integra PLN, Redes Complexas (RC) e cienciometria/bibliometria para classificar e extrair
tópicos importantes em textos científicos. Combinamos os conceitos de cada área de diversas
maneiras para as tarefas de classificação de propostas de projetos de pesquisa e extração de
palavras-chave. As abordagens de PLN forneceram diferentes maneiras de obter representações
matemáticas de palavras e textos. Por exemplo, as representações vetoriais de palavras foram
úteis para encontrar relações semânticas e contextuais para extração de palavras-chave, enquanto
a representação vetorial de textos completos foi usada para tarefas de classificação. Também
usamos abordagens baseadas em redes complexas para modelar relacionamentos entre textos
como redes. Isso nos permite extrair informações relevantes por meio de propriedades estruturais
e topológicas de redes. Em seguida, as métricas de centralidade de rede ajudaram a encontrar as
palavras mais importantes em resumos e artigos de pesquisa, enquanto os métodos de detecção
de comunidades foram eficientes em encontrar grupos de resumos de artigos com conteúdo
semelhante. Também usamos conceitos de cienciometria e bibliometria para dois propósitos.
Primeiro, extraímos características bibliométricas de pesquisadores brasileiros para a tarefa
de classificação de propostas de projetos de pesquisa. Também usamos os padrões de citação
de artigos científicos como fonte importante de informação para auxiliar nossa abordagem de
extração de palavras-chave. Nossa pesquisa demonstra a importância de usar várias metodologias
de diferentes áreas para extrair informações valiosas de textos curtos. A metodologia proposta
nesta pesquisa pode ser usada posteriormente para outras aplicações de PLN e mineração de
textos, como classificação de textos, agrupamento de textos e sumarização de documentos,
especialmente quando os textos-alvo são pequenos e limitados em conteúdo.

Palavras-chave: Classificação de Projetos de Pesquisa, Extração de Palavras-chave, Redes Com-
plexas, Processamento de Linguagem Natural, Análise Bibliométrica, Análise Cienciométrica.





ABSTRACT

VALVERDE, J. A. Using complex networks and natural language processing to characte-
rize and classify scientific items. 2023. 147 p. Tese (Doutorado em Ciências – Ciências de Com-
putação e Matemática Computacional) – Instituto de Ciências Matemáticas e de Computação,
Universidade de São Paulo, São Carlos – SP, 2023.

Natural Language Processing (NLP) has emerged as a critical area of study to analyze large
amounts of textual data. However, with the exponential growth of big data, analyzing texts
of different types and sizes has become more challenging. Existing methods may work well
for specific datasets but may not perform optimally for other text applications. For example,
analyzing short texts such as titles or abstracts of research papers could be challenging because
these texts can contain a limited amount of information, making it difficult to extract valuable
insights using traditional NLP approaches. In this thesis, we propose a new methodology that
integrates NLP, Complex Networks (CN), and scientometrics/bibliometrics to classify and extract
important topics in scientific texts. We combined the concepts from each area in various ways
for research grant classification and Keyword Extraction (KE) tasks. NLP approaches provided
different ways to obtain mathematical representations of words and texts. For example, word
vector representations were useful in finding semantic and contextual relationships for keyword
extraction, while vector representation of full texts was used for classification tasks. We also
used complex network-based approaches to model relationships between texts as networks.
This enables us to extract relevant information through structural and topological properties of
networks. Then, network centrality metrics helped to find the most important words in abstracts
and research papers, while community detection methods were efficient in finding groups of
paper abstracts with similar contents. We further employed scientometric and bibliometric
concepts for two purposes. First, we extracted bibliometric features from Brazilian researchers
for the grant classification task. We also used the citation patterns from research papers as
an important source of information to assist our keyword extraction approach. Our research
demonstrates the importance of using multiple methodologies from different areas to extract
valuable information from short texts. This framework can be further used for other NLP and
text mining applications such as text classification, text clustering, and document summarization,
particularly when the target texts are small and limited in content.

Keywords: Research Grant Classification, Keyword Extraction, Complex Networks, Natural
Language Processing, Bibliometric Analysis, Scientometric Analysis.
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CHAPTER

1
INTRODUCTION

In recent years, the amount of information available on the Internet has grown exponen-
tially. This information includes a vast array of databases containing images, videos, music, and
textual documents. In this Ph.D. program, our focus was on analyzing text-oriented information.
The prevalence of internet access has led to a surge in user-generated content, resulting in a
wide variety of texts of varying types and sizes. Examples of longer texts include literary books,
research papers, encyclopedic websites, blog posts, theses, and dissertations, among others. In
contrast, shorter texts include abstracts of research papers, social media comments (such as those
on Twitter, Facebook, or YouTube), product reviews, emails, and more (LI et al., 2019). To
handle this massive volume of textual information, the fields of Natural Language Processing
(NLP) and text mining have emerged. These areas aim to process, organize, extract important
topics, summarize, and classify large amounts of textual data (RIBALDO et al., 2012).

Text classification and keyword extraction are two key tasks in natural language process-
ing (NLP) that have been extensively studied by the research community to help manage large
text datasets. While text classification involves extracting features from texts and categorizing
them using machine learning algorithms (KOWSARI et al., 2019), keyword extraction focuses
on identifying the most relevant words or topics that best describe the content of a document
or set of documents (TIMONEN et al., 2012). Although a wide range of methods have been
proposed in the literature for addressing these tasks in larger texts, analyzing shorter texts re-
mains a significant challenge. Traditional NLP methods rely on statistical models that require a
considerable amount of data to train, and they typically assume that the input text is composed
of complete sentences or paragraphs. Short texts, on the other hand, may contain incomplete
or fragmented sentences, and their brevity makes it difficult to extract meaningful information
using traditional NLP approaches. Additionally, short texts are often sparse in terms of word
frequency, and traditional NLP methods may not perform well when there are limited contextual
cues available to disambiguate the meaning of the words (CHEN; HOU; GAO, 2020). Therefore,
working with short texts for various NLP applications may require additional steps compared
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to larger texts. For example, several works have considered using external information such as
semantics, word relations, or background knowledge to analyze smaller texts (LI et al., 2019;
CHEN; HOU; GAO, 2020). In this sense, exploring methodologies for short texts can provide
new research opportunities, leading to the development of novel methods and techniques that
can be applied to other text mining and NLP tasks. In this Ph.D. program, we focused on text
classification and keyword extraction tasks for scientific texts, ranging from short texts such as
paper abstracts and research grant summaries to longer texts such as full research papers. We
chose scientific texts as they are relatively unexplored in NLP applications, providing ample
scope for research. Moreover, we employed scientometric and bibliometric concepts to develop
the text classification and keyword extraction tasks. We also used NLP approaches and complex
networks to characterize the input texts and extract relevant patterns for our proposed methods.

Over the years, a variety of methods have been explored for representing texts as numeri-
cal vectors for use in different NLP applications. The classical Vector Space Model (VSM) was
the first approach used for information retrieval tasks (SALTON; WONG; YANG, 1975). These
models were based on word frequency and the Term frequency – Inverse document frequency
(tf-idf) weighting to assign an importance value to each element of a text vector. However, these
methods have several weaknesses, as they ignore the semantics of words and the word order
in texts. As a result, related words or synonyms may have completely different vectors, and
shuffling the text would result in a meaningless version having the same vector representation as
the original text (MIKOLOV et al., 2013b). To overcome the weaknesses of vector space models,
methods based on word embeddings and BERT embeddings were proposed (MIKOLOV et al.,
2013b; MIKOLOV et al., 2013a; KENTON; TOUTANOVA, 2019). These approaches consider
the semantic meaning of words to encode their meanings, such that words with similar meanings
have similar vector representations. These methods have been successfully used in various NLP
applications, such as information retrieval, text classification, question answering, document
summarization, and keyword extraction (STEIN; JAQUES; VALIATI, 2019; ZHOU et al., 2015;
MOHD; JAN; SHAH, 2020; WANG; LIU; MCDONALD, 2015). In our research, we use various
approaches for different purposes. For instance, we consider the concepts of word embeddings
to enrich the relationships between similar words in a word co-occurrence network for keyword
extraction. We also use frequency and tf-idf models for text clustering, text classification, and
keyword detection tasks. Vector space models can be used as features for a supervised classifier
and are also useful for finding important words in keyword extraction applications (LI; FAN;
ZHANG, 2007).

In recent years, studies in complex networks have gained more attention as they have
been found to be an efficient tool for representing real-world phenomena. Complex networks
are graphs with particular statistical and topological properties, as observed in graph models
like the Watts-Strogatz Small-World model and the Barabási-Albert Scale-Free model (WATTS;
STROGATZ, 1998; ALBERT; BARABÁSI, 2002). Complex network concepts have been widely
used in text mining applications to model and process texts. For instance, lexical networks have
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been used to construct spell checkers, where each node represents a word and edges are based on
the orthographic distance between two words (CHOUDHURY et al., 2007). Word co-occurrence
networks have been used for text classification and keyword extraction, where centrality metrics
can be used as features for machine learning algorithms (QUISPE; TOHALINO; AMANCIO,
2021). Sentence networks have been used for automatic document summarization, where the most
central sentences can be included in a final summary (TOHALINO; AMANCIO, 2018). Syntactic
networks have been used to investigate language acquisition (ANTIQUEIRA et al., 2007), among
other applications. In this research, we examined word co-occurrence networks for keyword
extraction and studied the effect of adding virtual edges to the network via word embeddings.
Our results showed that the inclusion of these edges improved the performance of the keyword
extraction methods. We evaluated several centrality measurements to assign importance values to
each word. Furthermore, we used complex network and bibliometric concepts to model research
papers as citation networks. We applied community detection methods to find groups of related
research papers and extracted keywords according to their importance inside and outside these
groups. Our approach allowed us to identify important topics and trends in research fields and
discover new potential collaborators. Overall, complex network concepts have proven to be
valuable tools for text mining applications, allowing us to explore and discover relationships and
patterns in textual data that might be difficult or impossible to detect through traditional methods.

Several NLP applications have emerged to organize large textual databases, while scien-
tometrics and bibliometrics have become relevant for carrying out quantitative and qualitative
studies of scientific activity (VINKLER, 2010). By analyzing the scientific literature, these areas
can track the evolution or decline of scientific fields and identify the emergence of new areas.
They consider quantitative indicators, such as the number of publications, and impact indicators,
which are reflected in the number of citations obtained from published articles (MINGERS;
LEYDESDORFF, 2015). Bibliometric networks, including citation analysis, co-citation analysis,
bibliographic coupling, co-author analysis, and co-word analysis, are also studied to charac-
terize the importance of scientific production of researchers, scientific papers, and scientific
journals (ZUPIC; ČATER, 2015). This research applies concepts from scientometric and bib-
liometric analyses to grant classification and keyword extraction. For the former, we extract
bibliometric information from the primary investigators of research grants to generate features
for a supervised classifier. In the latter approach, we utilize citation networks to identify groups
of related papers and develop a methodology to extract the most prominent keywords based on
their relevance to each paper group.

This thesis raises several research questions, which are outlined below:

∙ How can we effectively handle the sparse and noisy nature of short text data in NLP tasks
such as text classification and keyword extraction?

∙ What challenges arise when working with smaller texts in NLP applications, and how can
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they be addressed through the development of new methodologies and techniques?

∙ How can we identify important entities or concepts in short text data without access to the
full context or background knowledge?

∙ How can we incorporate external knowledge or context to improve the performance of
NLP models on short text data?

∙ How can we efficiently cluster and group short text data based on similarities and differ-
ences, especially when the number of clusters is not known beforehand?

∙ What centrality measures in word co-occurrence networks can be used as features for
machine learning algorithms in text classification and keyword extraction tasks?

∙ Can the addition of virtual edges to word co-occurrence networks via word embeddings
improve the performance of keyword extraction methods?

∙ How can scientometric and bibliometric analysis be applied to grant classification and
keyword extraction?

∙ How can machine learning models be trained on scientific papers to predict scientific
impact or identify emerging areas of research?

To address these research questions, this monograph is organized as a collection of
four research papers, which have been published or submitted. Each chapter of the monograph
corresponds to a research paper that focuses on a specific aspect related to the research questions.
These papers addressed the grant classification and keyword extraction tasks for scientific items.
In each chapter, before presenting the article, we provided the motivation and contributions
derived from each paper. The articles are presented chronologically and they are organized
according to the main topic they addressed. In relation to the background information, all papers
are self-contained, however, we also supplied a background chapter presenting some concepts
about natural language processing, complex networks, and scientometrics that are relevant for
the carried study. This manuscript is organized in the following Chapters:

∙ The Chapter 2 presents the background information, where the main concepts related to
natural language processing, complex networks, and scientometrics are briefly explained.

∙ The Chapter 3 and the Chapter 4 included two research papers that addressed the grant
classification task. The goal of these papers was to classify research grants according
to their productivity or success they achieved over the years. The paper presented in
the Chapter 3, extracted text features from the abstracts of the research proposals, while
the paper displayed in the Chapter 4 considered bibliometric features extracted from the
academic history of the main investigators of each research grant.
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∙ The Chapter 5 and the Chapter 6 comprised two articles that focused on the keyword
extraction task. In Chapter 5, we presented a method that modeled the texts as word co-
occurrence networks. We then used word embeddings to enrich the relationships between
words. This approach used centrality measurements to find the most central (relevant)
words. In Chapter 6, we described a method based on citation networks and community
detection for extracting keywords from paper abstracts.

∙ Finally in Chapter 7 we presented the conclusions which included the main contributions
of this research, limitations, and possible future works.
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CHAPTER

2
BACKGROUND

In this chapter, we briefly explain the most relevant concepts of the three areas that we
covered in this research work. In Section 2.1, we detailed the main approaches about Natural
Language Processing and text mining. The concepts related to complex networks are presented
in Section 2.2. Finally, in Section 2.3, we mentioned some approaches related to scientometric
and bibliometric analysis. In some cases, we briefly explain some important concepts covered
in this research, however, other approaches were only mentioned in this section because their
definitions were already given in the following chapters.

2.1 Natural Language Processing and text mining

Natural Language Processing (NLP) is a subfield of artificial intelligence, and lin-
guistics focused on the study of automatic generation and understanding of natural human
languages (GUIDA; MAURI, 1986). The goal of the NLP area is to interpret human language by
evaluating text, speech, or grammatical syntax. In this sense, NLP seeks to extract the grammati-
cal structure and syntactic meaning from texts and speech (NADKARNI; OHNO-MACHADO;
CHAPMAN, 2011). On the other hand, text mining is an area derived from data mining with
the aim of extracting information about textual content. Text mining uses various methods
based on statistics, patterns or correlations between words to analyze each text. While NLP
focuses on the meaning of the content, text mining considers the structure of texts (HOTHO;
NÜRNBERGER; PAASS, 2005). Therefore, these two areas have been used together for many
text-oriented applications.

A widely researched stage in these areas is the transformation of each input text into a
form that can be understood by computers. In this sense, several approaches have been proposed
to obtain the mathematical representation of textual documents. Most of these methods extracted
representative vectors from each text to be used in different NLP and text mining applications.
In this chapter we will briefly detail some methods, from the simplest ones such as vector
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space models, to more recent methods that used sophisticated methodologies such as BERT
embeddings.

2.1.1 Vector Space Models (VSM)

One of the first approaches to model texts as numerical vectors was the vector space
model. Sentences, paragraphs or complete texts are represented by vectors of identifiers in a
multidimensional linear space of size N, where N is the total number of unique terms that appear
in the document set (SALTON; WONG; YANG, 1975). Each element from the vector represents
the contribution of each term for the representation of the whole dataset. The contribution or
weight of each term could be computed in different ways. In this sense, there were proposed
three algorithms derived from the vector space model: i) the Boolean model (LANCASTER;
GALLUP, 1973), which is based on the presence or absence of words in the document; ii) the
word frequency model, which counts the frequency of words in the whole set of documents; and
the tf-idf model (SALTON; WONG; YANG, 1975), which is an improvement of the frequency-
based model. Because of their simplicity, both the Boolean and frequency model presented
several weaknesses, for this reason, the tf-idf model was proposed as an improvement to these
techniques. The tf-idf which stands for Term Frequency - Inverse Document Frequency, is an
approach that quantifies how relevant is a word in a document collection. The tf-idf weight
increases proportionally to the number of times a word appears in the text, but it is compensated
by the word frequency in the whole dataset. In this sense, the tf estimates how often a word
occurs in a text, and idf estimates if the word is common or rare in the document collection.

Despite their popularity and good performance in some NLP applications, vector space
models have several weaknesses. For example, these models ignore the semantics of words,
in this sense, words with similar meanings could have very different representative vectors.
Furthermore, vector space models present vectors with high dimensionality, since the size of the
vectors depends on the number of words in the vocabulary. In this sense, these models would
have a low performance for classification tasks (EMINAGAOGLU, 2022). Word embedding
models emerged as an improvement to the weaknesses of methods based on vector space models.

2.1.2 Word embeddings and BERT embeddings

Word embeddings are a set of algorithms to represent words as fixed-size vectors.
The main strength of these methods is that words with similar meanings, their vectors could
have similar representations as well. In this sense, related words such as synonyms or words
that belong to the same context, it is possibly their representations are closer in the vector
space. The approaches based on word embeddings are mainly divided into three methods:
techniques using neural networks; techniques based on dimensionality reduction using word
co-occurrence matrices; and probabilistic methods (ALMEIDA; XEXÉO, 2019). One of the
first word embedding approaches to come out is the Word2Vec method (MIKOLOV et al.,
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2013b; MIKOLOV et al., 2013a). This method uses a three-layer neural network, composed
of an input layer, a hidden layer, and an output layer. This technique focuses on learning word
vector representations based on predicting a word given its neighboring words. Such words are
surrounding or context words. For example, for the sentence "while cats meow, dogs ..." , the
goal of the neural network is to predict the word "bark". In this sense, the input layer from the
neural network is composed of signals for context words and the output layer corresponds to
signals for the predicted target word. The neural network is then trained with the documents
from the corpus, and for each word, it is computed neighborhood probability considering the rest
of the words in the vocabulary. Once the neural network is trained, the weights of the hidden
layer are considered as the vectors of each word. Before the training stage, the size of the vectors
representing each word can be defined. The selection of such a size depends on the dataset and
the text application to be considered.

Despite their efficiency for various NLP tasks, word embedding models generate a
single representation for every word in the vocabulary, regardless of a word’s polysemy. For
example, for the word "apple", Word2Vec will generate a single vector representation, regardless
of whether the word refers to the type of fruit or the Apple technology company. Due to this
weakness presented in several traditional word embeddings models, the model based on BERT
was proposed. The Bidirectional Encoder Representations from Transformers (BERT) is an
improvement to Word2Vec, because it generates different vectors for each word according to the
context in which the word appears (KENTON; TOUTANOVA, 2019). BERT generates vector
representations considering the context of a word in a bidirectional way, that is, before and after
the target word appears. In Chapter 5 we provided a more detailed explanation of this approach.

2.1.3 Main applications

In this section, we briefly describe some of the most commonly investigated tasks in NLP
and text mining that are related to our research, as well as their importance for various real-world
applications. For example, a widely researched application is text classification, where each
text can be grouped according to its category or class (KOWSARI et al., 2019). These texts are
grouped by identifying common features between them. Such features are extracted according
to several patterns found in each text. In this sense, several supervised classification algorithms
use the features extracted from these texts to classify them according to the corresponding class.
This task is useful for authorship attribution, where books are grouped according to the author
who wrote them (QUISPE; TOHALINO; AMANCIO, 2021). Text classification methods were
also appropriate for information retrieval tasks and spam detection in emails (CRAWFORD et

al., 2015).

Other important applications for processing large amounts of information are the auto-
matic summarization of documents and the keyword extraction task. The document summariza-
tion task consists of automatically finding a general description of the content that is mentioned in
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one or more text documents. A summary can be made up of text segments extracted directly from
the documents (extractive summarization) or by content that is not necessarily explicitly cited in
the original texts (abstractive summarization) (ANTIQUEIRA, 2007; TOHALINO; AMANCIO,
2018). On the other hand, keyword extraction aims to find a set of words that best represent the
entire content of one or more texts. The most important words or phrases are called keywords or
keyphrases (LI; FAN; ZHANG, 2007). Both automatic document summarization and keyword
extraction are of paramount importance for several applications because they are capable of
extracting relevant information from large text datasets in a concise, organized, and summarized
way (WAN; YANG; XIAO, 2007). For example, through the keywords obtained from opinions,
comments or suggestions of consumers, it is possible to obtain valuable information for the
development of products. Keywords are also quite useful for examining how public opinion
changes over time on a given topic. In the case of scientific articles, keywords help to understand
which are the most relevant topics that a research paper is considering (BELIGA, 2014).

2.1.4 Final considerations

In this research we focused on two text mining applications based on the text classification
and keyword extraction from scientific texts such as research proposals and paper abstracts. For
text classification, we generated the numerical representations of abstracts of research grants
based on the vector space model. Then, we used the extracted vectors as features for several
machine learning algorithms. On the other hand, we used the vector representations based on
word embeddings of each word to compute the semantic similarity between all word pairs for
the keyword extraction task.

2.2 Complex Networks

A graph or network G = {V,E} is composed by a set V = V (G) of elements called
nodes or vertices, and another set E = E(G)⊂V xV of elements called links or edges that join
the network nodes (LÜ et al., 2013). An adjacency matrix is commonly used to represent the
connectivity patterns in the graph. Networks are also represented by a weighted matrix which
contains the values or weights assigned to each network edge. Networks can be directed or
undirected. Complex networks are graphs with special topological properties. For example,
many complex networks exhibit a scale-free degree distribution, where the majority of nodes
have very few connections, but a small number of nodes have many connections. Additionally,
complex networks often exhibit small-world properties, meaning that the average path length
between any two nodes is relatively short, despite the vast size of the network. Another important
property of complex networks is community structure, where nodes can be grouped into clusters
or communities based on their connections within the network (Costa et al., 2007).

In recent years, we have seen tremendous progress in the study of the structural and
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dynamic properties of complex networks (CHERIFI, 2014). During this time, hundreds of articles
on this topic have been published in scientific research journals covering different disciplines.
These disciplines include physics, biology, sociology, neurology, economics, medicine, computer
science, among others (Costa et al., 2007). The interest in this area increased due to the fact
that any phenomenon that occurs in our real world can be modeled as a network (Costa et al.,
2007). Examples of graphs with complex network properties are found in biological networks,
communication and computer networks, ecological networks, and even social networks.

The first investigations in complex networks arose with the study of the Erdos-Renyi
model (ERDÖS; RÉNYI, 1959). This model consisted on the creation of a random graph. In such
a graph, for each edge was established a probability p, where each pair of nodes had the same
probability p of being connected. Differently from the traditional research which was focused
on random networks, many works began to study and represent networks that model real and
complex systems. Scientists concluded that the properties of these new network models are very
different from the attributes observed in random graphs. Therefore, these special graphs were
called as complex networks (WATTS; STROGATZ, 1998; STROGATZ, 2001). These graph
types possess particular structural properties which are very different from random networks.
Such properties could refer to degree distributions that follow power laws, hierarchical structures,
community structures, high local cohesiveness, among others. Therefore, several researches
found that complex network concepts are a powerful tool to model any real-world phenomena
related to our social interactions, the environment we live or our own biological behavior (Costa
et al., 2007).

2.2.1 Structural properties on complex networks

Two concepts commonly studied in the area of complex networks are the centrality
measurements and methods for community detection. Centrality metrics refer to the importance
or prominence of the nodes within a network (NEWMAN, 2010). The goal of these indices is to
quantitatively determine and compare the relative importance of an actor (network node) within
the structure defined by the network. In this sense, the use of these metrics allows comparing and
ranking each node according to its topological importance. Centrality is not an intrinsic attribute
of the nodes of a network, but rather a structural attribute, that is, an assigned value that depends
on the actor’s relationships with the other actors in the network(BORGATTI, 2005).

The identification of the most central nodes plays a fundamental role in different appli-
cations: in social networks, for example, centrality indices allow to analyze the influence of a
person; they assist in finding how good a path is in transportation networks; and they also allow
to detect important web pages in a network (Costa et al., 2007). There are hundreds of centrality
indices that have been proposed to characterize the topological importance of a node. Node
degree, strength, clustering coefficient, pageRank, or betweenness are some examples of mea-
surements commonly used for various applications. A detailed description of these measurements
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is presented in Chapter 5.

A common feature found in complex networks is the presence of communities. A network
is said to have a community structure if the nodes of the network can be easily grouped into
potentially overlapping groups of nodes (RADICCHI et al., 2004). These groups of nodes
are more densely connected internally than the rest of the network. This heterogeneity of
connections suggests that the network has certain natural divisions (GIRVAN; NEWMAN, 2002).
The identification of communities is quite useful for several applications because it is very likely
that the nodes that belong to the same community have properties and dynamics in common.
The features of the community structure of networks also help to understand their dynamic
evolution and organization (Costa et al., 2007). For example, in social networks each community
could represent locations, common interests, common occupations, etc. Metabolic networks
have communities based on functional groups. In citation networks, communities are formed by
research topics (GIRVAN; NEWMAN, 2002).

The detection of the optimal community structure of a network is a fairly complex task.
The most used methods for finding the ideal division in communities are based on modularity
maximization. Modularity, proposed by Girvan and Newman (2002), is a measurement that
evaluates the quality of a particular division of the network in communities. Then, all possible
divisions of the network are computed until maximum modularity is reached. The modularity
metric is useful to analyze the number of edges within communities in relation to the number of
edges present between communities. Several methods for finding communities were proposed in
the literature. In this work, we evaluated the following methods: Multilevel, Label Propagation,
Infomap, Fast Greedy, and Leiden method. In Chapter 6, we briefly explained these community
extraction techniques.

2.2.2 Complex networks applications

The concepts of complex networks have been widely used in several applications be-
cause they are capable of modeling any phenomenon that occurs in the real world. Complex
networks can be divided into four categories: social networks, information networks, techno-
logical networks, and biological networks (NEWMAN, 2010). In social networks, each node
is represented by a person and the edges could be friendly relationships between people. For
information networks, the citation networks were widely studied, where nodes represent the
authors of research papers, which are linked through the references that are given to the papers
of other authors. Examples of technological networks are commonly observed in electrical
and Internet networks. Biological networks represent information patterns between different
biological elements. For example, neurons can be modeled as nodes, and their relationships with
other neurons are determined by chemical reactions between cells (NEWMAN, 2010; Costa et

al., 2007).

Natural Language Processing has also benefited from the use of complex networks since
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graphs are a powerful tool for modeling texts. Researchers developed a myriad of methods for
representing texts as networks for different NLP applications. For instance, lexical networks
are commonly used for the construction of spell checkers, where each edge is set from the
orthographic distance between two words (CHOUDHURY et al., 2007). Syntactic networks are
used for the study of language acquisition (ANTIQUEIRA et al., 2007). According to Costa
et al. (2011), several NLP applications employed linguistic networks, where nodes could be
syllables, words, sentences or paragraphs. The interconnections between nodes from these
networks could be established in several ways. For example, word co-occurrence networks
were used for the evaluation of the quality of machine translators, keyword extraction, and text
classification tasks (AMANCIO et al., 2008). In Antiqueira (2007), Tohalino and Amancio
(2018), the authors modeled each text as sentence networks for extracting the most important text
segments for automatic document summarization. According to Costa et al. (2011), texts could
also be modeled as language networks, which are divided into semantic and surface networks.
The semantic networks are constructed from dictionaries of lexicons and they usually contain
information about semantic relationships between words, such as synonyms or antonyms. On
the other hand, surface networks are based on the internal structure of words such as their
morphological properties or their position in sentences or syntactic structures Costa et al. (2011).

2.2.3 Final considerations

In this research we modeled the document texts as networks for the keyword extraction
task. We first represented each text as word co-occurrence network, and then we applied centrality
measurements to get the most relevant words in each text. We also modeled the texts from the
dataset as a citation network. In this approach, we applied community detection methods to
get the best representative words from each cluster. In the Chapters 5 and 6 we presented two
approaches the addressed the keyword extraction task using complex network concepts.

2.3 Scientometric and bibliometric analysis

Scientific research is the set of systematic and empirical processes dedicated to the study
of a phenomenon, it is dynamic, changing and evolutionary (MINGERS; LEYDESDORFF,
2015). It produces knowledge and theories and it proposes to solve practical problems. The
term big science has prospered since the significant growth of available scientific research
covering different areas (MINGERS; LEYDESDORFF, 2015). The areas of scientometrics and
bibliometrics emerged to study, measure and analyze scientific production. The study of these
areas allowed to investigate various phenomena that occur in the scientific literature, such as the
rise and decline of research areas, as well as the analysis of a discipline over the years.

Both scientometric and bibliometric analysis have been extensively investigated to study
the progress of scientific research, however, there is some confusion in the literature about which



34 Chapter 2. Background

methods are covered in each area. Scientometrics is a discipline that uses mathematical methods
to quantify scientific research to reveal the process of scientific development, and can provide a
scientific basis for decision-making and management. It commonly uses citation analysis and
other quantitative methods to evaluate scientific research activities and thus guide the policy
of science (NALIMOV; MULCHENKO, 1971). Bibliometrics is related to the application of
mathematics and statistical methods to books or scientific journals, whose analyzes are linked
to the management of libraries and databases (PRITCHARD et al., 1969). Bibliometrics and
scientometrics differ in subject background but are the same in theories, methods, technologies,
and applications (SILUO; QINGLI, 2017). Below we briefly explain the main metrics related to
scientometric and bibliometric analysis.

2.3.1 Metrics related to scientometric analysis

The main metrics commonly used in the scientometric analysis are the indicators of
productivity, indicators of citation impact of papers or researchers, and the indicators of journal
quality. The indicators of productivity are mainly based on: i) the number of papers produced by
an author or research unit, ii) the number of papers journals produced on a particular subject,
and iii) the number of keywords that texts generate (MINGERS; LEYDESDORFF, 2015).

In the case of indicators of citation impact, these metrics focus on analyzing the number
of citations that papers or researchers received over a period of time. As follows we detail some
indicators of impact (MINGERS, 2008):

∙ Citation patterns: they are related to the analysis of the number of citations per year
received by a paper over time. These patterns generally show a birth-death process. In this
process, initially, there are few citations; then the number increases to a maximum value;
finally, they die away as the content becomes obsolete. There are many variants to this
pattern, for example, the term "shooting stars" indicates papers that are highly cited but
die quickly, and “sleeping beauties” which are ahead of their time (RAAN, 2004).

∙ h-index: the total number of citations is strongly affected by the number of papers, how-
ever, does not provide any information on this. The h-index, proposed by Hirsch (2005)
combined in a simple way the impact (number of citations) and productivity (number of
papers). The h-index is defined as: "a scientist has index h if h of his or her Np papers
have at least h citations each and the other (Np˘h) papers have <= h citations each. So h

represents the top h papers, all of which have at least h citations. Therefore, the h-index
combines both number of citations and number of papers. However, the h-index ignores
all the other papers below h, and it also ignores the actual number of citations received
above h.

As follows we briefly describe some indicators of journal quality(MINGERS; LEYDES-
DORFF, 2015):
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∙ JIF (Impact factor): it represents the mean citations per paper for a journal over a two
year period. For example, the impact factor of the year 2014 is the number of citations in
2014 to papers published in a journal in 2012 and 2013, divided by the number of such
papers (GARFIELD et al., 1994).

∙ SJR (SCimagoJournal Rank): it is a metric that weights based on the prestige of a journal.
It equally distributes the prestige of a journal among the total number of citations of
the journal and normalizes the differences in the behavior of the citation of the different
thematic fields (FALAGAS et al., 2008).

∙ SNIP (SourceNormalizedImpact per Paper): it measures the impact of a citation according
to the characteristics of the subject on which it is investigated. It levels the differences
in citation between the different thematic fields, and also levels the differences in their
coverage by providing a standardized metric that allows the comparison of journals of
different categories (LEYDESDORFF; OPTHOF, 2010).

∙ I3: it combines relative citation impact with productivity in terms of the numbers of papers
but is normalised through the use of percentiles (LEYDESDORFF, 2012).

2.3.2 Network-based methods used in bibliometric analysis

As follows we mention the main approaches that used network analysis methods com-
monly used in bibliometric studies (HOOD; WILSON, 2001; PRICE, 1965; REUTERS, 2008;
ZUPIC; ČATER, 2015).

∙ Citation analysis: A citation network is a directed graph in which each node represents
a scientific article and each edge represents a citation from the current paper to another
paper (PRICE, 1965). The citations are used as a measure of influence, in this sense,
the most cited authors, papers, or journals could be the most influential scientific agents.
Through the analysis of the citation networks we can understand the following issues:
Which authors most influenced research in a journal?, Which journals and disciplines have
the most impact on a research survey?, Who are the experts in a research area?, What
articles should we read from a certain area?

∙ Co-citation analysis: Two papers (authors or journals) are co-cited if they are both cited
by the same, third, paper (author or journal) (SMALL, 1973). According to this analysis,
the more two works are cited together, the more their content is related. Through the
analysis of the co-citation networks we can understand the following issues: Who are the
central and peripheral organizations in a research field?, What is the group of authors cited
systematically by a specific group of works?, What works are referenced together?

∙ Bibliographic coupling: When two works refer to common work(s), the relation between
two referring documents is called bibliographic coupling (KESSLER, 1963). The nodes
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of the network could be scientific publications, authors, or journals. According to this
measurements, the more two works cite similar works, the more their content is related.
Through the analysis of the bibliographic coupling we can understand the following issues:
Who are the central and peripheral organizations in an emerging research group?, Which
authors produced summaries that approached a body of literature?, How does the structure
of a research aspect reflect the diversity of theoretical approaches?

∙ Co-author analysis: For the co-authorship networks, the nodes are scientists (or insti-
tutions), and two scientists are connected if they have coauthored a paper (NEWMAN,
2004). This analysis can be used to evaluate collaboration at institutional and national
level. Through the analysis of the co-authorship networks we can understand the following
issues: What researchers work together?, How is the social structure of a research area?,
Which institutions or countries collaborate in a specific research field?

∙ Co-word analysis: It is a technique that uses pattern of co-occurrence of words (generally
keywords) from a corpus of scientific papers. It establishes relation between ideas and
concepts within the subject area, presented in the corpus. Occurring of two keywords within
the same paper indicates a relationship between the topics to which they refer (KOSTOFF,
1993). Through the co-word analysis we can understand the following issues: What
keywords are being the most used in each given period of time?, What words are used
together?, How the research interest changed?

2.3.3 Final considerations

We used the concepts studied in scientometrics and bibliometrics for the two tasks
proposed in this research. First, we extracted bibliometric features according to the academic
activity of each researcher for the research grant classification task. We also modeled research
papers as a citation network for the keyword extraction task of paper abstracts.
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3.1 Motivation
Research on the factors that contribute to the success of scientific items, such as research

papers, theses, and grants, has been extensively conducted. These factors include the number
of citations, author visibility, and textual content analysis. However, most of these studies have
been limited to large datasets focused on foreign researchers, particularly those from the United
States and China. Therefore, for this study, we sought to evaluate the productivity of research
grants funded by Brazilian government agencies, as there were no datasets available for assessing
the academic research carried out by Brazilian investigators. Our approach analyzed only the
abstract of each research grant, with the main objective of assessing whether linguistic patterns
found in a short text are capable of capturing predictive features of the success of a research
project.

This research was also motivated by the need to improve the effectiveness of funding
decisions in research by identifying productive research grants. Many research proposals are not
funded due to limitations in resources, and this may affect the success and diffusion of important
ideas. Therefore, there is a need to identify promising research proposals that are more likely to

https://link.springer.com/article/10.1007/s11192-021-03926-x
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yield productive results. We aimed to investigate whether text features extracted from project
titles and abstracts can be used as predictors of productivity and assist in identifying relevant
research ideas. This research is important for research funding bodies, scientific entities, and
government agencies who want to make more informed funding decisions and avoid wasting
resources on research proposals that are less likely to yield productive results.

3.2 Contributions
This paper investigates whether text features extracted from the titles and abstracts of

research grant proposals can be used to identify productive grants in the fields of Medicine, Den-
tistry, and Veterinary Medicine. We used complexity and topical features to identify predictors
of productivity and we found that there is a statistically significant relationship between text
features and grant productivity, although the dependence is weak. The abstract text length and
metrics derived from lexical diversity were among the most discriminative features. We found
that text features should be used in combination with other features to assist in the identification
of relevant research ideas. This study used a dataset of research grants funded by São Paulo
Research Foundation (FAPESP-Brazil) and limited the sense of productivity by considering
that productive grants are those yielding at least one publication. We concluded that future
research should consider other productivity criteria, including the total number of publications,
the reputation of the respective journals and conferences, and other measurements derived from
citation and usage counts. This paper also suggests that there is a large space for improvement in
performance by incorporating additional features, such as those based on recent authors’ per-
formance, text network-based attributes, and features related to researchers and their respective
institutes. This paper concludes that the results provide a basis for developing automatized tools
to assist funding bodies, scientific entities, and government agencies in identifying promising
research ideas.
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Abstract
Predicting the output of research grants is of considerable relevance to research funding 
bodies, scientific entities and government agencies. In this study, we investigate whether 
text features extracted from projects title and abstracts are able to identify productive 
grants. Our analysis was conducted in three distinct areas, namely Medicine, Dentistry and 
Veterinary Medicine. Topical and complexity text features were used to identify predic-
tors of productivity. The results indicate that there is a statistically significant relationship 
between text features and grants productivity, however such a dependence is weak. A fea-
ture relevance analysis revealed that the abstract text length and metrics derived from lexi-
cal diversity are among the most discriminative features. We also found that the prediction 
accuracy has a dependence on the considered project language and that topical features 
are more discriminative than text complexity measurements. Our findings suggest that text 
features should be used in combination with other features to assist the identification of 
relevant research ideas.

Keywords Language analysis · Productivity · Grants productivity · Text analysis

Introduction

Science of science has emerged, in the last few years, as the research area devoted 
to study the mechanisms underlying research and its related aspects  (Fortunato et  al. 
2018). This area has investigated a large number of important questions, including the 
evolution of science, and more specifically patterns of collaboration, citation and con-
tribution among scientific entities (Ding 2011). Many studies have shed light on several 
important issues related to many processes involved in the creation and dissemination of 
scientific manuscripts. For example, studies on the behavior of paper citation networks 
not only have characterized these evolving networks, but also have developed models to 
predict their behavior (Thelwall and Nevill 2018; Zeng et al. 2017). Many studies have 
also sought linguistic patterns in the scientific literature (McKeown et al. 2016). Similar 
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studies have used paper metadata to analyze and understand the behavior of authors, 
including their collaboration/citation patterns and contributorship patterns  (Corrêa  Jr 
et al. 2017). Another important area in science of science concerns the studies devoted 
to make predictions in many scenarios (Acuna et al. 2012). Those studies are important 
because they favor more informed decisions, thus improving the design of research poli-
cies. While the focus of most investigations in science of science, especially those in the 
predictive area, use data from papers, in this paper we probe whether it is possible to 
make predictions regarding research output using data extracted from research projects.

Writing research proposals represents an important part of scientists’ work. While 
proposals themselves are usually not intended to be published, they are equally relevant 
because they may ultimately decide whether novel ideas are going to be further devel-
oped and possibly disseminated. Deciding thus which proposals are going to be funded 
is of paramount importance for the advancement of science. Those decisions should be 
as fair as possible and, in many desired situations, they should be devoid of any per-
sonal bias other than the expected quality criteria. In this sense, it becomes interest-
ing if an automatic approach could assist (but not replace) the traditional evaluation of 
research proposals before and after it is funded (at least in some criteria). While being 
less prone to personal bias, another advantage associated with automatic approaches is 
their ability to make decisions in a much short period of time, when compared to the 
traditional human classification. Similar approaches have already been employed with 
success in other areas. For example, the quality and style of texts have been assessed 
using machine learning methods  (Antiqueira et al. 2007; Silva and Amancio 2012). A 
pattern recognition approach applied in the context of grants assessment could also shed 
light on the understanding of which factors are associated with strong grants. This could 
be particularly useful for early career scholars, as many of them have received little or 
no feedback. In the current study, we touch these points by probing whether information 
retrieved from projects can be used to predict grants productivity.

While many factors may affect the perceived quality of projects  (Markowitz 2019; 
Boyack et al. 2018), in this study we focus on the analysis of textual features of funded 
projects. Our main objective is to analyze if we can automatically (i.e. using machine 
learning methods) predict grants productivity via linguistic patterns. We focused on two 
types of textual attributes, namely: 

1. Topical features: our hypothesis here consists in probing whether projects on specific 
subtopics are more likely to yield at least one publication. While certainly there are 
differences in publication/citation patterns across different fields (Piro et al. 2013), our 
insight is that a similar pattern may also appear in subfields (?).

2. Complexity features: complexity features are affected by many psycholinguistic fac-
tors (Graesser et al. 2004). Examples of complexity features includes lexical diversity 
and function words counts (Markowitz 2019; Graesser et al. 2004). Several works have 
shown that complexity measurements could influence the perceived quality of scientific 
works (Markowitz 2019; Letchford et al. 2015, 2016; Wager et al. 2016). Our hypothesis 
regarding complexity is that similar complexity patterns could also appear in research 
projects. In other words, if the results obtained from grants are disseminated using 
similar linguistic patterns, one could expect that the patterns could also influence the 
perception of the results/conclusions being analyzed, and thus influence grants produc-
tivity. For example, if grants abstracts are written in a clear, simple and more assertive 
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way, one could expect that the same properties could appear in manuscripts submitted 
for publication and those patterns could affect acceptance decisions.

Our analysis was conducted in a subset of research grants funded by the São Paulo 
Research Foundation (FAPESP-Brazil). We selected research grants in three areas com-
prising the largest number of projects funded by FAPESP. We considered projects in the 
following areas: Medicine, Dentistry and Veterinary Medicine. Here we classified if a 
grant yielded or not at least one publication. Therefore, in our classification system, two 
classes were considered, according to the number of observed publications: (i) zero publi-
cations; and (ii) one or more publications. While the term productivity might be allusive to 
distinguishing a few from many publications, hereafter productivity is used in the context 
of discriminating class (i) from (ii).

Several interesting results could be found in our analysis. By considering only a bal-
anced version of the datasets, we found that there is a relationship between text features 
and grants productivity in all considered areas. However, we only found a weak correla-
tion. When comparing complexity and topical features, the latter turned out to be more 
effective to predict grants productivity. We also found that the ability to predict produc-
tivity depends on the considered language (English or Portuguese). The accuracy was 
higher when analyzing texts written in researchers’ native language (Portuguese). A feature 
importance analysis revealed that the measurements capturing lexical diversity of abstracts 
are relevant features for identifying productive grants in all three considered datasets. Our 
analysis also revealed that the best classifiers for the adopted features were those based 
on Decision Trees. All in all, the adopted framework provides evidence that text features 
might be relevant in the identification of productive grants. We believe that text features 
could be combined with other features in future works to improve the discriminative rate of 
the classification systems.

This manuscript is organized as follows. In "Feature relevance"section, we present 
related works on features used to predict the output of scientific papers and projects. In 
"Dataset"section, we describe the methodology used in the machine learning framework. 
The obtained results are discussed in "Results and Discussion"section. Perspectives for 
works extending our approach are presented in "Conclusion"section.

Related works

Several studies have investigated the factors leading to the success of scientific 
items  (Markowitz 2019; Wang et  al. 2008; Boyack et  al. 2018; Xie et  al. 2015). In the 
case of scientific papers, many factors have found to play a role in defining their visibil-
ity. Eom and Fortunato (2011) show that the number of citations received in recent years 
can be an indication of future success. The authors proposed a linear preferential attach-
ment with time dependent initial attractiveness that can recover not only the distribution 
of citations, but also the citation burstiness effect (Eom and Fortunato 2011). Similar mod-
els have extended this idea to characterize and predict researchers’ impact. Other factors 
affecting the popularity of papers include the visibility of authors, journals, universities 
and the interdisciplinarity of fields and subfields  (Didegah and Thelwall 2013; Onodera 
and Yoshikane 2015; Silva et al. 2016).

Text factors have also been found to affect the visibility of papers  (Amancio et  al. 
2012b; Letchford et  al. 2015; Paiva et  al. 2012; McKeown et  al. 2016). Amancio et  al. 
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(2012b) proposed a model to describe the evolution of papers citation networks. In addition 
to the age and visibility factor, they found that the similarity with other papers also rep-
resents a factor that cannot be disregarded. The impact of text features has also been dis-
cussed in some works (Letchford et al. 2015; Paiva et al. 2012). Recent results have pointed 
out that journals publishing papers with short titles tend to be more visible, as measured by 
the average citation counts. This is consistent with the idea that the use of a less complex 
linguistic style in papers leads to a better paper understanding. The influence of other tex-
tual factors on citations including question marks and titles describing results has also been 
reported (Paiva et al. 2012).

The factors affecting the success of research proposals have also been analyzed in the 
last few years (Boyack et al. 2018; Hörlesberger et al. 2013; Cabezas-Clavijo et al. 2013; 
Fang et al. 2016; Li and Agha 2015). Boyack et al. (2018) found that researchers productiv-
ity can not be used to predict proposals success. Likewise, institutional research strengths 
are not strong indicators of success. The success of research proposal was found to be more 
correlated with the topic similarity between the proposal references and the respective 
applicant publications.

Markowitz (2019) studied if word patterns extracted from National Science Foundation 
(NSF) proposals are able to predict the received amount of funding. As descriptors of text 
complexity the author used word counts, words per sentence, the percentage of common 
words and the complexity of thinking as measured via function words. Several interesting 
results were found showing a relationship between text variables and the amount of money 
received. Larger grant abstracts with fewer common words were among the main patterns 
correlating with funding success. Markowitz (2019) advocated that the observed patterns 
contradict NSF guidelines, since more complex textual structures are more correlated to 
funding success.

Another feature that could be used to predict research proposal success are those related 
to peer review scores. In  (Cabezas-Clavijo et  al. 2013), the correlation between peers’ 
scores and visibility indexes was analyzed for Spanish researchers in 23 fields. The study 
found that correlations are strongly dependent on the field being analyzed. Moreover, this 
study revealed that the main indicators that are associated to the acceptance of research 
proposals are the total number of publications and the number of papers published in pres-
tigious journals. Fang et al. (2016) studied the correlation between future research produc-
tivity and peers’ scores of grants funded by the U.S. National Institutes of Health (NIH). 
They found that assigned scores are poor discriminators of success. As a consequence, 
they argue that this finding might increase the lack of discontentment with the peer review 
evaluation (Germain 2015). Leading to a different conclusion, Li and Agha (2015) argue 
that good peer review rating are correlated with better research outcomes, even when some 
specific controls are considered in the analysis, including authors and institutions visibility. 
This conclusion was reached in a dataset comprising 130, 000 research projects funded by 
NIH. While many studies have focused on a variety of features to predict projects success, 
here we focus on text features to predict productivity.

Material and methods

The dataset used in the current paper is described in "Dataset"section. The framework pro-
posed to classify grants comprises the following three main steps: 
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1. Feature extraction: this phase is responsible for extracting topical and complex-
ity features from textual fragments of research projects. This is detailed in "Feature 
Extraction"section. While we test the influence of topical features, our main focus here 
is to analyze the influence of text complexity on the predictability of grants productivity.

2. Pattern recognition: the features extracted are used as input for traditional machine 
learning methods. An overview of methods is provided in "Machine Learning 
Methods"section. A more detailed reference on machine learning and pattern recogni-
tion methods can be found in (Duda et al. 2012).

3. Feature relevance analysis: this phase is responsible for identifying the most relevant 
(i.e. discriminative) features. A brief description of the adopted method in provided in 
"Textual complexity measurements relevance"section.

Dataset

The main objective of this work is to analyze whether textual features can be used to pre-
dict the productivity of research grants. The adopted dataset consists in a subset of research 
projects carried out by researchers in Brazil (São Paulo State) and funded by the São Paulo 
Research Foundation1 (FAPESP). While it would be of interest to analyze the full con-
tent of research projects, this information is not public available. For this reason, most of 
the text analysis was based in two parts of the research projects: their title and abstract. 
The data were retrieved from the Biblioteca Virtual website2. The association between 
papers and projects are automatically extracted by the Web of Science3 dataset, and this 
information is also made available by the Biblioteca Virtual website. We could not use 
information from other datasets since the link between paper and projects is not available. 
Once a project funded by FAPESP leads to a research paper, it is required that the authors 
acknowledge São Paulo Research Foundation. Specifically, the funding agency provides a 
format that every funded project must comply with. A grant must be mentioned using the 
explicit form “aaaa/nnnnn-d”, where “aaaa” represents the year and “nnnnn-d” is the grant 
number4.

The research projects are written originally in Portuguese. This is the reason why we 
focus our analysis on Portuguese textual data. However, because several abstracts are also 
available in English, we also provide an analysis of the dependence of the results on the 
considered language.

We focused our analysis on regular grants, which are grants under the responsibility of a 
Principal Investigator associated with higher education (or research institutions) in the State 
of São Paulo. Regular grants are usually limited to a duration of 2 years5. Financial resources 
associated to each grant are usually limited to a maximum of 200, 000 Brazilian Reais. We 
decided to analyze this type of grants for two main reasons: regular grants have a duration of 
at least 18 months (most of them lasts for 24 months). Therefore, some publications can be 
expected after this period. The other reason for choosing regular grants is the fact there are 
several grants of this specific type in the dataset. Considering this type of research project, we 

1 fapes p.br/en.
2 bv.fapes p.br/en/6/regul ar-grant s-2-year-grant s.
3 webof knowl edge.com.
4 This information is available from this link https ://fapes p.br/11789 /refer encia -ao-apoio -da-fapes p-em-
todas -as-forma s-de-divul gacao  (in Portuguese).
5 Details regarding regular grants are available at fapes p.br/apr (in Portuguese).
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could retrieve textual information from more than 31,000 instances. We considered projects 
funded between 1989 and 2015. More recent projects were disregarded because papers result-
ing from the projects may take several months to be published.

There are several useful bibliometric metrics to gauge research grants productivity. This 
could be the number of published papers, the number of citations, and several other metrics 
commonly used in quantifying success in academia (Wang et al. 2013). Because most of these 
distributions are skewed, we decided to simplify the criteria to consider a research project as 
productive. To avoid an extreme unbalancing in the number of positive and negative exam-
ples (Li et al. 2010), we consider a project as productive if it yielded at least one publication. 
While this criterion still generates unbalanced datasets, a considerable number of both positive 
and negative examples can be recovered.

In order to avoid bias when comparing different research areas, we compared only projects 
belonging to the same area. In particular, we considered the following three areas comprising 
most of the research projects funded by FAPESP: Medicine (MED), Dentistry (DENT) and 
Veterinary Medicine (VET). According to the adopted criterion, the percentage of positive 
examples in each area was: 41.27%, 48.48% and 31.96% for Medicine, Dentistry and Veteri-
nary Medicine, respectively. In order to probe the consistency of the dataset, we conducted a 
manual analysis. More specifically, we randomly selected 200 research projects and manu-
ally analyzed how many publications were missing in the FAPESP dataset. For each selected 
research project, we analyzed all publications of the respective grantees up to 3 years after the 
project was finished. This time lag is compatible with the similar findings observed in NIH 
projects ?. This study revealed that less than 4% of the projects were missed in the FAPESP 
dataset. More details regarding Brazilian research agencies are discussed in McManus and 
Neves (2020).

Additional basic statistics regarding grants productivity is available in Table 1. Note that, 
in all cases, the number of positive examples is lower than the number of negative examples. 
In order to balance the data, the following standard procedure was applied (Duda et al. 2012). 
Before training the models, we randomly draw from the set of negative examples X instances, 
where X is the number of positive instances in the dataset. This procedure was repeated 10 
times for each area. The reported results therefore represents an average over these 10 gener-
ated balanced datasets.

Table 1  Fraction of grants with 
a respective number of papers. In 
column #P, n+ corresponds to n 
or more papers being published. 
Note that, e.g. in the Medicine 
VET dataset, only a small 
fraction of grants published three 
or more papers ( 5.5%)

#P Research areas

MED DENT VET

2+ 17.8% 25.6% 12.7%
3+ 9.3% 12.9% 5.5%
4+ 4.9% 7.3% 3.2%
5+ 3.1% 4.3% 1.5%
6+ 2.5% 3.3% 0.9%
7+ 1.6% 2.4% 0.6%
8+ 1.1% 1.3% 0.4%
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Feature extraction

Several studies have used linguistic features to analyze scientific items  (Larrimore et  al. 
2011; Markowitz et al. 2014) We used two distinct approaches to analyze the abstract of 
the grants. Topical and complexity features. While topic features are intended to analyze 
if specific topics are associated with productive grants, complexity measurements analyzes 
whether language simplicity is associated with a lower or higher degree of productivity.

In this paper, for each research project, we extracted textual features from both Portu-
guese and English text versions of research project abstract and titles. We are particularly 
interested in analyzing if there is an association between text structure (or complexity) and 
the observed research output. For comparison purposes, we also studied how predictable 
are grants output when texts are characterized with topical features.

The first feature used is the frequency of specific words. For each text, this generates a 
sparse vector whose i-th element stores the frequency of i-th word of the vocabulary. We 
also used a normalized version of this strategy, the so-called term frequency–inverse docu-
ment frequency (tf-idf) approach. According to this strategy, the relevance of a word w in 
each document depends not only on the frequency of w in the document, but also on how 
many documents of the dataset. More specifically, the tf-idf representation of a word w in a 
document (i.e research project) d is given by:

where f(w, d) is the frequency of w in d, nd is the number of words in d, N is the number 
of documents in the dataset and Nw is the number of documents in which w occurs at least 
once.

A different approach to characterize texts is via complexity analysis, that can be meas-
ure in different ways. A statistical approach based on structural features of text modeled 
as networks was described by Amancio et  al. (2012a). While this approach was able to 
assess the readability of texts, the co-occurrence can only be effectively applied in larger 
texts  (Amancio 2015b). The measurements used in the current are a subset of metrics 
adapted from the English version of Coh-Metrix (Graesser et al. 2004). We used Coh-Met-
rix because it encompasses many different degrees of text complexity, including words, 
sentence, textbase and situation model features (Graesser et al. 2004). Some examples of 
textual complexity features used here are: 

 1. Basic counts: total number of sentences, words, adjectives, adverbs and verbs. Larger 
pieces of texts, such as word counts or more words per sentence, are associated with 
higher degree of complexity in texts (Markowitz 2019; Kincaid et al. 1975).

 2. Logic operators: this feature quantify the number of logical operators. Note that logi-
cal operators such as “if” and “or” could denote texts with a certain degree of uncer-
tainty (Larrimore et al. 2011). In the context of grants, a higher degree of uncertainty 
could mean taking more risks, and this could affect the productivity related to the 
grant.

 3. Function word diversity: this corresponds to the total of function word types (i.e. func-
tion word vocabulary size) normalized by the total number of different words (vocabu-
lary size). According to Pennebaker et al. (2014), particular function words reflect 
complex and analytic thinking. A style avoiding complex thinking could be associated 
with more clarity when expressing ideas. If such a simplicity is also reflected when 

(1)tf-idf(w, d) =
f (w, d)

nd
⋅

logN

log (Nw)
,
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writing papers, clarity could increase the likelihood of a paper being published. A link 
between function words and concreteness is discussed by Larrimore et al. (2011). In 
other words, counting function words is a different approach to capture the number of 
concrete words in texts.

 4. Preposition diversity: this corresponds to the same counting in function word diversity, 
but applied to prepositions only. The number of prepositions could be linked to with 
high academic performance in college and thus potentially could be useful to identify 
academic performance in research (Pennebaker et al. 2014).

 5. Punctuation diversity: this corresponds to the same counting in function word diversity, 
but applied to punctuation marks only. Texts with long sentences and few punctuation 
marks may suggest that they are harder to understand (Graesser et al. 2004). Sentences 
with a few pauses may require a higher cognitive effort to be processed.

 6. Noun SD: this corresponds to the standard deviation in the number of nouns per sen-
tence. Nouns can refer to concepts, and a text involving many different concepts could 
indicate a higher degree of complexity (Graesser et al. 2004).

 7. Brunet index: this index quantifies the lexical diversity in the text. It is computed as 
� = v� , where � = n−0.165 , v is the vocabulary size and n is the total number of words 
in the text. Typically, 10 ≤ � ≤ 20 . A high value of � corresponds to a high lexical 
diversity. Thus higher values of � indicate a richer language (Brunet 1978).

 8. Mean noun phrase: this corresponds to the average number of noun phrases in sen-
tences. A noun phrase usually includes a noun and its modifiers. The interpretation of 
this measure in terms of complexity is similar to the one provided in Noun SD. The 
difference is that here we are also considering modifiers along with nouns.

 9. Concreteness SD: this index quantifies the number of concrete words in the text. A con-
crete word is defined as a word representing concepts and events that can be measured 
and observed. Examples of concrete words are ‘car’ and ‘beans’. Conversely, examples 
of abstract words include ‘faith’ and ‘chaos’. As discussed by Larrimore et al. (2011), 
the use of concrete words is related to a better contextualization of concepts and is 
linked to a reduction of uncertainty. Thus, more confident language could be linked to 
stronger results, which could make it easier for authors to publish papers. While issues 
with some semantic psycholinguistic variables have been reported Pollock (2018), we 
decided to use this measurement because it has been useful in other contexts (Diller 
et al. 2014). A less context-dependent approach to operationalizing concreteness was 
used by Markowitz (2019). The approach employed by Markowitz (2019) relies on 
function words, rather than a selection of concrete words. The method is consistent 
with function word features used in this work (Graesser et al. 2004).

 10. NE ratio text: this index corresponds to the proportion of named entities in the text. 
A named entity is any real-world entity, such as persons, locations, organizations, 
products etc (Nadeau and Sekine 2007). In the scientific context, named entities could 
be linked e.g. to different methodologies or datasets. Texts with more different meth-
odologies and/or named concepts involved could indicate a more detailed research, 
which in turn could facilitate publications from the respective grant.

The full list of the considered features and a detailed description of each feature can be 
found in (Scarton and Aluısio 2010).
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Machine learning methods

The textual features extracted from the abstract of the research projects are used in the clas-
sification process (Duda et al. 2012). For each instance, we consider two possible classes: 
(i) zero publications; and (ii) one or more publications. In a typical classification task, the 
dataset is divided into two parts: the training and test datasets. The training dataset is used 
to create the model (e.g. a Decision Tree), while the test dataset is used evaluate the per-
formance of the model. Here we used a standard procedure to split the original dataset into 
training and test datasets, the so called 10-fold cross validation scheme (Duda et al. 2012). 
The evaluation was based on the F1-Score measurement, a traditional measure in the area 
of information retrieval (Manning et al. 2008). To perform the classification the following 
algorithms were used:

1. k-nearest neighbors (kNN): in order to classify an unknown (unlabeled) instance, the 
algorithm first selects the k nearest instances in the training dataset. The class associated 
to the unknown instance corresponds to the majority class observed in the selected k-set. 
The parameter k is a parameter to be optimized (Amancio et al. 2014). In the results 
section, we report the best results obtained for different values of k.

2. Support Vector Machines (SVM): in this method, instances from different classes are 
divided by different spaces. These spaces are generated during the training phase. The 
main objective of this class of methods is to find a separation hyperplane between two 
or more classes. One of the main parameters of this methods is the kernel used to create 
the discriminative hyperplane. In this paper, we used the optimization strategy described 
in (Amancio et al. 2014).

3. Naive Bayes: this method relies on the Bayesian optimal decision rule to perform a clas-
sification. Let m = {f1, f2,…} be the set of features used to characterize research grants 
(i.e., the features described in Section 3.2). The class � assigned to a grant satisfies the 
following condition: 

 for every class ck ≠ � , where P(ck|m) is the probability of the k-th class to have a set of 
features m. Because P(ck|m) is not available in most cases, the Bayes’ theorem can be 
used to find � : 

P(m) is the same for every class ck , therefore the above equation can be simplified to: 

 Assuming attribute independence, the class assigned to a new instance from the test 
dataset is computed as: 

(2)P(�|m) ≥ P(ck|m),

(3)� = argmax
ck

P(m|ck)
P(m)

P(ck).

(4)
� = argmax

ck

P(m|ck)P(ck)

= argmax
ck

[
logP(m|ck) + logP(ck)

]
.

(5)� = argmax
ck

[∑

fi

logP(fi|ck) + logP(ck)

]
.
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 For the particular case of balanced datasets, P(ck) is uniform. Therefore, 

4. Decision Trees: the method based on Decision Trees uses a data structure composed of 
nodes and edges to represent the recognized patterns. In particular, a tree is a particular 
type of connected graph with the restriction that there is no cycle in such structure (Cor-
men et al. 2009). Nodes represent attributes and edges correspond to the decision taken 
in different tests performed on the respective node. An example of decision tree is 
provided in Fig. 1. The classification process starts at the root node (see Fig. 1) and 
continues until a leaf node (i.e. a node with no children) is reached. The class assigned 
to the instance in the test set corresponds to the one stored in the respective leaf node. 
While this process is used to classify a new instance, a decision tree should be created 
during the training phase. This requires the definition of a measurement to identify the 
most discriminative attribute at each phase (i.e. node) of the classification process.

  A well-known measure used to identify the relevance of features is the Kullback–Lei-
bler divergence. In the training dataset DTR , the relevance of each feature fi is computed 
as: 

 where H(DTR) is the entropy of the training dataset and H(DTR|fi) is the entropy of 
the training dataset considering the separation of classes obtained with the i-th fea-
ture (Duda et al. 2012; Garreta and Moncecchi 2013).

  In addition to traditional decision trees, we also used random forests (Breiman 2001). 
The latter has the advantage of avoiding the tendency of decision trees to overfit the 
training set (Breiman 2001). All results obtained with decision trees and random forests 
are reported as DTrees in the Results sections.

5. Artificial Neural Networks (ANN): artificial neural networks are not a recent approach 
in the machine learning area, but have been widely used in recent years owing to the 
recent advancements in the deep learning area (LeCun et al. 2015). The most basic 
unit in a neural network is the perceptron. According to this model, the activation of 
a neuron depends on both input signals and transfers functions (Hassoun et al. 1995). 

(6)� = argmaxP(m|ck).

(7)K(DTR, fi) = H(DTR) −H(DTR|fi).

F  > L1 A

F  > L2 B

F  < L3 C

Yes: Class = Suc

No: Class = Unsuc

Yes: Class = Suc

No: Class = Unsuc

ROOT

Fig. 1  Example of decision tree used for classification. The classification process for a new instance starts 
at the root node. Consider a new instance that should be classified. This new instance is described by the 
vector of features (f1 = x > LA, f2 = y < LB, f3 = z) . The first test ( f1 > LA ) leads the decision to the upper 
child node. Because the result of the current test fails (i.e. f2 > LB ), this new instance is classified as yield-
ing zero publications. In a similar fashion, an instance described by (f1 = q < LA, f2 = u, f3 = v < LC) would 
be classified as a productive grant
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The activation can be considered as the perceptron output. Let ai be the i-th input and 
wi the weight associated to ai . The output depends on the linear combination of input as 
weights, according to the value

  s =
∑

i wiai + b,
  where s is the input used as reference to the transfer learning function and b is a con-

stant value. The transfer learning function may assume many different forms (Hassoun 
et al. 1995). If one chooses the Heaviside function, for example, the neuron if activated 
if s is above an established threshold. The adequate choice of weights allows the neural 
network to effectively process the input in order to yield the expected output (class). 
Several algorithms have been designed to establish optimized synaptic weights (Hassoun 
et al. 1995). One simple approach is to initially assign random weights and then update 
the values according to the observed error, i.e. the difference between the generated 
and expected outputs. Here we considered as neural network approach the multi-layer 
perceptron (MLP) (Hassoun et al. 1995), a simple yet effective approach in many sce-
narios (Amancio et al. 2014).

Textual complexity measurements relevance

In order to evaluate the relevance of features when identifying productive grants, we used 
a feature relevance method that is based on decision trees. The relevance method uses the 
Gini impurity measurement to decide how discriminative is a partition of the dataset (Nem-
brini et al. 2018). The Gini impurity is defined as the probability of incorrectly classifying 
an instance if it were randomly classified according to the class distribution observed in the 
dataset. It is computed as:

where C is the set of classes. In our study, C = {productive, zero publications} . pi is the 
probability of choosing an instance from the i-th class in the considered subset.

As depicted in Figure 1, each tree node is associated with a feature. A feature is relevant 
in a node if it yields a decrease in the Gini impurity ( �G ) for the considered dataset. The 
decrease in impurity for each tree node is computed as

where GB is the Gini impurity before the dataset is split in the respective node and GL and 
GR are the Gini impurity obtained in the left and right child nodes, respectively. �L and �R 
are normalization factors to account for the number of instances falling in the left and right 
child nodes. This means that a higher weight is associated to the split region comprising 
more examples. Finally, the relevance of a given feature mi is computed as the average 
decrease in impurity observed in all nodes in which mi is used.

To illustrate the process of computing the Gini impurity for a given split of the dataset, 
we provide an example in Fig. 2. The original dataset with two classes and two features is 
shown in the left panel. Because there are 16 positive and 16 negative examples, the prob-
ability of misclassifying a randomly selected instance is 50% (i.e. GB = 50% ). After the 
dataset is split (see right panel), two subsets are created. In the left subset, the impurity 
is zero, because all instances belong to the same class. In the right subset, the impurity is 
computed according to eq. 8:

(8)G =
∑

i∈C

pi(1 − pi),

(9)�G = GB − �LGL − �RGR,
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The proportion of data in the left and right subsets are respectively 15/32 and 17/32. Thus, 
the decrease in impurity, �G , as defined in equation 9, is given by:

In other words, the split for the considered feature yield a reduction of �G = 0.4412 in the 
impurity of the original dataset.

Results and discussion

In this section, we discuss the obtained results. Our analysis is divided into three sections. 
In "Performance analysis"section, the performance for different features and machine 
learning methods is reported. In "Language dependence"section, we discuss whether the 
discriminability varies significantly when considering different languages (Portuguese 
and English). Finally, in "Feature relevance"section, we perform an analysis of features 
relevance.

Performance analysis

In this section, we start the discussion of results by considering the F1-Score obtained with 
complexity measurements extracted from title and abstracts (in Portuguese). The obtained 
results are shown in Table 2. We show, for each considered dataset (Medicine, Dentistry 
and Veterinary Medicine) the performance obtained from the machine learning methods 
considered in this study. We computed the statistical significance of the obtained results. If 
ng is the number of corrected classified grants, the p-value corresponds to the probability 
of correctly classifying at least ng instances just by chance. To compute the p-value we 
took into account that classes are imbalanced. This means that each single instance, in a 
random classification, is correctly classified with probability pi , where pi is the fraction of 

(10)GR =
1

17

(
1 −

1

17

)
+

16

17

(
1 −

16

17

)
= 0.1107.

(11)�G = GB −
15

32
GL −

17

32
GR = 0.4412.

0.0 0.5 1.0 1.5 2.0 2.5 3.0
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Fig. 2  Computing the decrease in Gini impurity for a small dataset with two classes. For each class, there 
are 16 instances. In the original dataset, the probability of misclassification is high for a randomly drawn 
instance is high, i.e. G = 0.50 . After the original dataset is split in two subsets, the discrimination of classes 
becomes almost perfect. This leads to a high variation in the Gini impurity, i.e. �G = 0.4412
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the dominant class in the considered dataset. The best results for each dataset were found 
to be statistically significant. They are highlighted in Table 2. The best result in predicting 
the productivity of a research grant (according to the adopted productivity criteria) was 
found in the area of Veterinary Medicine. In this case a F1-Score = 0.6008 has been found. 
Significant results were also found for Medicine and Dentistry, however with a lower dis-
criminability result. In the best scenario, the F1-Score obtained for these areas were 0.5673 
and 0.5725, respectively. These results suggest that the complexity of texts plays a statisti-
cally significant role in predicting research grants productivity. While the best results are 
significant, they reveal only a weak discriminative power.

When considering different strategies for supervised classification and the set of Coh-
metrix features, in all three considered datasets, the best results were obtained with Deci-
sion Trees. The second best classifier was SVM in all considered datasets. The worst clas-
sification systems, were found to be kNN and Naive Bayes. Interestingly, the performance 
of the Naive Bayes was much lower than the F1-Score obtained with decision trees, and 
such a difference turned out to be more prominent in the Medicine area. This result sug-
gests that the choice of classification systems plays an important role in the performance 
of the considered classification task, even when the same family of features are considered.

While the results shown in Table 2 considers as features only complexity factors of lan-
guage, it would be interesting to analyze if improved results can be obtained when topical 
features are used to predict grants productivity. For this analysis, we considered the tf-idf 
representation of texts. Here, the classification considered different parts of the research 
project. In the experiments, we considered the title, the subject, a combination of title 
and subject, and two variations of the tf-idf representation of the abstracts. The subject is 
provided by researchers and corresponds to a few words representing the corresponding 
research area. For the tf-idf representation of abstracts, the adopted approach selected the X 
most frequent words as features. In the approaches referred to as Abstract(1) and Abstract(2) , 
we used X = 1100 and X = 7196 words, respectively.

In Table 3, we show the results obtained for different classifiers. The best results found 
for each dataset are significant. The best F1-Score were 0.5766, 0.6246 and 0.6395 respec-
tively for the MED, DENT and VET datasets. The discriminability observed in the Vet-
erinary Medicine area once again was found to be slightly higher than the discriminability 
found in other areas. These results also suggest that the frequency-based features also play 
a role in predicting productivity of the considered datasets. Topical features were found to 

Table 2  F1-Score rate obtained when classifying grants productivity using Coh-metrix features  (Graesser 
et al. 2004) for Portuguese. Three different datasets were considered: Medicine (MED), Dentistry (DENT) 
and Veterinary Medicine (VET). The best results for each dataset are highlighted. We also show for each 
F1-Score the corresponding significance of the classification. The best results were obtained with decision 
trees

Method Medicine Dentistry Vet. Med.
F1-Score F1-Score F1-Score

DTrees �.���� �.���� �.����

SVM 0.5417 0.5437 0.5657
kNN 0.4997 0.5384 0.5336
Bayes 0.4182 0.4800 0.5115
MLP 0.5177 0.5142 0.5278
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be more discriminative than complexity measurements, when considering the best results. 
The highest improvement in performance was found in the DENT dataset: the F1-Score 
improved from 0.5725 (with complexity measurements) to 0.6246 (with topic features). 
Interestingly, the best performance was obtained with Decision Trees: in all three datasets, 
the highest accuracy was obtained with this classifier.

Table  3 also reveals that particular fragments of research projects are more discrimi-
native than others. Considering the best classifier in all three datasets (i.e. the decision 
tree method), we found that the best results occur when the abstract is taken into account. 
In general, when more features are considered (i.e. Abstract(2) ), a higher discriminability 
rate is obtained. A lower performance is observed when considering both the title and the 
grant subject. However, the performance of Abstract(1) and Tit. + Sub. is similar for Den-
tistry and Veterinary Medicine. It is also worth noting that an extremely low discriminative 
power obtained with kNN in all three datasets. Regardless of the chosen set of features, the 
discriminability is always too low. This is consistent with the results observed for complex-
ity measurements.

Language dependence

As mentioned in "Dataset"section, the abstract of each research project is available in two 
languages: Portuguese and English. The results reported in "Performance analysis"section 
were obtained for textual data in Portuguese. Here we analyze whether there is a significant 
difference in performance when considering abstracts in English.

The results obtained when considering complexity measurements are shown in Table 4. 
The best results for each language and research area are highlighted. When comparing the 

Table 3  Results based on the 
frequency (tf-idf) considering 
different fragments of research 
projects: the title, the subject, a 
combination of title and subject 
and the abstract. For the latter 
strategy, we selected the X most 
frequent words as features. In 
the approaches referred to as 
Abstract(1) and Abstract(2) , we 
used X = 1, 100 and X = 7, 196 
words, respectively. The best 
significant results for each 
dataset are highlighted

Features DTrees SVM kNN Bayes MLP
F1-Score F1-Score F1-Score F1-Score F1-Score

Research projects on medicine
 Title 0.5189 0.4972 0.4773 0.5228 0.5115
 Subject 0.5376 0.4349 0.5163 0.5372 0.5320
 Tit. + Sub. 0.5404 0.4979 0.4978 0.5254 0.5158
 Abstract(1) �.���� �.���� 0.5293 �.���� 0.5470
 Abstract(2) �.���� �.���� 0.5314 �.���� 0.5505

Research projects on dentistry
 Title 0.5541 0.5055 0.4755 0.5606 0.5636
 Subject 0.5664 0.4680 0.5466 0.5636 0.5646
 Tit. + Sub. �.���� 0.5133 0.5284 �.���� �.5771

 Abstract(1) �.���� �.���� 0.5502 0.5697 �.����

 Abstract(2) �.���� �.���� 0.5548 �.���� �.����

Research projects on veterinary medicine
 Title 0.5485 0.5115 0.5127 0.5543 0.5235
 Subject 0.5566 0.4885 0.508 0.5517 0.5496
 Tit. + Sub. 0.5721 0.5503 0.5128 0.5579 0.5407
 Abstract(1) 0.5890 0.5903 0.5371 0.5799 0.5636
 Abstract(2) �.���� 0.5886 0.5076 0.5958 �.����
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Table 4  F1-Score obtained when 
discriminating research projects 
productivity. We used complexity 
features to characterize the 
texts. The results reveal that 
a difference in performance 
is observed when comparing 
Portuguese and English abstracts. 
The best significant results for 
each dataset and language are 
highlighted

Method Portuguese English
F1-Score F1-Score

Projects on medicine
 DTrees �.���� 0.5322
 SVM 0.5417 0.4855
 kNN 0.4997 0.5069
 Bayes 0.4182 0.4876
 MLP 0.5177 0.5180

Projects on dentistry
 DTrees �.���� 0.5104
 SVM 0.5437 0.4858
 kNN 0.5384 0.5087
 Bayes 0.4800 0.5048
 MLP 0.5142 0.4953

Projects on vet. med.
 DTrees �.���� 0.5168
 SVM 0.5657 0.4843
 kNN 0.5336 0.5038
 Bayes 0.5115 0.4948
 MLP 0.5278 0.5308

Table 5  F1-Score obtained 
when discriminating research 
project productivity. We used 
tf-idf features to characterize the 
project abstracts. The best results 
for each dataset and language are 
highlighted

Method Portuguese English
F1-Score F1-Score

Projects on medicine
 DTrees �.���� 0.5488
 SVM �.���� 0.5555
 kNN 0.5314 0.5406
 Bayes �.���� 0.5354
 MLP 0.5505 0.5155

Projects on dentistry
 DTrees �.���� 0.5164
 SVM �.���� 0.4934
 kNN 0.5548 0.4979
 Bayes �.���� 0.5543
 MLP �.���� 0.5413

Projects on vet. med.
 DTrees �.���� 0.5231
 SVM 0.5903 0.4932
 kNN 0.5371 0.5299
 Bayes 0.5958 0.5509
 MLP �.���� 0.5653
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best results for Portuguese and English, we found no a difference in performance, espe-
cially in both Dentistry and Veterinary Medicine areas. In all three datasets, the best dis-
criminability was found for the Portuguese language. In the Veterinary Medicine area, the 
best discriminability rate found for Portuguese is roughly 13% higher than the best score 
obtained using abstracts in English.

In Table 5, we show the results obtained for the English datasets when considering tf-idf 
features. The best results for each dataset and language are also highlighted. The analysis 
of the best results reveals a dependence with language that is similar to the one observed 
in Table 4: in all three datasets, we found a difference in performance when comparing the 
best results obtained for abstracts written in Portuguese and English. The best results for 
English occur with Decision Trees.

We note that abstracts in English are less discriminative, and this might be related to the 
fact that almost all research projects are written by Portuguese native speakers. Because 
English can be viewed as a second language in the analyzed project, a lower discriminabil-
ity might be a consequence of a lower linguistic variety, both at the complexity and topical 
levels. In other words, textual properties observed in projects might have a higher vari-
ability when the text is written in the researcher’s native language. As a consequence, this 
effect can cause significant differences in the considered classification task. This result sug-
gests that predicting productivity with text features should also take into account whether 
the language being analyzed is a first or second language.

Feature relevance

The results in the previous section showed that there is a dependence between text features 
extracted from research projects and the output of the respective grants. The productivity 
of specific grants according to tf-idf features might be a consequence of the fact that some 
subjects and topics are more visible than others, for several reasons (McKeown et al. 2016; 
Silva et  al. 2016). A similar behavior has been reported at the journal level, since inter-
disciplinary papers tend to accrue more citations than papers that are specific to a single 
discipline (Leydesdorff et al. 2019; Leydesdorff and Rafols 2011). The importance of text 
complexity (i.e. topic independent) features is not as clear. In order to better understand in 
future works if particular features plays a more relevant role in predicting the productivity 
of grants, in this section we provide an analysis of the main complexity features responsi-
ble for identifying productive grants.

For the analysis of features relevance, we used the strategy described in "Performance 
analysis"section, which is based on the Decision Tree algorithm. We used this strategy 
because Decision Trees displayed excellent results in the previous performance analysis. 
For each dataset, we ranked in decreasing order the complexity features according to the 
value of �G , which corresponds to the average decrease in impurity for tree nodes involv-
ing that feature. Because of the cross-validation and balancing procedures, the ranking 
obtained by each feature varies in each considered subset of the dataset. In Figure 3 we 
show the ranking diagram depicting the average rank of the best ranked features for each 
research area.

An analysis of Figure 3 revealed that the best ranked features (in decreasing order) for 
each of the considered datasets were: 

1. Medicine: (a) function word diversity, (b) standard deviation of noun occurrences, (c) 
total number of words, (d) preposition diversity and (e) Brunet index.
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2. Dentistry: (a) mean noun phrase, (b) total number of words, (c) preposition diversity, 
(d) punctuation diversity and (e) standard deviation of words concreteness.

3. Veterinary Medicine: (a) named entity ratio text, (b) total number of words, (c) noun 
ratio, (d) Brunet index and (e) preposition diversity.

While some features, in average, seems to be considerably better than others in the dia-
gram, the Critical Difference (Demšar 2006) (not shown in the diagram) reveals that there 
is no significant difference among these 5 best ranked features.

Some interesting patterns can be observed from the best ranked features. First, the total 
number of words seems to be a relevant feature for the classification. However, it is not 
possible to identify a single pattern (e.g. a correlation) between this feature and grants out-
put, since this feature can be used in different ways in different tree nodes. Other features 
that were found to be relevant for the classification accuracy are the Brunet index and the 
preposition diversity. These measurements show that not only the abstract length is impor-
tant, but also the diversity of lexical items. This finding is compatible with studies correlat-
ing lexical diversity and writing quality (Antiqueira et al. 2007). The relevance of preposi-
tion diversity reveals that not only the diversity of semantic concepts might be relevant 
to discriminate productive grants, but also stopwords (prepositions), i.e. words conveying 

2 3 4 5 6 7 8 9
Medicine
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b

c

d

e

5 6 7 8 9 10 11 12
Dentistry

a

b

c

d

e

4 6 8 10 12 14 16 18
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Medicine a

b

c

d

e

Fig. 3  Feature ranking diagram for the classification of research projects according to their productivity. 
For each dataset, we show the average ranking obtained by each of the considered Coh-metrix features. 
In Medicine, the best features were: (a) function word diversity; (b) nouns SD; (c) total number of words; 
(d) preposition diversity; and (e) Brunet index. In Dentistry, the best features were (a) mean noun phrase; 
(b) total number of words; (c) preposition diversity; (d) punctuation diversity; and (e) concreteness SD. In 
Veterinary Medicine, the best features were (a) NE ratio text; (b) total number of words; (c) noun ratio; (d) 
brunet index; and (e) preposition diversity
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no semantical meaning. This result reinforces the importance of style when performing a 
text analysis in grants (Markowitz et al. 2014; Markowitz 2019). Because the presence of 
function words could indicate a lack of concrete words (see e.g. Larrimore et al. (2011)), 
we can infer that concrete words are also a relevant feature for the task. Therefore, it seems 
that concrete words are not only important to detect the amount of funding  (Markowitz 
2019), but also if the grant will yield a paper. In addition, the ’concreteness’ of words – as 
quantified by Coh-Metrix – also seems to play a role in the identification of productive 
DENT grants. This means that concreteness might be an important feature less dependent 
of the considered research area.

All in all, the results obtained in this section showed that particular word choices and 
the ability to construct a rich vocabulary might be correlated with the output observed in 
research grants. From a linguistic point of view, it should be interesting to investigate in 
future works if any of the identified relevant features (and respective patterns) can be con-
sidered as marks of a high-quality writing. If papers resulting from well-written projects 
are themselves written in a similar high-quality style, one should expect that they are more 
likely to be published (provided that all other paper requirements and standards are met). 
This could explain the fact that the above features are relevant to detect productive grants.

Conclusion

The development and advancement of science is fundamental for the evolution of society. 
A driving force towards the development of science are the preliminary ideas, which often 
lead to important developments in the near (or distant) future. While many ideas should 
be developed without restriction, in practice a limitation in resources hinders all research 
ideas from being developed at their highest potential. In practical terms, this means that 
many research proposals are not funded, and this may affect the success and diffusion of 
important ideas. In this context, funding decisions should be as effective as possible in 
order to avoid the waste of resources that could be otherwise invested in truly strong ideas.

Despite some criticisms, the role of peer review in identifying promising ideas remains 
undeniable  (Kassirer and Campion 1994). As it happens in other bibliometrics contexts, 
it is still interesting to provide automatized tools that can assist humans in particular 
issues (Silva et al. 2016; Amancio 2015a; Daud et al. 2015). In this context, in this paper, 
we analyzed whether textual features extracted from research projects can be used to iden-
tify productive grants. Given the nature of our dataset, we considered a machine learn-
ing setting where productive research grants were those yielding at least one publication. 
As features, we focused on two types of linguistic attributes. First, we used complexity 
measures that are topic independent. We also used, for comparison purposes, a simple fre-
quency-based approach. A dataset of research grants funded by São Paulo Research Foun-
dation (FAPESP-Brazil) was considered and analyzed in three distinct areas, namely Medi-
cine, Dentistry and Veterinary Medicine.

Our analysis revealed there is indeed a relationship between text features and grants 
productivity. However, the use of text features alone showed only a weak discriminability. 
Interestingly, the subject being approached (i.e. topical features) seems to be more relevant 
than the style (i.e. complexity) of the text provided in the title and abstract of the respective 
project. We also found that the obtained results do not depend on the considered language, 
since similar differences in performance were found for projects written in English and 
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Portuguese. A feature relevance analysis also revealed that text length and the vocabulary 
diversity are among the most discriminative features.

The results of this paper suggest that both complexity and topical features are not 
strongly correlated with productive research grants, according to the adopted criteria for 
productivity. Therefore, there is a large space for improvement in performance, since other 
features can be used to characterize projects. Examples of possible features are the ones 
based on recent authors’ performance. In this paper, we limited the sense of productivity 
by considering that productive grants are those yielding at least one publication. In future 
works, it is interesting to analyze other productivity criteria, including e.g. the total num-
ber of publications, the reputation of the respective journals and conferences and other 
measurements derived from citation and usage counts  (Ruan et  al. 2020; Hou and Yang 
2020). We also intend to incorporate additional features in order to improve our predic-
tions, including text network-based attributes (Stella and Zaytseva 2020; Stella et al. 2019; 
Amancio et al. 2015; Stella 2019) and other features related to researchers and their respec-
tive institutes (Correa Jr et al. 2018; Arruda et al. 2016).
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4.1 Motivation

In our previous work, we evaluated the potential of textual features from project titles
and abstracts as productivity indicators for Brazilian research grants. Our findings indicated the
need to supplement these features with other types of data. However, one significant challenge
we encountered was the limited availability of valuable information for each research grant. Only
the project title, a brief summary, publications, and some data on the researchers involved are
publicly accessible. Therefore, in this study, we aimed to generate bibliometric features from the
available data on the primary researchers associated with each grant. To accomplish this goal,
we added new information to the dataset we used for the paper presented in the Chapter 3.

The primary objective of this study was to determine whether bibliometric features
extracted from each researcher can serve as distinguishing factors of productivity. We extracted
these features by examining the academic history of each researcher using the available data. We
believed that bibliometric features, which can quantify the characteristics of research projects,
the experience of researchers, and the importance of host institutions, could be used to predict
the productivity of research grants via machine learning. We aimed to investigate whether
bibliometric features could be used to predict grant productivity and to identify which features

https://www.sciencedirect.com/science/article/pii/S1751157722000128
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are most relevant in predicting grant success. Overall, our motivation was to develop a more
efficient and effective method for evaluating research grant proposals.

4.2 Contributions
This paper aimed to investigate whether bibliometric features could predict the success

of research grants of Brazilian researchers in Medicine, Dentistry, and Veterinary Medicine.
We extracted features related to the researchers’ academic history, including research topics,
affiliations, number of publications, and visibility. We then used machine learning to predict grant
productivity. We found that research subject and publication history play a role in predicting
productivity, and institution-based features were relevant when combined with other features.
However, while the best results outperformed the text-based attributes examinated in the previous
research, the evaluated features were not highly discriminative. Therefore, we concluded that
predicting grant success, at least with the considered set of bibliometric features, is not a trivial
task, and one cannot rely solely on machine learning to make predictions with high accuracy.
We suggested that our findings may spark further discussions about the evaluation of research
proposals and that further research could investigate whether wider contexts or other productivity
and impact criteria could lead to improved results. We also stress that our conclusions are based
on a dataset of research projects funded by São Paulo Research Foundation and that it remains
to be seen whether the considered features display similar discriminative performance in other
datasets.
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a b s t r a c t 

Understanding the reasons associated with successful proposals are of paramount importance to improve evaluation processes. In this context, 
we analyzed whether bibliometric features are able to predict the success of research grants. We extracted features aiming at characterizing the 
academic history of Brazilian researchers, including research topics, affiliations, number of publications and visibility. The extracted features were 
then used to predict grants productivity via machine learning in three major research areas, namely Medicine, Dentistry and Veterinary Medicine. 
We found that research subject and publication history play a role in predicting productivity. In addition, institution-based features turned out to 
be relevant when combined with other features. While the best results outperformed text-based attributes, the evaluated features were not highly 
discriminative. Our findings indicate that predicting grants success, at least with the considered set of bibliometric features, is not a trivial task. 

1. Introduction 

In recent years, Science of Science emerged as an important application of big data analysis ( Fortunato et al., 2018 ). Owing to the 
availability of large data sets derived from the scientific literature, several studies have been conducted to shed light on how science is 
organized and evolves as a complex system ( Zeng et al., 2017 ). Examples of approached topics include science evolution ( Silva et al., 
2016 ), collaboration/citation patterns and measures to evaluate science ( Bar-Ilan, 2008 ). More recently, studies in Science of Science 

have also focused on predictive tasks, which has become very important in different scenarios ( Acuna et al., 2012 ). For example, 
automatic approaches have been used to predict when a new topic will emerge ( Salatino et al., 2017 ). In a similar fashion, neural 
networks representations have been able to predict outcomes of scientific research ( Bagrow et al., 2018 ). Mobility trajectories of 
researchers have also been studied using computational methods ( He et al., 2019 ). Equally important are those studies predicting 
scientific success, including the prediction of papers and scholars’ impact ( Wang et al., 2019 ). 

More recently, several studies have focused on analyzing the factors underlying grants success ( Boyack et al., 2018; Letchford 
et al., 2016; Paiva et al., 2012; Tohalino et al., 2021 ). Understanding the factors that may lead to successful grants are ultimately 
important to determine which proposals are the most promising and relevant to be funded. While machine-based techniques are not 
meant to replace an expert, thorough analysis of proposals, they may assist the analysis of a large number of documents and other 
metadata extracted from research proposals. Potential advantages associated with the use of machine learning methods to assist 
the analysis of proposals include an analysis less prone to personal bias, and a much faster review compared to traditional human 
evaluations. In addition, automatic analyses could also be used to understand the factors correlated to successful grants. 

Text- and reference-based features have been used to predict the success of research proposals ( Boyack et al., 2018; Letchford 
et al., 2016; Paiva et al., 2012; Tohalino et al., 2021 ). Boyack et al. (2018) found that proposals success depends on the topic being 
approached. More specifically, Boyack et al. (2018) found that subjects that have already been studied by the researcher are more 
likely to yield successful grants. The topic similarity, in this case, was computed by comparing proposal references and the respective 
applicant publications. A text analysis was conducted by Markowitz (2019) . The authors studied if text complexity measurements 
extracted from NSF projects correlate with the amount of funding received by the researchers. They found that larger abstracts 
comprising a low number of common words are among the main patterns associated with larger funding values. In a similar study, 
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Tohalino et al. (2021) found that topical and complexity textual features play a role in grants predicting grants productivity, but the 
prediction values were not very high. 

Different from other approaches, here we use machine-learning methods applied to features extracted from researchers, institutions 
and publications to analyze whether those features can be used to predict the productivity of grants. We used several features such 
as total number of publications, citations, relevance of PI’s institution and diversity of the approached subjects. Because we are 
interested in identifying grants that produced any piece of valuable scientific work, we considered as criteria for productivity the 
publication of at least one scientific paper ( Tohalino et al., 2021 ). While considering a larger threshold might also be interested, in 
terms of accuracy, we could not identify an improvement of performance when dealing with larger threshold values. Using a dataset 
of research grants from the São Paulo Research Foundation (FAPESP-Brazil), our analysis was conducted in three distinct research 
areas, namely Medicine, Dentistry and Veterinary Medicine. 

Several interesting results have been found from our analysis. The analysis based on classifiers with a single feature showed that 
there is a relationship between the studied features and future productivity of grants. In this single-feature analysis, features based on 
research subjects and on publication/citation counts were the most effective to predict grants productivity. The analysis combining 
different features in the same classifier also showed an improvement in performance. The highest accuracy rates were found for the 
Veterinary Medicine area. In this case, we could discriminate productive grants with an accuracy higher than 67% . While the results 
are significant, the typical prediction accuracy was not very high. They were typically higher, though, than approaches based on 
textual features alone ( Tohalino et al., 2021 ). Our analysis also revealed that both Support Vector Machines and Multilayer Perceptron 

were the classifiers yielding the highest accuracy rates. Despite being a challenging task, we believe that the studied features could 
be combined with additional information to allow a better understanding of the factors correlated with grants success. 

This manuscript is organized as follows. In Section 2 , we describe the methodology, including the description of features and 
the machine learning framework. We discuss the obtained results in Section 3 . Finally, in Section 4 , we present the conclusions and 
perspectives for future works. 

2. Material and methods 

In order to classify research grants according to their productivity, the following steps were taken: 

1. Dataset collection : the dataset we used comprises research projects supported by São Paulo Research Foundation (FAPESP-Brazil). 
The dataset is available from the Biblioteca Virtual website (see Section 2.1 ). In addition to the information regarding research 
projects (number of papers derived from the grant, title, abstract etc), the dataset also provides information to characterize PIs 
(e.g., their publication history) and institutions (e.g. universities and research institutes). 

2. Feature extraction : this step is responsible for extracting features from researchers that are used to predict grants productivity. 
Our hypothesis is that the success of a grant could be dependent on PIs features, such as previous success in other grants and 
publication/citation history. Several features were extracted to characterize authors. Examples of extracted features are: number 
of funded projects, number of publications and citations yielded by the researcher’s grants, affiliation and diversity of subfields 
studied by the researcher. Section 2.2 describes the features we used to perform the classification. 

3. Classification : the aim of this phase is automatically identify productive research proposals according to the established criteria 
for productivity. We considered a binary classification task. The features extracted from the previous step were used as input 
for traditional machine learning algorithms. We also performed several tests in order to find the best combination of features. In 
Section 2.3 , we describe the classification step. This phase includes the training and evaluation phase. 

In Fig. 1 , the architecture for research grant classification is shown. First, we collected relevant information from the FAPESP 
Dataset (FAPESP Virtual Library). This includes information from PIs that are related to their previous research experience and 
other features linked to their professional activity. All information from researchers are collected in the researcher dataset. Examples 
of features extracted are the number of publications obtained in previous grants ( pubFeat ), number of citations received by these 
publications ( pubCitFeat ) and other features that are detailed later on. These features are used to train supervised classifiers in a 
binary classification task to predict whether a grant will be productive. We use the number of publications resulting from the grant 
as the criterion to measure productivity. 

2.1. Dataset collection 

The considered dataset comprises a subset of grants offered by São Paulo Research Foundation (FAPESP) ( Tohalino et al., 2021 ). 
FAPESP is an important public research foundation in Brazil and is fully funded bythe State of São Paulo. 1 The metadata regarding 
PIs and research grants were retrieved from Biblioteca Virtual website. 2 We focused our analysis on regular grants , which are grants 
with an average duration of 18–24 months. All FAPESP regular grants are conducted under the supervision of a principal investigator, 
who must be associated with a university (or research institution) from São Paulo. We decided to study this type of grant because the 
Biblioteca Virtual has a large number of regular grants (roughly 31,000 instances). We selected research grants starting before 2016 
with duration between 23 and 24 months. Because recent grants were disregarded, all considered projects had at least 3 years to 
yield at least one publication after the grant is finished. 

1 https://fapesp.br/en/about . 
2 https://bv.fapesp.br/pt/ . 
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Fig. 1. Architecture of the proposed methodology for research grant classification. 

Each research grant has a list of associated publications. This information is automatically extracted from the Web of Science 
(Clarivate Analytics) dataset by the Biblioteca Virtual website. This automatic extraction is possible because any paper published in 
the context of a FAPESP research grant must acknowledge FAPESP in a specific format. Regular grants particularly are acknowledged 
using the format “yyyy/nnnnn-d ”, where “yyyy ” represents the year when the research project was submitted and “nnnnn-d ” is the 
grant number. 

Grants funded by FAPESP cover a wide variety of research areas, including, e.g. Health, Biological and Earth Sciences. Because 
distinct areas have different publication patterns ( Rafols and Meyer, 2010 ), we decided to compare grants within the same field. This 
analysis was not carried out in several areas due to the low number of relevant projects to our study. The limitation of these areas 
was the very low number of grants with at least one publication. In this sense, our analysis was conducted in the three largest fields: 
Medicine (MED), Dentistry (DENT) and Veterinary Medicine (VET). 

2.2. Feature extraction 

For each research grant, we extracted several features related to the respective PI. The features are meant to characterize re- 
searchers’ academic trajectory just before the grant started. The features used to characterize PIs were grouped into the following 
groups: 

1. Publication-based features ( pubFeat ): here we use features that are related to PIs publications. Our hypothesis here is that a good 
previous performance related to publications could be a good indicator of future performance ( Lu et al., 2019 ). The following 
publication-based features were used for this analysis: 
(a) total number of publications; 
(b) number of grants yielding at least one publication; 
(c) maximum number of publications resulting from a single grant received by the PI; 
(d) average productivity (in number of publications); and 
(e) number of grants at least one publication divided by the total number of grants received by the PI. 

2. Features based on both publications and citations ( pubCitFeat ): While scientific publications denote researchers effort to provide new 

pieces of knowledge, citations can be considered as a metric of relevance and visibility ( Kong et al., 2020; Siudem et al., 2020 ). Our 
hypothesis is that citations can be used as a proxy to PIs scientific influence ( Ioannidis et al., 2020 ). Thus, we investigate whether 
influential researchers are more likely to conduct productive research grants. The following PIs measurements were considered 
for this set of features: 
(a) total number of articles published; 
(b) total number of citations accrued by the researcher; 
(c) average number of publications per year; and 
(d) average number of citations per year. 

3 
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3. Features based on the number of grants and scholarships received by the PI ( grntFeat ): our hypothesis is that more experienced re- 
searchers are more likely to have a productive grant ( Larrimore et al., 2011; Markowitz, 2019 ). The degree of researcher’s expe- 
rience was measured in terms of the total number of grants and scholarships received by the researcher. In addition to regular 
grants, we also considered as features the number of undergraduate, master’s, doctoral and post-doctoral degree scholarships 
supervised by the researcher. 

4. Features based on the diversity of research areas ( areaFeat ): our hypothesis here is that PIs might have experience on diverse research 
areas, and this could be an indication of future productivity. Some studies have shown that interdisciplinary journals and papers 
are more visible in the sense that they tend to attract more citations than more specialized research ( Rinia et al., 2002 ). In a 
similar fashion, our hypothesis is that interdisciplinary research could be more visible and this could facilitate the publication 
of papers since more journals and scholars could be interested in the interdisciplinary results being disseminated. The features 
used to quantify the degree of interdisciplinary encompasses three different granularity levels. We considered the number of 
areas in each of the first three levels. Examples of top-levels areas include Exact and Health Sciences. Examples of second-level 
hierarchy areas for Health Sciences include e.g. Nursing, Pharmacy, Medicine and Dentistry. Finally, examples of third level areas 
for Medicine include Medical Clinic, Maternal Health, Surgery and Psychiatry. 

5. Collaboration-based features ( collabFeat ): in this set of features we evaluate whether the number of different collaborators in 
the past might be correlated with grants success. A large number of collaborators could be a proxy to quantify researchers’ 
experience (or even seniority) and thus collaboration-based features could indicate if an author is able to gather researchers 
with different backgrounds to conduct scientific research. Because more collaborations could be also correlated with more dis- 
tinct contributions ( Corrêa Jr et al., 2017 ), we could also expect that joint effort could be correlated with higher quality re- 
search ( Franceschet and Costantini, 2010 ), which in turn could positively contribute to the success of a research grant. The 
following features were used to quantify the diversity of PIs collaborations: 
(a) total number of local collaborators in research grants. Local researchers are all researchers affiliated to Brazilian research (or 

higher-education) institutions; 
(b) total number of abroad collaborators; 
(c) total number of grants received by the PI with one or more associated researchers; 
(d) total number of distinct co-authors in scientific publications; and 
(e) average number of co-authors per article. 

6. Institution-based features ( instFeat ): institution-based features are used to probe whether PIs affiliation plays a role in predicting 
the success of research grants. The hypothesis is that grants conducted at larger (or more visible) institutions are more likely to 
yield a productive grant. More prestigious institutions could favour productivity given that more prestigious institutions could 
themselves host more productive researchers ( Bauder, 2020 ). In addition, more prestigious universities could also have more 
access to the material and resources to conduct high-quality research. The visibility and importance of institutes were measured 
in terms of the following features: 
(a) total number of projects hosted by the PI’s institution; 
(b) total number of publications associated with the PI’s institution; and 
(c) total number of productive grants hosted by the PI’s institution. We used here the criteria discussed in Section 2.1 to classify 

a grant as productive. 
The set of features mentioned in (a)–(c) are henceforth referred to as instFeat 𝐴 . We also considered an additional data represen- 
tation, where we do not consider the features extracted from the institution, but the host institution becomes a feature. More 
specifically, a vector is used to represent if the PI belongs to a specific institution. The 𝑖 th element of the vector takes the value 
1 if the PI is affiliated to the 𝑖 th institution. Otherwise, the value stored is zero. This representation is henceforth referred to as 
instFeat 𝐵 . We also used a different representation referred to as instFeat 𝐶 . This representation uses a vector that is similar to the 
previous version, but instead of assigning the value 1, we assigned the value of the success rate of the researcher’s university or 
institution. 

7. Success of research subjects ( subjFeat ): each research project in the dataset comprises keywords (or keyphrases) that help to describe 
the main topics approached by the research. Our hypothesis here is that topics may play an important role in predicting the 
productivity of grants, since particular research lines might have higher levels of productivity ( Tohalino et al., 2021 ). In order to 
analyze whether productivity has a dependency on the research subject, we considered two measurements taking into account 
the success history of different subjects. The global importance considers the success of a subject in the whole dataset. Differently, 
the local importance considers the success of subjects in grants conducted by the PI being analyzed. The success rate of a subject 
𝑋 is computed as the number of productive grants approaching 𝑋 divided by the total number of grants associated with 𝑋. The 
criteria used to characterize productivity is detailed in Section 2.1 . Three different sets of features were considered to represent 
the success of research subjects: 
(a) 𝑠𝑢𝑏𝑗𝐹 𝑒𝑎𝑡 𝐴 : each researcher was characterized using a vector summarizing the local and global success of the approached 

subjects. Because many subjects might be related to a PI in previous projects, we summarized the success rate of the approached 
subjects observed for keywords. In particular, we considered the average, the standard deviation and the maximum success 
rate observed for the keywords. Therefore, for each PI, six features were considered: both local and global strategies were used 
to compute the success rate, and three summarization strategies were applied. 

(b) 𝑠𝑢𝑏𝑗𝐹 𝑒𝑎𝑡 𝐵 : we first obtained the 𝑘 -most frequent subjects of the researcher. Then we calculated the global success rate and 
local success rate vectors for these subjects. The generated vectors were considered feature vectors. We evaluated with 𝑘 
ranging between 10 and 50 subjects. 
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(c) 𝑠𝑢𝑏𝑗𝐹 𝑒𝑎𝑡 𝐶 : This version is similar to 𝑠𝑢𝑏𝑗𝐹 𝑒𝑎𝑡 𝐴 , but instead of considering the success rate, we considered the frequency count 
of the researcher’s subjects. 

2.3. Classification 

The main purpose of this study is to probe whether bibliometric information of researchers (e.g. their publication history and 
participation in previous research grants) are relevant factors to predict productivity of their research grants. In order to address 
the problem of class unbalancing in the classification scheme ( Li et al., 2010 ), we considered a grant as productive if it yielded at 
least one publication. Thus, for each considered research field, the total number of positive (i.e. grants with at least one publication) 
and negative instances are more regularly distributed. This is compatible with previous related research ( Tohalino et al., 2021 ). If a 
higher threshold was considered to label an instance as positive, only a small percentage of grants would be considered as positive 
and this effect would lead to a high level of class unbalancing (see Fig. B.3 in Appendix B ). The fraction of positive instances found 
for MED, DENT and VET are 41 . 6% , 49 . 5% and 32 . 9% , respectively. According to a previous study, we found that the dataset is 
consistent with regard to the fraction of positive instances ( Tohalino et al., 2021 ). The consistency of the dataset considered papers 
acknowledging grant support in an interval of 3 years after the grant is finished. This is consistent with similar analyses conducted 
with NIH grants ( Fang et al., 2016 ). 

To analyze the relationship between the extracted features and grants productivity, we used the following machine learn- 
ing algorithms: 𝑘 -Neatest Neighbors (kNN), Support Vector Machines (SVM), Naive Bayes (NB), Neural Networks (MLP) and De- 
cision Trees (DTrees). The algorithms hyperparameters were optimized using the strategy described in Amancio et al. (2014) , 
Rodriguez et al. (2019) . We used these algorithms because they use different strategies to identify data patterns and therefore can 
complement each other ( Amancio et al., 2014 ). In addition, optimized results can be obtained even if a very large dataset is not 
available for training ( Amancio et al., 2014 ). Such a variety of classifiers has also been used in related works ( Tohalino et al., 2021 ). 
A description of the used algorithms and the strategy used to balance the classes are described in Appendix A . 

The evaluation of the classification was based on the 10-fold cross-validation method to split the dataset into training and test 
datasets ( Duda et al., 2012 ). We also tested the significance of the classification results by using a permutation test ( Ojala and 
Garriga, 2010 ). In this test, a null distribution is generated by computing the accuracy of the classification in versions of the dataset 
comprising the same set of features, but with random permutations in instances label ( Ojala and Garriga, 2010 ). In addition, in order 
to compare the performance of classifiers, we used ranking diagrams to evaluate whether differences in performance are statistically 
significant. When comparing classifiers performance over multiple datasets, the average ranks are considered different if the average 
rank difference is higher than the value computed via the Nemenyi post-hoc test ( Dem š ar, 2006 ). This value is the critical distance 
(CD). Graphically, the critical distance is represented as a line above the x-axis. An example of ranking diagram is illustrated in 
Fig. B.4 ( Appendix B ). In this study, rank diagrams were generated for the Nemenyi test with 𝑝 − 𝑣𝑎𝑙𝑢𝑒𝑠 = 5 × 10 −2 . 

3. Results and discussion 

In this section, we discuss the results we obtained when evaluating whether the considered features can be used to predict the 
productivity of grants. We divided our analysis into the following sections: In Section 3.1 , we report the performance of different 
features when they are individually evaluated. In Section 3.2 , we discuss the results we obtained when researcher features are 
combined. The relevance of features for the classification task is also analyzed. In Section 3.3 , we report the results obtained when 
combining several classifiers via voting method. 

3.1. Performance analysis of single features 

In this section, we discuss the results when each family of features is individually analyzed. The obtained results for each of the 
considered research areas are shown in Fig. 2 . For the Medicine area, we observed that the best result was found with subject-based 
features ( 𝑠𝑢𝑏𝑗𝐹 𝑒𝑎𝑡 𝐵 ), meaning that the average success of the topic being approached plays a role in predicting productivity. In the 
best scenario, the accuracy rate reached roughly 62% ( 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 1 . 0 × 10 −3 ). While this is not a very high accuracy rate, this result 
turned out to be significant. We also found that, for this research area, publication and citation history also play a role in predicting 
productivity. Both previous productivity ( pubFeat ) and impact ( pubCitFeat ) have a significant role in predicting grants productivity 
(both p -values were lower than 1 . 0 × 10 −3 ). All other features were found to be not statistically discriminative ( 𝑝 − 𝑣𝑎𝑙𝑢𝑒 ≥ 5 . 0 × 10 −2 ). 
Particularly, we found a very low discriminative performance for a particular institution feature ( instFeat 𝐴 ) that considers the total 
number of projects hosted by the institution. Because this feature might be related to the size of the institution, this result suggests 
that being in a larger university is not necessarily linked to a higher productivity. Surprisingly we found that the diversity of areas can 
not be used as a source of productivity. While interdisciplinary researchers usually attain better performance in funding ( Sun et al., 
2021 ), we did not observe any significant relationship between grants interdisciplinarity and productivity. 

When analyzing the results obtained for the Dentistry area, we also found similar results. The productivity rate of the approached 
subject ( subjFeat 𝐶 ) was found to be the most relevant feature to identify productive Dentistry grants. In this case, the highest accuracy 
rate reached 63 . 0% . We also found that publication and citation-based features also generated statistically significant results. All other 
features were not able to predict productivity. 

The highest accuracy rates were found for the Veterinary area. An accuracy of roughly 66% was obtained with the MLP and SVM 

methods. Once again we observe that the previous success of a topic is correlated with future success. In a similar fashion, publication 
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Fig. 2. Results based on accuracy rate obtained from the evaluation of each researcher feature. We considered projects from the following areas: 
Medicine, Dentistry and Veterinary Medicine. From each researcher we considered seven features and their variations. 
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Table 1 

Results based on accuracy rate obtained by performing feature combinations. We show the 
results from the best combination of features for each research area (Medicine, Dentistry and 
Veterinary Medicine). The best results for each research area are highlighted. The SVM classifier 
always achieved the highest scores for all cases. 

Method 
Medicine Dentistry Vet. Medicine 
Accuracy (%) Accuracy (%) Accuracy (%) 

DTrees 61 . 96 ± 1 . 12 62 . 08 ± 0 . 90 65 . 46 ± 1 . 59 
SVM 𝟔𝟐 . 𝟖𝟐 ± 𝟎 . 𝟔𝟕 𝟔𝟐 . 𝟓𝟎 ± 𝟏 . 𝟐𝟐 𝟔𝟔 . 𝟓𝟕 ± 𝟏 . 𝟓𝟕 
kNN 59 . 29 ± 0 . 88 61 . 58 ± 0 . 91 64 . 27 ± 1 . 49 
Bayes 60 . 34 ± 0 . 41 61 . 00 ± 0 . 37 64 . 06 ± 1 . 61 
MLP 60 . 99 ± 0 . 61 60 . 28 ± 0 . 61 64 . 22 ± 0 . 82 

Table 2 

Results obtained from the evaluation of feature selection methods. We tested with the most 10, 
20, 50 and 100 relevant features. The best results for each research area are highlighted. The 
accuracy rate was obtained with the SVM method, since this method provided the best results. 

𝑘 relevant features 
Medicine Dentistry Vet. Medicine 
Accuracy (%) Accuracy (%) Accuracy (%) 

Top-10 features 59 . 94 ± 1 . 09 60 . 35 ± 1 . 18 67 . 35 ± 1 . 28 
Top-20 features 60 . 24 ± 1 . 00 60 . 68 ± 0 . 52 𝟔𝟕 . 𝟑𝟕 ± 𝟏 . 𝟏𝟒 
Top-50 features 61 . 99 ± 0 . 55 61 . 74 ± 1 . 15 66 . 98 ± 1 . 55 
Top-100 features 𝟔𝟐 . 𝟓𝟖 ± 𝟏 . 𝟏𝟏 𝟔𝟐 . 𝟕𝟕 ± 𝟎 . 𝟒𝟔 65 . 77 ± 1 . 14 

and citation-based features also displayed significant accuracy rates. Differently from Medicine and Dentistry, a statistically significant 
relationship between collaboration features and productivity has also been found. This means that the number of previous PI’s 
collaborators could be an indicator of future grant productivity. A correlation was also found for two institution-based features 
( instFeat 𝐵 and instFeat 𝐶 ). While the total number of projects hosted by the PI’s institution is not correlated with productivity, the 
fraction of productive grants have a higher correlation rate. Similarly, the total number of publications associated with the PI’s 
institution also seems to be correlated with productivity. 

Concerning the methods, the performance varied according to the considered feature and dataset. When considering only the best 
results across all variations of features and methods, we observed that the highest accuracy rate was found with SVM (Medicine and 
Veterinary Medicine) and MLP (Dentistry). In fact, the ranking diagram of performance (see Fig. B.4 in Appendix B ) confirmed that 
SVM and MLP displayed equivalent performance when considering single features. In general, the worst accuracy rates were obtained 
with kNN and Naive Bayes. The best results are highlighted in Appendix B . 

3.2. Performance analysis of feature combinations 

While in the previous section we analyzed the discriminability of each feature when they are used individually, here we analyze 
whether combinations of features can lead to optimized results. In addition to considering all features, we also considered other 
feature selection algorithms to find an optimized combination of attributes ( Kou et al., 2020 ). The first approach used to combine 
features considered random subgroups of features. We considered feature sets of different sizes and we used them as input for the 
classification systems. In Table 1 , we show the best accuracy rate found in each dataset, with different classifiers. We found that all 
best results were found to be statistically significant, and the best result being found for Veterinary Medicine (66.5%). As observed 
in the single feature analysis, the results are not highly discriminative. In addition, the results show that the combination of features 
does not improve the accuracy rates by a very large value when one compares with the results found with single features. Considering 
the best classifiers, the improvement in performance – when it occurs – is lower than 1%. Regarding the methods, we note that SVM 

outperformed all other classifiers in all datasets. This is evident in the ranking diagram displayed in Fig. B.5 ( Appendix B ). However, 
similar results were obtained with other classifiers, especially with Decision Trees. 

In our analysis we investigated whether the threshold for considering a grant as productive can affect the result of the classifica- 
tion. Differently from the results displayed in Table 1 , we show in Appendix B (see Tables B.6 –B.8 ) the accuracy rates found when 
considering that a grant is productive when it yields more than two, three or four papers. The results showed that there is no large 
improvement in performance if such a threshold is modified. For this reason all subsequent analyses in this paper will classify a grant 
as productive if it yields at least one paper. Also, as observed in Fig. B.3 ( Appendix B ), it is not suitable to choose high threshold 
values, because the datasets would be very unbalanced. 

In addition to the approach based on a random selection of features, we also used an approach based on the Gini 
coefficient ( Nembrini et al., 2018 ). This approach is widely used to find relevant features in methods based on decision 
trees ( Pedregosa et al., 2011 ) and has also been used in the scientometrics context ( Tohalino et al., 2021 ). Using the Gini index, 
each feature was given a relevance value and then we selected the top 𝑘 -features to analyze the gain in discriminability, with 𝑘 
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Table 3 

Accuracy rates obtained from the evaluation of voting algorithms. For each research area we 
show the results of the following methods: All (when the results of all proposed classifiers are 
combined into the voting system) and Best (when only SVM and MLP are considered). The best 
results for each research area are highlighted. 

Method 
Medicine Dentistry Vet. Medicine 
Accuracy (%) Accuracy (%) Accuracy (%) 

All 59 . 67 ± 0 . 62 57 . 88 ± 0 . 36 64 . 61 ± 1 . 36 
Best 𝟔𝟐 . 𝟎𝟕 ± 𝟎 . 𝟖𝟗 𝟔𝟐 . 𝟓𝟎 ± 𝟎 . 𝟕𝟒 𝟔𝟓 . 𝟎𝟎 ± 𝟎 . 𝟖𝟎 

ranging between 10 and 100. Then, we used the selected features along with the SVM algorithm in order to perform the classification 
process. We considered the SVM classifier because it displayed the highest accuracy rates with the selected features. 

The results obtained with the Gini feature selection are displayed in Table 2 . Overall the results show that there is no significant 
improvement in performance when one compares with the results obtained with the results displayed in Table 1 . However, a small 
improvement can be observed mainly for the Veterinary Medicine Area. While this strategy was not useful to improve significantly 
the performance, this allowed an improved representation since similar results were obtained with a much smaller set of features (10 
features in the case of Veterinary Medicine). We also note that a large set of features – even when selected via Gini method – does 
not necessarily improve the discriminability rate. 

In addition to providing a compact representation, the feature selection algorithm allowed us to investigate which features are 
the most important for the classification task. This analysis is different from the analysis performed in the previous section because 
different discriminability performances can be observed when features are combined ( Amancio et al., 2011 ). According to the Gini 
coefficient, the most relevant features for each field are: 

• Medicine : institution-based and subject-based features displayed the highest Gini values. The success rate of the projects hosted 
by the PI’s institution was a relevant feature in the family of features related to the institution ( instFeat 𝐶 ). In a similar fashion, 
the success history associated with the approached subject was an important feature. This result suggests that, when used in 
combination with other features, the success history of both institution and approached subject are relevant to predict the output 
of research projects. 

• Dentistry : instFeat 𝐶 and subjFeat 𝐴 were found to be the most relevant features. This result is similar to the one found for Medicine. 
The other variations related to subject-based features were also relevant: both history of global and local success of approached 
subjects were important for the task. 

• Veterinary Medicine : here the most relevant feature was the history of the PI’s publications ( pubFeat ). The other important variables 
were institution based features and all features based on the relevant of subject features ( subjFeat 𝐴 , subjFeat 𝐵 and subjFeat 𝐶 ). 

The vast majority of relevant features are based on subject features ( subjFeat ). Consequently, these results confirm the good 
performance obtained from the subject-based features when they are only considered for the classification systems (according to 
the results shown in Section 3.1 ). We also observed that some variations of the features based on the institution of the researcher 
( instFeat ) have a degree of importance to characterize the performance of a researcher. However, it is important to recall that these 
features performed poorly when they were considered individually, while their performance improved when they were evaluated 
together with other features in a combined approach. These results indicate that institution-based could be an important factor, but 
individually they did not display a discriminative power. It is also interesting to note that the publication can also play a role in 
predicting success. This measurement turned out to be particularly important for the Veterinary Medicine area, even when used as a 
single feature (see Fig. 2 ). 

3.3. Performance analysis of ensembles: voting algorithm 

In the previous section, we analyzed if the combination of different features is able to improve the discriminability rates. Here 
we combine different classifiers to analyze if evidence from multiple methods can lead to optimized results. For this, we used a 
voting algorithm ( Kiziloz, 2021 ). Two strategies were considered: (i) the use of all considered classifiers and (ii) the use of the best 
classifiers (see Material and Methods). According to the results presented in the previous sections, the classification systems that 
achieved the highest accuracy rates were the SVM and MLP algorithms, while Naive Bayes and kNN obtained the worst performance. 
We considered all the combinations of features described in the previous sections. 

We show in Table 3 the results obtained from these evaluations. The obtained results revealed that the combination of classifiers 
did not improve the results obtained in previous sections. In particular, using all classifiers is not useful given the low performance 
achieved especially by Naive Bayes and kNN. The performance of SVM + MLP combination was also not useful to improve the 
performance of the classification. 

In sum, in the considered dataset, we found that combining different evidence from different features is more important than 
combining different classifiers. While some classifiers perform better than others, this result indicates that additional features could be 
used to improve the predictive power of the classifiers. The study conducted here showed that the features we used are more relevant 
than features based on topical or complexity textual features ( Tohalino et al., 2021 ). However, additional text information could also 
be obtained from project abstracts and complement the characterization of research projects in order to improve the predictability of 
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Table 4 

Summary of the best results for each proposed approach. We highlighted the highest scores 
for each research area. The highest accuracy was found for the Veterinary Medicine field. Four 
different approaches were considered: (i) classification based on a single feature; (b) random 

combination of features; (iii) classification based on feature selection; and (iv) combination of 
classifiers via voting strategy. 

Method 
Medicine Dentistry Vet. Medicine 
Accuracy (%) Accuracy (%) Accuracy (%) 

Single feature 62 . 07 ± 0 . 70 𝟔𝟑 . 𝟎𝟎 ± 𝟎 . 𝟓𝟓 65 . 69 ± 1 . 24 
Features combination 𝟔𝟐 . 𝟖𝟐 ± 𝟎 . 𝟔𝟕 62 . 50 ± 1 . 22 66 . 57 ± 1 . 57 
Feature relevance 62 . 58 ± 1 . 11 62 . 77 ± 0 . 46 𝟔𝟕 . 𝟑𝟕 ± 𝟏 . 𝟏𝟒 
Voting system 62 . 07 ± 0 . 89 62 . 50 ± 0 . 74 65 . 00 ± 0 . 80 

grants productivity. Additional text representations, including those based on network science ( Tohalino and Amancio, 2018 ) could 
also be used to characterize research grant texts. 

4. Conclusion 

In this paper, we evaluated whether it is possible to predict the productivity of research projects by considering many different 
features to describe scientific entities. Our analysis was conducted in three large subareas and considered grants awarded by São 

Paulo Research Foundation , one of the largest research agencies in Brazil. We considered several features that could quantify the 
characteristics of research projects, PI’s experience and the importance of host institutions. The relationship between the features 
and productivity was analyzed in the context of a traditional classification task. We extracted several features based on the academic 
activity of Brazilian researchers. In addition to being useful to quantifyproductivity and characterize emerging disciplines, thematic 
associations and collaboration networks ( Ellegaard and Wallin, 2015 ), the selected features are intended to grasp the experience of 
the researcher in conducting research. The selected features have been used by São Paulo Research Foundation to evaluate research 
projects via peer review. 

Our analysis considered four different approaches to combine features and classifiers. First, we analyzed classifiers created with 
only a single feature. We then combined features via feature selection and relevance analysis. We also combined classifiers in a voting 
algorithm. Overall we found that the best results in all four considered approaches are statistically significant, meaning that some 
of the features play a role in predicting the output of research projects. The main results are summarized in Table 4 . All best results 
were found to be significant, though none of them reached a 70% accuracy rate. The best results in different areas were obtained with 
distinct strategies. A single feature (the approached subject) was able to provide the highest accuracy rate for the Dentistry area. The 
combination of features was able to provide the highest accuracy for Medicine. A feature selection algorithm finally provided the 
best results for Veterinary Medicine. Our analysis also revealed that the voting system combining evidence from multiple classifiers 
did not provide any improvement in classification performance. 

While we found a dependency between the features and the output of projects, in all considered areas, the accuracy rates were 
not very high. This reinforces the fact that predicting the output of grants is not a trivial task and one can not rely only on machine 
learning to make predictions with high accuracy, at least with the considered features. The results found in this study were slightly 
better than the ones found using only textual features ( Tohalino et al., 2021 ). 

In terms of evaluations conducted in the context of Science of Science , our results may spark further discussions. We found that 
no single feature is a good predictor of productivity, therefore our results suggest that any of the considered features should be used 
as a single factor to decide whether a research grant should be funded, even if evaluations are performed by experts. Our results also 
suggest that even a combination of the considered features is not an excellent predictor of productivity. Therefore, a careful analysis of 
the content or research proposals is essential to assess the quality of the proposed ideas. Similar conclusions have been disseminated 
with regard to using a single index to predict scientific output at the paper level ( Schreiber, 2013 ). While the considered features 
alone can not be used in an independent way to predict success, they could be used to assess whether a researcher has experience on 
a specific field. We also stress that our conclusions are based on a dataset of research projects funded by FAPESP-Brazil. It remains 
to be probed, therefore, whether the considered features display similar discriminative performance in other datasets. 

In future works, it would be interesting to analyze whether the use of wider contexts could lead to improved results. In text 
analysis, the access to the full content of research projects could provide more information than the title and abstract. A possible 
analysis could be the extraction of textual patterns via network analysis ( Amancio et al., 2012b; Marinho et al., 2016; Teixeira et al., 
2021 ). Unfortunately, full textual information is not currently available in our dataset. 

Further extensions of this work could also be investigated. This includes other productivity and impact criteria, such as the total 
number of citations received by a grant, the reputation of journals and conferences associated with grant publications and other quality 
and impact criteria. We could also use collaborative network-based approaches ( Amancio et al., 2012a; 2015; Corrêa Jr et al., 2017 ) 
to analyze whether scientific collaborations and team formation strategies may play a role in grants productivity. In a more general 
way, it would be interesting to conduct further research to investigate whether some of the considered features could be an indicator 
of scientific breakthrough. This investigation is analogous to similar works conducted at the paper level ( Min et al., 2021; Ponomarev 
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et al., 2014 ). Predicting scientific breakthroughs is more complex because it would require a much larger and heterogeneous dataset. 
In a similar fashion, some criterion would be required to objectively identify and characterize scientific breakthroughs. 
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Appendix A. List of supervised classifiers 

In this section we describe the main classifiers used to predict the productivity of research grants. In addition to the traditional 
machine learning algorithms, we also used a technique to combine all considered pattern recognition methods. 

1. 𝑘 -Neatest Neighbors (kNN): With the aim of classifying an unknown element from the dataset, the kNN method first selects the 
𝑘 -nearest elements from the training dataset. Then, the category assigned to the unknown element corresponds to the major- 
ity class which is detected in the selected 𝑘 -set. 𝑘 is an important parameter of the algorithm and is chosen via optimization 
methods ( Amancio et al., 2014 ). 

2. Support Vector Machines (SVM): Given the training examples, this method constructs a hyperplane with the aim of finding a 
separation between the classes of the dataset. This method has several parameters, including parameters that sets the kernel 
function used to create a hyperplane ( Amancio et al., 2014 ). 

3. Naive Bayes (NB): This classifier is a supervised learning algorithm the uses Bayes’ theorem with a strong assumption that features 
are independent ( McCallum et al., 1998 ). In this sense, the following equation is used to predict the class �̂� : 

�̂� = argmax 
𝑦 

𝑃 ( 𝑦 ) 
𝑛 ∏
𝑖 =1 

𝑃 ( 𝑥 𝑖 |𝑦 ) (A.1) 

where 𝑥 𝑖 is a feature. The training dataset can be used to compute the probabilities 𝑃 ( 𝑦 ) and 𝑃 ( 𝑥 𝑖 |𝑦 ) . Additional parameters related 
to this method and the optimization process are described elsewhere ( Amancio et al., 2014 ). 

4. Multilayer Perceptron (MLP): This method is based on a neural network model considering one or more hidden layers which has 
a training process that usually involves the Back-Propagation algorithm ( Haykin, 2008 ). Two main hyper-parameters exist in 
this model: (i) the number of layers; and (ii) the number of neurons for each layer. These parameters can also be chosen via 
optimization. 

5. Decision trees : decision tree methods create models that are able to predict the value of a target variable by learning decision rules. 
The rules are inferred from several input variables, i.e. the features. A typical decision tree comprises nodes and edges, where 
nodes represent features and edges represent the decision chosen for each attribute. Each internal with children is labeled with 
some input feature, while leaf nodes are labeled with a class. The classification process starts at the root node and ends when a 
leaf node is reached. As the decision walks through nodes, a rule is applied and the decision on that rule guides the choice of the 
children to be chosen as next step. Once the decision reaches a leaf node, the predicted label corresponds to the respective label 
stored in that node ( Breiman, 2001 ) 
The choice of features that are evaluated in each node depends on the feature relevance metric that decides which feature best 
discriminates the dataset. One important relevance metric is the Gini impurity ( Nembrini et al., 2018 ), a metric that has already 
been used to evaluate the relevance of features in the context of productivity prediction ( Tohalino et al., 2021 ). The Gini impurity 
measures how often a randomly selected instance from the dataset would be mislabeled if it was randomly classified according to 
the distribution of the categories in the considered subset. A feature is considered significant in a given node if the test performed 
using that feature results in a decrease in the Gini impurity. The relevance of a feature is obtained by averaging the decrease in 
impurity computed in all tree nodes using the considered feature. 

6. Ensemble learning : ensemble methods combine the predictions of several machine learning algorithms in order to obtain a better 
predictive performance over a single method ( Dietterich, 2000 ). Most ensemble methods build several estimators independently, 
and then they average the predictions of each method. Usually the voting method is a simple, yet effective approach designed 
to combine the predictions from several supervised classifiers. In this approach, the input classifiers are trained and tested inde- 
pendently. Then the observed predictions from all classifiers are combined by using a majority vote to predict the class labels. 
Therefore, the class receiving the highest number of votes is chosen as the final predicted class ( Ruta and Gabrys, 2005 ). When a 
draw occurs, we used the membership strength ( Kumbure et al., 2020 ) provided by each classifier to make a decision. 

Appendix B. List of additional results 
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Table B1 

Accuracy rate obtained when considering the classification with single features. We considered projects from the following 
areas: Medicine, Dentistry and Veterinary Medicine. The best results for each classifier are highlighted. 

Features 

Research Projects on Medicine 

DTrees SVM kNN Bayes MLP 

Accuracy (%) Accuracy (%) Accuracy (%) Accuracy (%) Accuracy (%) 

pubFeat 59 . 48 ± 0 . 64 61 . 24 ± 0 . 40 𝟓𝟗 . 𝟑𝟔 ± 𝟎 . 𝟖𝟏 57 . 51 ± 0 . 43 61 . 21 ± 0 . 53 
pubCitFeat 59 . 67 ± 0 . 85 61 . 36 ± 0 . 36 58 . 80 ± 0 . 35 56 . 56 ± 0 . 42 𝟔𝟏 . 𝟑𝟕 ± 𝟎 . 𝟑𝟗 
grntFeat 59 . 91 ± 0 . 75 58 . 68 ± 0 . 63 57 . 14 ± 0 . 92 55 . 43 ± 0 . 53 57 . 98 ± 1 . 31 
areaFeat 54 . 45 ± 0 . 86 55 . 25 ± 0 . 93 53 . 13 ± 1 . 11 55 . 05 ± 0 . 39 54 . 46 ± 0 . 95 
collabFeat 58 . 84 ± 0 . 93 59 . 14 ± 1 . 06 57 . 63 ± 0 . 73 57 . 51 ± 0 . 42 60 . 06 ± 0 . 99 
instFeat 𝐴 48 . 94 ± 1 . 25 48 . 73 ± 1 . 48 50 . 28 ± 0 . 05 49 . 59 ± 0 . 47 49 . 09 ± 1 . 16 
instFeat 𝐵 56 . 80 ± 0 . 62 58 . 94 ± 0 . 67 52 . 33 ± 2 . 24 59 . 37 ± 0 . 81 59 . 30 ± 0 . 74 
instFeat 𝐶 56 . 85 ± 1 . 13 58 . 25 ± 0 . 46 51 . 08 ± 0 . 53 50 . 40 ± 0 . 43 58 . 90 ± 0 . 49 
subjFeat 𝐴 59 . 70 ± 0 . 53 61 . 61 ± 0 . 34 55 . 17 ± 2 . 12 𝟔𝟎 . 𝟗𝟓 ± 𝟎 . 𝟒𝟒 60 . 16 ± 0 . 94 
subjFeat 𝐵 𝟔𝟏 . 𝟖𝟗 ± 𝟎 . 𝟗𝟑 𝟔𝟐 . 𝟎𝟕 ± 𝟎 . 𝟕𝟎 59 . 05 ± 0 . 83 59 . 77 ± 0 . 36 61 . 32 ± 1 . 02 
subjFeat 𝐶 59 . 24 ± 0 . 92 59 . 24 ± 0 . 76 55 . 35 ± 1 . 98 58 . 93 ± 0 . 60 59 . 06 ± 0 . 65 

Features Research Projects on Dentistry 

DTrees SVM kNN Bayes MLP 

pubFeat 58 . 40 ± 0 . 96 60 . 41 ± 0 . 26 58 . 05 ± 1 . 03 58 . 09 ± 0 . 40 59 . 56 ± 0 . 68 
pubCitFeat 55 . 57 ± 0 . 86 60 . 24 ± 0 . 11 55 . 90 ± 0 . 39 57 . 52 ± 0 . 17 60 . 12 ± 0 . 56 
grntFeat 58 . 02 ± 0 . 59 57 . 03 ± 0 . 54 57 . 92 ± 0 . 50 52 . 18 ± 0 . 55 57 . 78 ± 0 . 45 
areaFeat 55 . 35 ± 0 . 65 54 . 11 ± 1 . 01 53 . 12 ± 0 . 68 53 . 11 ± 0 . 14 55 . 81 ± 0 . 83 
collabFeat 58 . 20 ± 0 . 87 59 . 38 ± 0 . 45 𝟓𝟖 . 𝟓𝟎 ± 𝟎 . 𝟗𝟖 59 . 32 ± 0 . 33 58 . 39 ± 0 . 61 
instFeat 𝐴 51 . 97 ± 0 . 40 51 . 67 ± 0 . 42 50 . 04 ± 0 . 14 50 . 21 ± 0 . 15 51 . 61 ± 0 . 41 
instFeat 𝐵 54 . 92 ± 0 . 57 58 . 20 ± 0 . 56 54 . 37 ± 1 . 43 58 . 09 ± 0 . 39 58 . 36 ± 0 . 23 
instFeat 𝐶 54 . 48 ± 0 . 87 59 . 46 ± 0 . 56 51 . 05 ± 0 . 30 49 . 93 ± 0 . 31 58 . 74 ± 0 . 67 
subjFeat 𝐴 57 . 90 ± 1 . 10 𝟔𝟏 . 𝟕𝟒 ± 𝟎 . 𝟒𝟖 53 . 63 ± 1 . 01 𝟔𝟏 . 𝟓𝟑 ± 𝟎 . 𝟏𝟕 59 . 12 ± 0 . 43 
subjFeat 𝐵 𝟓𝟗 . 𝟎𝟏 ± 𝟎 . 𝟔𝟏 59 . 50 ± 0 . 65 58 . 13 ± 0 . 83 61 . 22 ± 0 . 23 59 . 34 ± 1 . 04 
subjFeat 𝐶 58 . 61 ± 1 . 16 61 . 13 ± 0 . 74 57 . 41 ± 0 . 78 59 . 59 ± 0 . 33 𝟔𝟑 . 𝟎𝟎 ± 𝟎 . 𝟓𝟓 

Features Research Projects on Veterinary Medicine 

DTrees SVM kNN Bayes MLP 

pubFeat 𝟔𝟑 . 𝟖𝟐 ± 𝟏 . 𝟒𝟓 65 . 58 ± 0 . 76 𝟔𝟒 . 𝟏𝟎 ± 𝟏 . 𝟐𝟕 62 . 68 ± 0 . 62 𝟔𝟓 . 𝟔𝟕 ± 𝟎 . 𝟕𝟐 
pubCitFeat 62 . 82 ± 0 . 95 64 . 08 ± 0 . 88 60 . 33 ± 0 . 95 59 . 66 ± 0 . 71 64 . 49 ± 1 . 14 
grntFeat 58 . 50 ± 1 . 81 56 . 90 ± 1 . 58 58 . 75 ± 2 . 40 55 . 30 ± 0 . 69 58 . 00 ± 1 . 46 
areaFeat 52 . 37 ± 1 . 95 51 . 66 ± 2 . 27 52 . 01 ± 1 . 66 53 . 19 ± 1 . 04 52 . 27 ± 2 . 46 
collabFeat 60 . 75 ± 1 . 53 64 . 31 ± 2 . 00 60 . 11 ± 0 . 96 61 . 61 ± 1 . 34 64 . 85 ± 1 . 51 
instFeat 𝐴 51 . 80 ± 1 . 10 51 . 34 ± 0 . 96 49 . 98 ± 0 . 39 50 . 04 ± 0 . 45 51 . 42 ± 1 . 17 
instFeat 𝐵 61 . 26 ± 1 . 07 63 . 45 ± 1 . 26 54 . 02 ± 3 . 25 61 . 95 ± 0 . 93 64 . 14 ± 1 . 04 
instFeat 𝐶 61 . 18 ± 1 . 16 63 . 07 ± 1 . 43 50 . 89 ± 0 . 45 52 . 07 ± 2 . 94 62 . 87 ± 0 . 81 
subjFeat 𝐴 61 . 63 ± 1 . 44 𝟔𝟓 . 𝟔𝟗 ± 𝟏 . 𝟐𝟒 60 . 44 ± 2 . 39 𝟔𝟑 . 𝟗𝟔 ± 𝟏 . 𝟎𝟗 63 . 88 ± 1 . 88 
subjFeat 𝐵 63 . 33 ± 1 . 63 65 . 10 ± 1 . 48 60 . 78 ± 2 . 38 63 . 82 ± 1 . 42 60 . 45 ± 1 . 24 
subjFeat 𝐶 61 . 69 ± 0 . 85 63 . 49 ± 1 . 48 62 . 30 ± 0 . 93 61 . 66 ± 1 . 07 62 . 83 ± 1 . 96 

Table B2 

Results based on accuracy rate obtained by performing feature combinations. We considered as criterium for success 
research grants yielding at least two publications. 

Method 
Medicine Dentistry Vet. Medicine 
Accuracy (%) Accuracy (%) Accuracy (%) 

DTrees 58 . 57 ± 2 . 37 58 . 71 ± 2 . 11 62 . 58 ± 3 . 45 
SVM 59 . 62 ± 2 . 68 60 . 04 ± 2 . 80 64 . 33 ± 2 . 84 
kNN 56 . 07 ± 3 . 46 57 . 40 ± 2 . 11 60 . 58 ± 2 . 66 
Bayes 58 . 57 ± 2 . 14 59 . 24 ± 1 . 15 62 . 42 ± 2 . 50 
MLP 58 . 46 ± 2 . 53 57 . 79 ± 2 . 63 58 . 88 ± 3 . 82 
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Table B3 

Results based on accuracy rate obtained by performing feature combinations. We considered as criterium for success 
research grants yielding at least three publications. 

Method 
Medicine Dentistry Vet. Medicine 
Accuracy (%) Accuracy (%) Accuracy (%) 

DTrees 59 . 24 ± 4 . 51 59 . 82 ± 3 . 75 61 . 25 ± 8 . 29 
SVM 59 . 10 ± 4 . 12 60 . 35 ± 2 . 13 63 . 75 ± 6 . 55 
kNN 55 . 14 ± 3 . 38 56 . 10 ± 3 . 44 60 . 67 ± 8 . 63 
Bayes 55 . 66 ± 3 . 35 57 . 02 ± 3 . 00 60 . 38 ± 5 . 23 
MLP 56 . 38 ± 4 . 76 59 . 08 ± 3 . 05 58 . 56 ± 7 . 50 

Table B4 

Results based on accuracy rate obtained by performing feature combinations. We considered as criterium for success 
research grants yielding at least four publications. 

Method 
Medicine Dentistry Vet. Medicine 
Accuracy (%) Accuracy (%) Accuracy (%) 

DTrees 60 . 68 ± 6 . 38 60 . 16 ± 4 . 69 58 . 39 ± 6 . 73 
SVM 60 . 21 ± 5 . 68 61 . 48 ± 3 . 84 59 . 11 ± 10 . 4 
kNN 55 . 48 ± 5 . 47 56 . 09 ± 5 . 70 58 . 04 ± 7 . 11 
Bayes 56 . 71 ± 5 . 25 58 . 28 ± 4 . 82 56 . 96 ± 10 . 43 
MLP 58 . 70 ± 5 . 24 57 . 11 ± 4 . 65 54 . 64 ± 7 . 20 

Fig. B1. Comparison of the number of productive and non-productive grants considering different thresholds for the three datasets (Medicine, 
Dentistry and Veterinary). Continuous lines represent productive projects according to a threshold ( 𝑡 ) while dashed lines stand for grants considered 
as non-productive. 𝑡 corresponds to at least 𝑡 published papers. 
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Fig. B2. Ranking diagram based on the classification using only a single feature. When analyzing classifiers trained with only a single feature, SVM 

and MLP displayed equivalent performance. 

Fig. B3. Ranking diagram created considering the classification with multiple features. While SVM outperformed all other classifiers, Bayes, MLP 
and kNN displayed equivalent performance. 
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5.1 Motivation
This research is motivated by the need to automatically detect keywords in texts, which

is a task of paramount importance for many text mining applications. Keywords are important
because they provide a concise representation of the main topics or concepts addressed in a
text. However, manual identification of keywords can be a time-consuming and subjective task,
especially for large and complex texts.

Modeling texts as word co-occurrence networks has been a common approach for
keyword extraction. However, little attention has been paid to using word embeddings to enrich
the graph structure. To address this gap, we introduced virtual edges based on the semantic
similarity between word vectors. Word embeddings offer valuable contextual and semantic
information that can enhance the network’s discriminative power. Our study investigates the
effectiveness of word embeddings, including BERT embeddings, for representing similarity
relationships between words. The paper is motivated by the potential benefits of integrating
embeddings into co-occurrence networks, as well as the limitations of existing approaches
that rely solely on graph-based techniques or embeddings. The paper aims to contribute to

https://arxiv.org/abs/2205.02172
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the development of more effective and accurate methods for keyword detection, which could
have implications for various text mining applications, such as information retrieval, document
clustering, and topic modeling.

5.2 Contributions
This paper addresses the question of whether integrating embeddings to enrich the

structure of co-occurrence networks can enhance the quality of extracted keywords from text. The
methodology involved representing texts as co-occurrence networks and using two embedding
approaches (Word2vec and BERT) to enrich the network structure. The results showed that
incorporating a limited proportion of virtual (embedding) edges can effectively enhance the
discriminative capacity of co-occurrence networks, with the best performance achieved by
using the optimal window length in the co-occurrence network. The degree, PageRank, and
accessibility metrics were found to exhibit superior performance in the proposed model, with
unweighted versions of the traditional measurements providing better performance than their
weighted counterparts in almost all cases. Future improvements to the model could include
combining co-occurrence frequency and semantic similarity for edge weighting and handling
synonyms before the creation of networks. The proposed approach is limited to finding unigram
keywords and could be improved to consider keywords comprising two or more words. The study
concludes that using virtual edges can improve the informativeness of co-occurrence networks
for keyword detection and could be useful in other network classification scenarios, such as
name disambiguation.
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Abstract

The keyword extraction task is an important NLP task in many text mining applications. Graph-

based methods have been commonly used to automatically find the key concepts in texts, how-

ever, relevant information provided by embeddings has not been widely used to enrich the graph

structure. Here we modeled texts co-occurrence networks, where nodes are words and edges are

established either by contextual or semantical similarity. We compared two embedding approaches

(Word2vec and BERT) to check whether edges created via word embeddings can improve the

quality of the keyword extraction method. We found that, in fact, the use of virtual edges can

improve the discriminability of co-occurrence networks. The best performance was obtained when

we considered low percentages of addition of virtual (embedding) edges. A comparative analysis

of structural and dynamical network metrics revealed the degree, PageRank, and accessibility are

the metrics displaying the best performance in the model enriched with virtual edges.
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I. INTRODUCTION

In recent years, there has been a large increase in textual information available on the

Internet. Examples include newspapers, social network comments, books, encyclopedias

and scientific articles. In order to make sense and summarize such a large volume of data,

several NLP applications have been proposed. One particular task is the keyword extraction

task, which consists of selecting a set of words (or topics) that best represent the content of

a document [45]. Finding keywords in multiple documents is important because manually

finding the most central words can be an expensive and time-consuming task for human

annotators. Since keyword extraction provides a compact representation of the document,

many applications can benefit from this task: automatic indexing, automatic document

summarization, automatic document classification, document clustering, automatic filtering,

among other applications [5, 7, 18].

Different approaches have been considered for the keyword extraction task [7]. The

simplest models are the statistical models that study the statistical information regarding the

spatial use of words in each text as well as their frequency of use [20]. These methods include

for example the well-known Term Frequency (TF) or Term Frequency-Inverse Document

Frequency (TF-IDF). Approaches based on linguistic and syntactic analysis have also been

used to address this task [44]. Additionally, several features extracted from the previous

approaches can be used in machine learning algorithms. The main goal of these methods is

to detect keywords via binary classification [22].

Graph-based approaches have also been used to detect keywords [42, 44]. The objective

of these methods is to represent each document as a network of words and then apply a set

of centrality measurements to assign a relevance value for each network node. In this way,

the most central nodes represent the automatic keywords found for each document. Most

of these approaches have used word co-occurrence networks, where an edge exists between

two words if they are adjacent. However, different strategies to connect words have not

been extensively studied, with most of the works considering larger window contexts in the

co-occurrence model [30, 44].

In this paper, we propose a graph-based method for keyword extraction, where texts

are represented as co-occurrence networks and edges are established in a twofold manner.

In addition to word adjacency models, we consider further contexts to connect words. In
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order to better represent the relationship between words, we also link words that do not

necessarily co-occur in the text, but are semantically similar. Our motivation is to enrich

the representation by including the so-called virtual edges. Consequently, hidden similarities

are explicitly represented in the model. Our hypothesis is that the included virtual edges

can be used to improve the traditional co-occurrence network representation based on word

adjacency relationships alone. In the proposed model, the virtual edges were constructed

from the word vectors generated by the Word2Vec and BERT embedding models [16, 31].

After the networks are constructed, we computed the centrality values for each node (word)

of the network. We used several structural and dynamical network measurements to identify

the key concepts in texts. We also probed the effect of using the weighted versions of these

measurements. The efficiency of our methods was evaluated in different datasets comprising

documents of various sizes.

We have found several interesting results from this analysis. First, we observed that

including virtual edges can improve the performance in retrieving keywords. The fraction

of included virtual edges required to yield optimized results turned out to be relatively low.

A negative performance effect was observed, however, when too many virtual edges were

included. Concerning the embedding method, both considered strategies – Word2vec and

BERT – yielded similar performance. The network metrics with the best performance were

the degree, PageRank, and Accessibility. Surprisingly, when the weighted versions of the

traditional metrics had a poor performance. Our results reinforce the potential of enriching

networks in multiple text network applications [12, 39, 40].

This manuscript is organized as follows: Section II presents a summary of the related

works for keyword extraction. The description of the datasets, as well as the proposed

methodology, are described in Section III. In this section, we describe the network creation

stage and the process of extracting keywords using network centrality metrics. The results

are discussed in Section IV. describes the obtained results and the analysis of each network

measurement. Finally, in Section V we present the conclusions and perspectives for future

works.
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II. RELATED WORKS

Studies addressing the keyword extraction problem can be grouped into three main ap-

proaches: statistical and network-based methods [19, 29]. The objective of statistical meth-

ods is to rank words using their statistical distribution along the text [11, 20]. A very simple

approach is described is the one relying on word frequency [27]. According to this approach,

words are sorted according to their frequency, and the most and less frequent words are

disregarded. Such words are disregarded because they are common words (such as preposi-

tions) or rare (not relevant) words. Note that frequency-based approaches do not consider

the structure of the text, since a shuffled, meaningless version of the same text would provide

the same set of keywords. To overcome the weaknesses of frequency-based methods, word

clustering and word entropy methods were then proposed [20, 32]. Some modifications of

these techniques include term-frequency inverse-document frequency approaches [33].

In [32], the authors found that relevant words, which are more closely related to the main

topics of the text, are generally concentrated in certain regions of the text. Keywords are

usually unevenly distributed along the text and tend to form clusters. Conversely, common

words are more regularly distributed along texts. A combination of both spatial clustering

and frequency was proposed in [10]. The authors used the Shannon’s entropy metric to

define a method based on the information content of the sequence of occurrences of each

word in the text. They used text partitions to calculate the entropy of all words. Because

relevant words are unevenly distributed, the heterogeneity of word distribution in different

partitions can be captured via entropy. In comparison to clustering-based methods, an

improved performance was reported with entropy-based techniques. The main advantage

of the statistical techniques is that they do not require any knowledge of the language and

thus can be used any analyze even unknown documents [15].

Graph-based approaches include the representation of the relationship of words as net-

works [17, 25, 46]. In [17], the authors modeled documents as graphs of semantic relation-

ships between the words. The weight linking two words modeled the semantic relatedness

computed as measured via Wikipedia. The strategy considered that the words related to

central topics tend to be grouped into densely connected network communities, while com-

mon words are organized in weakly connected communities. This method was found to be

particularly effective in removing noisy information. A similar study represented texts as
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word co-occurrence networks considering weighted and directed networks [25]. They used

several centrality network measurements to find the relevant words. The authors concluded

that network measurements can be successfully used for keyword extraction without the

need for large external corpora. They also found that simpler centrality metrics like node

degree or strength outperformed more complex and computationally expensive metrics in

the proposed methodology. Related strategies have been used to find key concepts for the

purpose of text summarization [42].

Finally, word co-occurrence network considering larger co-occurrence contexts was pro-

posed in [44]. Different from other works, an edge is created if words co-occur within a

window comprising three words. Using a combination of feature selection and clustering

methods to find the best set of keywords, the authors obtained optimized results in com-

parison to other works that only employed traditional co-occurrence networks. The authors

also found that several network metrics are strongly correlated, yielding thus equivalent

performance.

Differently from the previous works, here we propose a graph-based method for keyword

extraction using enriched word co-occurrence networks. In addition to the edges established

via word adjacency, we considered edges created via embedding similarity. Several centrality

measurements were then used to find the most relevant words. As we shall show, our

approach outperforms both the traditional word adjacency model and its modified version

considering larger contexts.

III. MATERIAL AND METHODS

The framework proposed to detect keywords via word embeddings and graph modeling

comprises the following four main steps: i) text pre-processing; ii) word vectorization; iii)

network creation; and iv) word ranking and keyword extraction.

1. Pre-processing : This phase comprises the required steps to conveniently pre-process

the datasets. This step encompasses sentence segmentation, stopword removal and

text stemming. In Section III A, we provide a brief description of the pre-processing

steps we applied.

2. Word vectorization: we considered the embeddings models to represent the words.
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The embeddings are important for identifying similar words that do not co-occur in

the text. Section III B provides a detailed explanation of the word embedding methods

used in this work.

3. Network creation: We modeled the documents as word co-occurrence networks, where

nodes represent words and edges are established based on the neighbors of each word.

We also considered “virtual” edges, which were generated based on the similarity

between two words. The similarity is computed based on the word vectorization. This

is an essential step for capturing long-range, semantical relationships. In Section III C,

we explain the adopted methodology for network creation.

4. Keyword extraction: We used several network centrality measurements to rank the

words for each document. Such measurements are used to give an importance value

or relevance weight to each node from the network. The top N ranked words were

considered keywords. Section III D describes the keyword extraction step.

The workflow we considered for keyword extraction is shown in Figure 1.

A. Pre-processing steps

We applied some pre-processing steps before texts are represented as networks. We first

performed sentence segmentation. We defined a sentence as any text portion which is sep-

arated by a period, exclamation or question mark. This step is needed because BERT

embedding model requires the input documents to be separated into sentences. Next, we

removed stopwords and punctuation marks. We finally applied text stemming to the remain-

ing words so that words are converted into their singular, infinitive form. This is important

to map related words into the same node. We did not consider text lemmatization because

reference keywords from datasets were in their stemmed form.

B. Word vectorization using word embeddings

Word embeddings models are a set of methods to represent words as dense vector repre-

sentations. The idea behind these models is that words having similar meaning should have

similar vector representations [31]. Word embeddings have been successfully used for several
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FIG. 1: Architecture of our system for graph-based keyword extraction. The first step
consists of pre-processing the input texts. Next, we obtain the vector representation of the

words from the pre-processed datasets. Then co-occurrence networks are constructed
considering two edges types (co-occurrence and embedding (virtual) edges). Several

centrality measurements are calculated to rank words. Finally, the top-ranked words are
considered as keywords for each document.

text applications such as information retrieval, question answering, document summariza-

tion and text classification [8, 23, 37]. Here we use embeddings to establish links between

similar nodes that do not co-occur in the text. The adopted method for including embedding

edges as well as the construction process of the networks is described in Section III C.

There is a myriad of approaches to representing words as vectors. Methods to create word

vectors include approaches based on neural networks, dimension reduction and probabilistic

theory [2]. Here we employed the following methods:

• Word2Vec: This method is one of the first models to represent words as vectors [31].

Given a corpus, Word2Vec analyzes the words of each sentence and tries to pre-

dict neighbor words. For example, in the sentence “The early bird catches the X”,

Word2Vec can predict that the next word X is “worm”, based on the previous context.

This model uses a neural network with a single hidden layer. The neural network is

trained with the documents of the corpus, then, for a given word α, it is calculated

the probability that each word of the vocabulary is a neighbor of α. Once the network

7



is trained, the model uses the weights of the hidden layer. as word vectors. Before the

training stage, we defined different dimensions (d) for the word vectors. We generated

vectors with 100 ≤ d ≤ 1, 000. Despite its simplicity and efficiency for various appli-

cations, Word2Vec has a significant weakness: it generates a unique vector for each

word, regardless of word meaning and context, and this can generate noisy vectors,

especially when representing ambiguous words. For example, the word “apple” will

have the same associated vector regardless of whether it refers to the apple fruit or the

Apple technology company. The BERT model addresses this problem as it generates

different vectors for each word by taking into account the context in which the word

appears.

• Bidirectional Encoder Representations from Transformer (BERT): This model creates

representations using the context appearing before and after the target word. Then,

once previously trained, it can be fine-tuned for several specific tasks [16]. BERT uses

a multilayer model of transformers (self-attention modules), and these structures allow

learning attention weights of each word appearing before and after the target word.

The model is pre-trained in two unsupervised tasks. In the first task, the model hides

a percentage of the input tokens (words), and then it learns how to predict them. In

the second task, the model selects two sentences, and then it predicts whether they

are consecutive or not. Once the model has been pre-trained, it can be adjusted in

a different task via a fine-tuning of parameters. We used this model to get the word

vector representations of the keyword extraction datasets. We used the pre-trained

model of BERT, which was previously trained over millions of texts. For each sentence,

we then obtained the representative vectors of the words composing that sentence. In

this sense, each occurrence of the same word is represented by a different vector. The

context of each occurrence is used to generate the vectors.

Recently, a large number of word embedding algorithms have been proposed to math-

ematically represent words and text segments. In this work, we used Word2Vec for being

one of the first word embeddings models that were proposed as an improvement to the

traditional vector space models. Furthermore, Word2Vec is a simple model whose training

stage is fast compared to other techniques. Word2Vec has also been used quite successfully

for small and large datasets. BERT is one of the first models to offer significant gain in
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performance compared to several models based on Word2Vec. Such gain lies in the fact that

BERT and related models are capable of producing various vector representations of a word

according to its context. In this sense, BERT is able to capture the polysemy of a word,

which typically results in more accurate feature representations [16].

C. Network construction

After the pre-processing steps are applied, a graph representation is created. The motiva-

tion for representing text as complex networks is the simple, yet competitive and interpretable

results obtained in related text analysis tasks [1, 6, 13, 14]. The adopted graph represents

each word as a node. For the creation of the edges between two words, we defined two edges

types: edges based on the neighborhood relationship of two words (co-occurrence edges),

and edges based on the semantic similarity of the words (embedding edges). Differently

from previous approaches, here we establish long-range edges that can not be obtained from

adjacency relationships alone. This approach is a way to link words that are semantically re-

lated but do not share the same stem. For co-occurrence edges, the following procedure was

applied: we first defined a window value of size w. Edges linking two nodes are established

for all words coexisting within the window. To build all edges, the window slides along the

document. Figure 2 shows an example of edge formation. Here we considered w = {1, 2, 3}.
Larger values of w were not considered in order to avoid a large complexity in the compu-

tation of network measurements. We also did not observe, in preliminary experiments, a

significant performance gain when considering larger contexts.

FIG. 2: Example of how to find neighbors of a word for creating co-occurrence edges. In
the sentence extracted from Wikipedia, we defined the neighbors of “province” according

to a predefined window. If w = 1, the immediate left and right side words (“the” and
“and”) are considered. The window length w = 3 includes the three words at the left and

right side of the reference word “province”: “located”, “in”, “the”, “and”, “the”, and
“eponymous”.
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After the construction of the networks considering the co-occurrence relationships, the

next step is the addition of edges established via embeddings similarity. This type of edge

will also be referred to as virtual edges. Let Et be the number of traditional co-occurrence

edges. The number of virtual edges included is Ev = PEt. Here we considered a small

percentage P of additional edges, with 0 ≤ P ≤ 1. The included virtual edges are the

EV most similar ones, according to the cosine similarity index. This strategy of enriching

complex networks has been useful to provide more information in related applications [34,

36]. This is particularly useful in short texts [36]. We did not include more edges to

avoid the complexity of analyzing denser networks. In addition, we did not find significant

improvement in performance when the network is strongly connected.

D. Network characterization

The final step consists in using centrality measurements to rank the words according

to the topological significance of the nodes from the network. Therefore, the best-ranked

words (nodes) are chosen to be part of the resulting keyword list of the document. Cen-

trality measurements are used to identify the most relevant nodes in a network. They are

structural (or dynamical) attributes that indicate how central is a node according to a spe-

cific criterion. The identification of central nodes has been successfully used for various

text applications. For example, [42] used several traditional network measurements to iden-

tify the most important sentences in a sentence network. [44] modeled documents as word

co-occurrence networks and used several centrality measurements to rank the words for the

keyword extraction task. The network measurements were also used as features for classifica-

tion and authorship attribution tasks. For example, [34] represented literary books as word

co-occurrence networks and the centrality measurements of the most frequent words were

considered as feature vectors. Then the selected vectors were used in a machine learning al-

gorithm for authorship identification. Here, we evaluated traditional network measurements

and their weighted versions. We also considered the accessibility metric owing to its relative

success in text analysis [42]. Apart from the degree, we refer to the weighted version of

metric X as X(w).

1. Degree (k) and strength (s): The node degree of a node is the number of edges that

are connected to that node. In the case of weighted networks, the strength represents
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the sum of the weights of all the edges that are connected to the reference node.

2. PageRank (π): This measurement considers a node i as relevant if it is connected to

other relevant nodes. The PageRank can be computed in a recursive way:

πi = γ
∑

j

aij
πj
kj

+ β, (1)

where γ and β are used as damping factors, with 0 ≤ γ ≤ 1 and 0 ≤ β ≤ 1 [26]. We

also used a variation of this measurement that is based on the eigenvector centrality

Eigenvector centrality (EV ).

3. Betweenness (B): This metric is computed as the portion of shortest paths between

two nodes that pass through a reference node. The betweenness centrality quantifies

the relevance of a node to disseminate information [9]. It can also be used to identify

words that are relevant even when they are not frequent [3].

4. Closeness (C): This measurement tries to detect the nodes that can efficiently spread

information through a network. It is defined as Ci = N
∑

j 1/dij, where dij is the

distance between i and j, and N is the number of nodes in the network. Nodes

having high closeness value will have the shortest distances to all other nodes [35].

Distance-based measurements have also been used to analyze texts [3].

5. Accessibility (A(h)): The accessibility metric quantifies the number of accessible nodes

from an initial node using self-avoiding random walks of length h [43]. Nodes having

a high accessibility also have effective access to more neighbors. This metric considers

both the number of nodes at a given distance and the transition probabilities between

the source and neighbor nodes. The accessibility can be evaluated considering different

hierarchy levels. The levels can be set by specifying the length h of the random

walks [43]. To compute this metric for a reference node i, we first define p(h)(i, j) to

denote the likelihood of reaching a node j from an initial node i in a self-avoiding

random walk of length h. Then, the accessibility of i is defined as the exponential of

the true diversity of p(h)(i, j):

A
(h)
i = exp

(
−
∑

j

p(h)(i, j) log p(h)(i, j)

)
. (2)
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This measurement has been used in several contexts to analyze texts, including in

stylometric and semantic tasks [38].

We used each centrality measurement to assign different importance values for each word.

Then, the centrality values were used to rank the words. Therefore, the adopted methodology

generated various word rankings according to the chosen network metrics. In Section IV,

we reported the performance obtained for each network metric. After the word ranking step

is performed, we selected the N best-ranked words, where N is the number of reference

keywords.

E. Dataset

We used publicly available datasets including the source texts and their gold-standard

keywords defined by experts. The following datasets were chosen for their variability in size

and sources. The Hult-2003 contains title, keywords, and abstracts from scientific papers

published between 1998 and 2002 [21]. The documents were extracted from the Inspect

Database of Physics and Engineering papers [21]. This dataset contains 500 abstracts as

well as the set of keywords that were assigned by human annotators. The average size of

the documents from this dataset is about 123 words. The Marujo-2012 dataset comprises

450 web news stories on subjects such as business, culture, sport, and technology [28]. The

mean document size is 452 words. Finally, we also used the Semeval-2010 [24]. This dataset

comprises scientific papers that were extracted from the ACM Digital Library. We considered

the full content of 100 papers and their corresponding keywords assigned by both authors

and readers [24]. The average document length is 8, 168 words. In Table I we provide a

summary indicating the main attributes of each dataset.

TABLE I: Statistical information from datasets for the keyword extraction task. |D|
represents the number of documents. We also show the average number of tokens (〈W 〉),

sentences 〈S〉) and vocabulary size (〈U〉). 〈K〉 is the average number of reference keywords
assigned per document.

Dataset Description |D| Wavg Uavg Savg Kavg

Hult-2003 Paper abstracts 500 123.12 73.25 5.14 18.83
Marujo-2012 Web news stories 450 452.36 223.33 20.74 52.79

SemEval-2010 Full papers 100 8168.49 1387.47 393.80 23.34

12



IV. RESULTS AND DISCUSSION

In this section, we analyze whether our hypothesis that the inclusion of virtual edges can

improve the performance of co-occurrence networks in detecting keywords. In Section IV A,

an analysis of the effect of parameter variation on the performance is provided. In Sec-

tions IV B and IV C, we detail the results obtained with Word2Vec and BERT, respectively.

Finally, we show in Section IV D a summary of the obtained results.

A. Parameter analysis

In this section, we investigate whether the proposed extension of traditional word adja-

cency networks can lead to optimized results. In this section, we analyze if the performance

is improved when we vary the model parameters. We are particularly interested in the

performance analysis when varying both the window length (w) and the number of virtual

edges (P ). We focus our analysis on the results obtained for the Word2vec model, since

similar results have been found with BERT (see next sections).

In Figure 3 we show, for the Hult-2003 dataset, the performance obtained for different

network metrics. We considered distinct model parameters, with the window length being

represented by different curves and P represented on the x-axis. The effect of considering

edge weights was also considered. Note that the traditional word adjacency (unweighted)

model is represented by dotted blue curves. The results observed in this dataset reveal

that the best results are achieved with the largest window (w = 3) for all of the considered

metrics. This means that a wider context does provide a better model for detecting keywords.

Concerning the comparison of weighted and unweighted metrics, the best result considering

all parameter combinations is always achieved with the unweighted version of the metrics.

Most importantly, we also see that, considering the largest context and the unweighted

version (w = 3), the inclusion of additional edges is also able to improve the performance of

the methods. In all considered unweighted measurements, the inclusion of a few virtual edges

can lead to optimized results. Interestingly, one should observe though that the inclusion of

a large number of edges can cause a loss of relevant information. Whenever P > 0.60, the

performance tends to decrease. The results observed in the figures also show that the best

accuracy rates occurs typically for 0 ≤ P ≤ 0.20.
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FIG. 3: Comparison of the performance of each centrality measurement based on the
Word2Vec model for the Hult-2003 dataset. For all subplots except the Accessibility

metric, the blue lines represent unweighted measurements, while the red lines are weighted
measurements. In the case of the Accessibility centrality, the blue lines describe the A(1)

metric and the red lines represent the A(2) metric. We also evaluated the window length
(w = {1, 2, 3}) for the network creation step: dotted lines are used when the value w = 1 is

established, while thicker lines represent values for larger values of w.

When analyzing the Marujo-2012 dataset (see Figure 4), some differences can be observed.

While the inclusion of virtual edges can improve the results of some models, one observes

that the best results are obtained with the largest window length. Conversely, the role of

including additional edges depends on the considered model. For both degree and PageRank,

the best results were found with the weighted version and the largest window (w = 3) (see

the red curve). In this case, the inclusion of additional edges hampers the performance.

For all other metrics, the best results were found with the largest window length and the

unweighted version when a small percentage of edges is included.

When one observes the results for the SemEval-2010 dataset in Figure 5, all best results

were found with the unweighted version of the model considering w = 3. However, differ-

ently from the other datasets, for almost all metrics the inclusion of virtual edges does not

improve the performance of the keyword detection. The performance with PageRank and

14



FIG. 4: Comparison of the performance of each centrality measurement based on the
Word2Vec model for the Marujo-2012 dataset. For all subplots except the Accessibility
metric, the blue lines represent unweighted measurements, while the red lines stand for

measurements based on weights. In the case of the Accessibility centrality, the blue lines
describe the A(1) metric and the red lines represent the A(2) metric. We also evaluated the

window length (w = {1, 2, 3}) for the network creation step: dotted lines are used when
the value w = 1 is established, while thicker lines represent values for w larger than 1.

closeness are not positively affected by the inclusion of virtual edges, when analyzing the blue

curves with the highest performance. The degree, eigenvector centrality and accessibility are

negatively affected if several virtual edges are included. Surprisingly, the informativeness of

the model even disappears when more than 50% of virtual edges are included for the eigen-

vector centrality. The betweenness centrality seems to be the only metric being improved –

marginally – when virtual edges are included.

All in all the results show that the parameter behavior seems to depend on the considered

dataset. In short texts (Hult-2003), the importance of including virtual edges is clearly

observed. This happens because when short texts are modeled as co-occurrence networks,

the generated line is almost a graph line. As a consequence, the topological information is

not able to detect keywords, since all concepts will have the same topological information. In

this case, the use of virtual edges is essential to identify the hidden information in short texts.
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FIG. 5: Comparison of the performance of each centrality measurement based on the
Word2Vec model for the SemEval-2010 dataset. For all subplots except the Accessibility
metric, the blue lines represent unweighted measurements, while the red lines stand for

measurements based on weights. In the case of the Accessibility centrality, the blue lines
describe the A(1) metric and the red lines represent the A(2) metric. We also evaluated the
use of windows (w = {1, 2, 3}) for the network creation step: dotted lines are used when
the value w = 1 is established, while thicker lines represent values for w larger than 1.

Therefore, the results suggest that the proposed methodology can be useful to analyze short

texts. Despite the above differences, the optimized results are almost always obtained when

using a large window length (w = 3). The weighted metrics did not provide a significant

gain in performance over their unweighted versions.

B. Performance analysis using the Word2Vec model

Table II depicts the results of the evaluation of the Word2Vec model considering 100, 300

and 500 dimensions (result not shown). We did not include the results obtained with larger

dimensions because the observed performance decreases compared to smaller dimensions.

We also show the performance of each vector size when the window parameter (w) was

considered. For each measurement, we also show the percentage of embedding edge insertion
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that yielded the highest accuracy rates (P ) and the highest accuracy observed with the

proposed model (Acc.). We defined two additional quantities Γ1 and Γ2, which are defined

as

Γ1 =
Acc− Acc(tr)

Acc(tr)
, (3)

Γ2 =
Acc− Acc(w)

Acc(w)
. (4)

Acc(tr) corresponds to the accuracy obtained with the traditional co-occurrence model [41]

(i.e, our model with P = 0 and w = 1). Acc(tr) corresponds to accuracy obtained with the

model considering only co-occurrence links [44] (i.e., our model with P = 0). Thus, Γ1 and

Γ2 quantify the gain in performance when important features of the model are disregarded.

According to the results shown in Table II, for the Hult-2003 dataset, the vectors having

d = 300 dimensions yielded the highest accuracy rates in most cases. Considering d = 300,

the most important results were reached when the percentage of embedding edge insertion

was low (less than 10%). However, for dimensions greater than 300, values of P between 0%

to 26% yielded high accuracy rates. Conversely, there are some exceptions where percentages

of virtual edges larger than 50% yielded the best performance. Regarding the parameter w,

in most cases, the best results are reached when the parameter w = 3 is considered.

In the case of the Marujo-2012 dataset, Table II shows that, generally, d = 100 dimen-

sions are the optimal size for the word vectors. We also observed that the typical optimal

percentage of addition of embeddings type edges did not exceed 7%. However, there are

some exceptions when high values of P lead to a higher accuracy. However, for these cases

(B(w) and C(w) metrics), the addition of edges does not outperform the results obtained

with the respective unweighted version of these metrics. Once again the largest context size

typically achieved the best performances for the Marujo-2012 dataset. The weighted version

of the PageRank (π(w)) obtained the highest accuracy rate (with k = 100, w = 3, and 0%

of insertion of embedding edges).

Table II also revealed that d = 100 and d = 300 dimensions of the word vectors achieved

the best accuracy rates for the SemEval-2010 dataset. The edge addition percentages that

achieved the best results were higher compared to previous datasets. Such percentages

included values ranging between 0 and 45%. However, for the closeness metric (C(w)), the

optimal value of P was even higher, reaching 64%. Despite this higher level of embedding
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TABLE II: Performance based on the Word2Vec model for edge embedding creation. Acc.
represents the highest accuracy rate for the considered set of parameters. For this analysis,

we experimented with different dimensions (d) of the embedding vectors.

d = 100 d = 300 d = 500

Dataset Meas. P w Γ1 Γ2 Acc. P w Γ1 Γ2 Acc. P w Γ1 Γ2 Acc.

Hult-2003

k 2 3 0.03 0.01 0.5280 1 3 0.04 0.01 0.5296 2 3 0.04 0.02 0.5288

s 0 3 0.03 – 0.5184 0 3 0.02 – 0.5209 0 3 0.03 – 0.5223

π 2 3 0.04 0.01 0.5274 2 3 0.04 0.01 0.5283 2 3 0.04 0.01 0.5282

π(w) 0 3 0.03 – 0.5178 0 3 0.03 – 0.5216 0 3 0.04 – 0.5237

B 8 3 0.05 0.01 0.5030 10 3 0.05 0.02 0.5070 7 3 0.04 0.01 0.5036

B(w) 22 2 0.03 0.03 0.4876 49 2 0.04 0.04 0.4873 25 2 0.04 0.04 0.4882

C 3 3 0.06 0.01 0.5063 7 3 0.06 0.02 0.5098 5 3 0.06 0.02 0.5094

C(w) 26 2 0.04 0.04 0.4879 45 2 0.05 0.05 0.4860 31 2 0.05 0.05 0.4875

EV 6 3 0.09 0.02 0.5173 4 3 0.09 0.02 0.5169 5 3 0.09 0.02 0.5154

EV (w) 1 3 0.08 – 0.4999 1 3 0.08 – 0.4992 0 3 0.09 – 0.4995

A(1) 5 3 0.05 0.02 0.5199 6 3 0.05 0.03 0.5200 6 3 0.06 0.02 0.5198

A(2) 2 3 0.04 0.01 0.4880 2 3 0.03 – 0.4872 3 3 0.03 0.01 0.4866

Marujo-2012

k 2 3 0.01 0.01 0.5275 4 3 0.01 – 0.5247 2 3 0.01 – 0.5278

s 0 3 0.01 – 0.5279 0 3 0.01 – 0.5270 0 3 0.01 – 0.5276

π 4 3 0.02 0.01 0.5258 4 3 0.02 0.01 0.5262 5 3 0.02 0.01 0.5266

π(w) 0 3 0.01 – 0.5289 0 3 0.01 – 0.5278 0 3 0.01 – 0.5286

B 5 3 0.03 – 0.5195 4 3 0.02 – 0.5185 4 3 0.03 – 0.5193

B(w) 43 1 0.01 0.01 0.5029 99 1 0.01 0.01 0.5055 31 1 0.01 0.01 0.5031

C 7 3 0.03 0.01 0.5143 9 3 0.03 0.01 0.5136 19 3 0.03 0.01 0.5141

C(w) 87 2 – – 0.4931 100 2 0.01 0.01 0.4937 77 2 – – 0.4923

EV 7 3 0.04 – 0.5160 6 3 0.04 – 0.5151 6 3 0.04 – 0.5155

EV (w) 0 3 0.03 – 0.5095 0 3 0.03 – 0.5091 0 3 0.03 – 0.5105

A(1) 1 3 0.01 – 0.5275 4 3 0.01 – 0.5274 2 3 0.01 – 0.5275

A(2) 5 3 0.01 – 0.5094 5 3 0.01 – 0.5081 3 3 0.01 – 0.5097

SemEval-2010

k 0 3 0.09 – 0.4140 10 3 0.09 0.01 0.4140 2 3 0.10 – 0.4144

s 0 3 0.09 – 0.4039 0 3 0.09 – 0.4024 0 3 0.09 – 0.4035

π 0 3 0.09 – 0.4177 1 3 0.09 – 0.4181 48 3 0.09 – 0.4185

π(w) 3 3 0.10 – 0.4111 0 3 0.11 – 0.4103 1 3 0.10 – 0.4106

B 74 3 0.10 0.03 0.4100 45 3 0.10 0.03 0.4106 43 3 0.10 0.03 0.4104

B(w) 26 1 0.01 0.01 0.3521 5 1 0.02 0.02 0.3452 23 1 0.01 0.01 0.3458

C 46 3 0.10 0.01 0.4179 35 3 0.11 0.02 0.4208 35 3 0.11 0.02 0.4200

C(w) 64 1 0.02 0.02 0.2743 93 1 0.01 0.01 0.2690 50 1 0.01 0.01 0.2682

EV 13 3 0.08 – 0.4011 0 3 0.08 – 0.4007 0 3 0.08 – 0.4007

EV (w) 0 3 0.08 – 0.3807 0 3 0.09 – 0.3820 0 3 0.09 – 0.3835

A(1) 0 3 0.08 – 0.4088 0 3 0.08 – 0.4099 7 3 0.08 – 0.4083

A(2) 29 2 0.09 0.06 0.3450 42 2 0.11 0.07 0.3509 36 2 0.10 0.07 0.3437
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enrichment, this metric obtained a poor performance when compared to all other results.

Concerning the context parameter for co-occurrence links, both w = 1 and w = 3 achieved

the highest accuracy rates. For the SemEval dataset, the closeness measurement (C) reached

the best performance (with d = 300, w = 3, and P = 35%).

In conclusion, we found that d ≤ 300 yields competitive performance for the considered

datasets. When larger values of d were considered, the accuracy rates did not significantly

improve. We also observed that the performance can be improved in several scenarios when

larger window length and/or the inclusion of virtual edges are considered.

C. System performance analysis using the BERT model

In this section, we discuss the results we obtained considering the word vectors produced

by the BERT model [16]. Because in this model each occurrence of the same word is

represented by different vectors, we had to adapt our methodology concerning the insertion

of virtual edges. We adopted two approaches to compute the similarity between two words.

In the first approach (BERTSim1), the word is represented by averaging the corresponding

vector observed in each occurrence. In the second approach (BERTSim2), the similarity

sim(a, b) between nodes a and b is computed as:

sim(a, b) =
1

fafb

∑

k

∑

l

cos(v
(a)
k , v

(b)
l ), (5)

where v
(a)
k is the k-th vector representation of word a, cos is the cosine similarity and fa is

the frequency (i.e. number of occurrences) of a. The results obtained for both approaches

are depicted in Table III. The results are shown in terms of w and P .

Concerning the Hult-2003 dataset, the BERTSim1 approach achieved the highest ac-

curacy rates in most cases. However, for various situations, the best results are obtained

without using virtual edges or when P is lower than 6%. Only for the weighted closeness

metric, the percentage of edge addition was quite high (84%). As for the window length,

w = 1 and w = 3 generally yielded the highest performance. The accessibility metric con-

sidering one hierarchy level (A(1)) achieved the best performance for the Hult-2003 dataset

(BERTSim1 approach and w = 3)

The results revealed that the BERTSim1 approach outperformed the BERTSim2 ap-
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TABLE III: Performance based on the BERT model for edge embedding creation. Acc.
represents the highest accuracy rate for the considered set of parameters. For this analysis,

we experimented with different values of window length and fraction of included virtual
edges.

BERTSim1 BERTSim2

Dataset Meas. P w Γ1 Γ2 Acc. P w Γ1 Γ2 Acc.

Hult-2003

k 2 3 0.02 – 0.5163 0 3 0.03 – 0.5199

s 0 2 0.04 – 0.5069 0 3 0.04 – 0.5033

π 0 3 0.03 – 0.5235 0 3 0.03 – 0.5224

π(w) 0 3 0.04 – 0.5080 0 3 0.04 – 0.5065

B 3 3 0.03 – 0.4973 0 3 0.03 – 0.4957

B(w) 9 2 – – 0.4727 0 1 – – 0.4755

C 6 3 0.04 0.01 0.5016 0 3 0.04 – 0.4984

C(w) 84 1 0.01 0.01 0.4737 3 1 0.01 0.01 0.4722

EV 5 3 0.08 0.01 0.5097 1 3 0.07 – 0.5057

EV (w) 2 3 0.06 0.01 0.4945 0 3 0.05 – 0.4839

A(1) 0 3 0.03 – 0.5318 0 3 0.03 – 0.5328

A(2) 5 1 0.02 0.01 0.4859 0 3 0.02 – 0.4854

Marujo-2012

k 7 2 0.01 – 0.5256 2 3 0.01 0.01 0.5246

s 2 2 0.01 – 0.5208 0 3 0.01 – 0.5201

π 2 2 0.01 – 0.5232 3 2 0.01 – 0.5227

π(w) 0 2 0.01 – 0.5183 0 2 0.02 – 0.5179

B 0 3 0.02 – 0.5174 0 3 0.02 – 0.5173

B(w) 67 2 0.01 0.01 0.5095 67 2 0.01 0.01 0.5081

C 5 3 0.03 0.01 0.5146 7 3 0.03 – 0.5126

C(w) 86 2 0.02 0.02 0.5066 72 2 0.01 – 0.5027

EV 11 3 0.04 0.01 0.5177 9 3 0.04 – 0.5147

EV (w) 3 3 0.04 – 0.5096 2 3 0.03 – 0.5061

A(1) 2 2 0.01 – 0.5223 4 3 0.01 – 0.5224

A(2) 8 3 0.01 0.01 0.5043 2 2 0.01 – 0.5032

SemEval-2010

k 1 3 0.09 – 0.4141 8 3 0.09 – 0.4137

s 0 3 0.07 – 0.4023 2 3 0.07 – 0.4087

π 0 3 0.09 – 0.4177 0 3 0.09 – 0.4177

π(w) 0 3 0.08 – 0.4103 1 3 0.09 – 0.4208

B 3 3 0.07 – 0.3989 7 3 0.08 0.01 0.4012

B(w) 63 1 0.03 0.03 0.2436 4 1 – – 0.2759

C 1 3 0.10 0.01 0.4165 20 3 0.10 0.01 0.4167

C(w) 91 3 0.28 0.04 0.1917 9 3 0.03 – 0.2052

EV 1 3 0.09 – 0.4022 0 3 0.08 – 0.4007

EV (w) 0 3 0.07 – 0.3861 5 3 0.09 0.01 0.3962

A(1) 2 1 0.01 0.01 0.2830 0 1 – – 0.2786

A(2) 1 1 – – 0.0228 5 1 0.06 0.06 0.0237
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proach for the Marujo-2012 dataset. We observed that the optimal percentage of edge

insertion is typically lower than 15%, but in particular cases, it reached high values between

67% and 86% (for the weighted versions of betweenness and closeness metrics). Regarding

the window length, the best results were obtained for w ≥ 2. The node degree (k) central-

ity obtained the highest accuracy rate considering the following parameters: BERTSim1

approach, w = 2, and a percentage of P = 7% for the fraction of virtual edges.

Unlike the other datasets, the BERTSim2 approach performed slightly better than the

BERTSim1 method for the SemEval-2010 dataset. The optimal value of the edge addition

percentage in most cases was less than 20%. Higher values of P , however were used for

both weighted versions of Betweenness and Closeness. Once again, the best results were

obtained with window length w = 3. For the SemEval-2010 dataset, the PageRank metric

(π) performed better than the other centrality measurements considering the BERTSim2

approach and w = 3.

D. Summary of results and discussion

Table IV displays the highest accuracy rates (Acc.) of Word2Vec and BERT embedding

models for each dataset. We also show the values of each parameter that achieved the best

performances. We considered the following parameters relevant to our research: optimal

dimension d of the vectors produced by Word2Vec, and the best approach (Appr.) employed

to calculate the similarity between multiple vectors generated by BERT for the same word.

Most importantly, the parameters affecting the network construction (w and P ) are also

reported.

All in all, our results revealed that both Word2Vec and BERT methods have a simi-

lar performance. For the Hult-2003 dataset, the BERT-based methods were slightly better

than Word2Vec, while for the Marujo-2012 dataset, the Word2Vec-based methods outper-

formed the BERT-based methods. Conversely, for the SemEval-2010 dataset, the results

of both approaches displayed similar performance. This result allows the use of both tech-

niques based on the desired property of the chosen embedding method. The training of the

Word2Vec model is quite fast and has been successfully used for representing documents

for different text applications. However, here we needed to detect the optimal size of the

vectors. Word2Vec also generates a single vector for a word, regardless of the context of
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TABLE IV: Summary of the best results based on accuracy rate (Acc.) for both Word2Vec
and BERT models. % represents the optimal fraction of included virtual edges, d is the

embedding dimension, and w is the context size adopted to construct co-occurrence
networks.

Word2Vec model
Dataset d w % Meas. Acc.
Hult-2003 300 3 1 k 0.5296

Marujo-2012 100 3 0 π(w) 0.5289
SemEval-2010 300 3 35 C 0.4208

BERT model
Dataset Apr. w % Meas. Acc.
Hult-2003 Sim2 3 0 A(1) 0.5328

Marujo-2012 Sim1 2 7 k 0.5256
SemEval-2010 Sim2 3 1 π(w) 0.4208

the words. Training documents with BERT is computationally more expensive, especially

for larger datasets comprising large documents. However, the main advantage of BERT is

that it generates several vectors for a word according to the number of contexts in which

the word is used. This fact can lead to enhanced representations and improved performance

in different datasets.

Concerning the network creation parameters, we found the best results with Word2vec

considered vectors comprising typically less than 500 dimensions. In the BERT approach, the

two approaches proposed to handle multiple word vectors for the same concept – namely

BERTSim1 and BERTSim2 – had a similar performance. However, the BERTSim2

approach requires a higher computational cost, especially when analyzing large documents.

The experiments also showed that in most cases the percentage of addition of virtual edges

is typically not very high. The performance of each system considerably decreases when

high percentages of addition of virtual edges are considered. In conclusion, we showed – as

a proof of principle – that the combination of further window length in the co-occurrence

model and virtual edges can improve the quality of the keyword detection [44].

V. CONCLUSION

Identifying keywords is an important task in many text mining applications. In this

paper, we addressed this problem by generating different representations for a text using co-

occurrence networks. We considered two variations of the word adjacency model: the number
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of words that can be connected within the same context, and the fraction of virtual edges

used to connect similar words. For each generated network, we evaluated several centrality

measurements, including a generalization of the node degree centrality considering a network

dynamics [43].

Our results revealed that the optimal window length in the co-occurrence network is

w = 3, while the fraction of embeddings/virtual edges yielding the best results is typically

not high. We also observed that the node degree, PageRank, and accessibility metrics

reached the highest accuracy rates for the three datasets. The unweighted versions of the

traditional measurements turned out to provide better performance than their weighted

counterparts in almost all cases.

Our results showed, as a proof of principle, that using virtual edges can improve the

informativeness of co-occurrence networks for the keyword detection task. Given that the

informativeness of the characterization can be improved in the adopted representation, we

believe that the inclusion of virtual edges could be useful in other network classification sce-

narios, such as in name disambiguation [4]. The proposed methodology could be improved

by including other model components. For example, edges weight modeling could be im-

proved if both co-occurrence frequency and semantic similarity are combined, for example,

via linear operations.

Another source of improvement to the model could arise if synonyms are handled before

the creation of the networks. In this way, words with similar meanings would be represented

by a single node, so as to avoid redundancy in the co-occurrence networks. This could be

done by taking advantage of the vectors generated by BERT, for example. Finally, our

approach is limited to finding unigram keywords (keywords composed of a single word). A

more general approach could consider keywords comprising two or more words.
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6.1 Motivation

This paper aims to address an important challenge in natural language processing, which
is the identification of significant concepts in unstructured data. This task is crucial for many
practical applications, such as text classification, information retrieval, and knowledge discovery.
In particular, the study investigates the performance of keyword extraction methods (KE), which
are used to automatically identify and extract the most important words or phrases from a text.
We note that while there are many existing methods for KE, few studies have explored the impact
of text size on their performance, which is an important consideration given that many texts are
short and do not provide enough context for accurate keyword extraction.

In our previous work (QUISPE; TOHALINO; AMANCIO, 2021), we developed a word
co-occurrence network-based methodology for authorship attribution, where we analyzed literary
books of varying sizes. We found that the performance of our algorithms decreased as the size of

https://arxiv.org/abs/2301.06168
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the text segments reduced, while excellent results were achieved with very large text segments.
Motivated by this, we proposed a novel approach to keyword extraction based on citation
networks and community detection algorithms. We avoided traditional word co-occurrence
networks, which are better suited to larger texts. Our method uses the references of each paper’s
abstract to construct a citation network for the entire dataset. We then use this citation network
as a source of external information to assist our keyword extraction method. Our approach is
novel and different from previous methods, as we leverage citation networks to obtain more
comprehensive information on each paper’s content.

6.2 Contributions
This paper explores the impact of text size on the performance of keyword extraction

(KE) methods, which is critical for various practical applications. We adopted a network-based
approach to evaluate whether keywords extracted from paper abstracts are compatible with
keywords extracted from full papers. We employed a community detection method to identify
groups of related papers in citation networks and then used these paper clusters to extract
keywords from abstracts. The findings suggest that using different sources of information to
extract keywords can lead to significant differences in performance. This study also found that
citation networks and alternative methods that do not rely on citations demonstrated suboptimal
performance. Further research is necessary to investigate whether the observed variations may
lead to discrepancies in the analysis of document similarity networks. We suggested several
ways to potentially enhance the performance of clustering methods for keyword extraction, such
as the incorporation of text embeddings by integrating citation and text-based information when
creating paper networks, and implementing synonym handling during the generation of reference
keywords. Future studies should explore the impact of text size and source of information on
KE methods for different types of data, as well as the impact of reference keyword quality.
Additionally, future research could investigate the potential of using machine learning models to
improve keyword extraction accuracy.



Using citation networks to evaluate the impact of text size on the

identification of relevant concepts

Jorge A. V. Tohalino

Institute of Mathematics and Computer Science,

University of São Paulo, São Carlos, SP, Brazil

Thiago C. Silva
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in various practical applications. Despite the large number of methods that have been put forth
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size on the performance of keyword extraction (KE) methods. In this study, we adopted a network-

based approach to evaluate whether keywords extracted from paper abstracts are compatible with

keywords extracted from full papers. We employed a community detection method to identify

groups of related papers in citation networks. These paper clusters were then employed to extract

keywords from abstracts. Our results indicate that while the various community detection methods

employed in our KE approach yielded similar levels of accuracy, a correlation analysis revealed

that these methods produced distinct keyword lists for each abstract. We also observed that

all considered approaches, however, reach low values of accuracy. Surprisingly, text clustering

approaches outperformed all citation-based methods. The findings suggest that using different

sources of information to extract keywords can lead to significant differences in performance, and

this effect can play an important role in applications relying upon the identification of relevant

concepts.

∗ diego@icmc.usp.br

1



I. INTRODUCTION

With the increasing availability of large amounts of textual content on the Internet, the

need for efficient analysis of texts has become imperative. Online textual data encompasses

a wide range of sizes and types, including books, encyclopedias and newspapers. In the last

few decades, user-generated content in the form of short texts has also grown exponentially.

Examples of such content include social media messages, product descriptions, online re-

views, as well research papers [21]. In order to summarize this large amount of information,

the task of keyword extraction (KE) has emerged as a crucial natural language processing

(NLP) application. The goal of KE is to identify the most informative and relevant words

or topics within a given document [39]. Keywords serve as a useful tool for users, allowing

them to quickly understand the overall content of the texts. Moreover, keyword extraction

plays an important role in various NLP applications, including text categorization, docu-

ment summarization, document tagging, recommendation systems, speech recognition, and

many more [21, 22].

The KE task has been the subject of numerous studies. These investigations can be

broadly classified into three categories: statistical methods, linguistic/syntactic approaches,

and graph-based methods. Different paradigms have also been used in a combined approach

for supervised classification, where the extracted features are employed in a machine learning

algorithm for a binary classification task [18]. While these methods have demonstrated

effectiveness in processing large texts, they present significant challenges when applied to

short texts with high sparsity [9].

The identification of keywords within short texts, specifically in scientific manuscripts,

poses a significant challenge, particularly when utilizing open scholarly datasets that only

provide the title and abstract as sources of textual information [17]. The challenge of extract-

ing keywords from short texts, particularly in the case of scientific papers, has motivated

the development of some approaches. One proposed method for addressing the sparsity of

abstracts is to group abstracts using clustering techniques [37]. This can be accomplished by

utilizing citations as a proxy for determining the similarity between papers, thereby circum-

venting the need for direct comparison of the short texts. Despite the use of such clustering

and other external information [9, 21], there is a lack of comprehensive studies comparing

the compatibility of keywords extracted from abstracts and full texts. The accurate repre-
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sentation of the semantic information present in scientific papers is crucial in many areas,

as it forms the foundation for many scientometric studies. Thus, this study aims to address

the following research questions:

1. To what extent are keywords extracted from abstracts similar to those extracted from

the corresponding full papers?

2. Is there consistency in the set of keywords extracted by distinct community detection

methods?

3. Does using citations result in superior performance as compared to directly assessing

abstract similarity via textual information?

We employed clustering methods to extract keywords from abstracts and compared them

with keywords extracted from the corresponding full texts. Using a citation network, we

evaluated the performance of various established community detection methods in identi-

fying groups of related papers for the purpose of keyword extraction. We also evaluated

clustering approaches that do not rely on citation information, including techniques based

on neural embeddings.

The study revealed several interesting results. All evaluated methods were found to have

a considerable discrepancy with keywords found in the full texts. We observed that cluster-

ing methods that rely solely on textual information outperformed those based on citation

networks, indicating that citations may not be an optimal proxy for semantic similarity.

Furthermore, our results indicate that the various community detection strategies evaluated

yielded similar performance levels, despite the observed differences in the set of keywords

identified by each approach.

In summary, our findings suggest that the quantity of information used to extract key-

words can strongly impact the performance of the task. Therefore, studies using similarity

networks should consider the use of full texts, when available, to provide more robust infor-

mation regarding topics extracted from paper networks.

The structure of this paper is as follows: In Section II, we present a comprehensive review

of the most pertinent studies in the area of keyword extraction. The proposed methodology

for extracting keywords from both short and long texts is outlined in Section III, which also

includes information regarding the adopted datasets. The main results are presented and
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discussed in Section IV. Finally, in Section V, we summarize with conclusions and suggest

potential perspectives for future research.

II. RELATED WORKS

The early works that addressed the keyword extraction problem focused on statistical

methods. The spatial distribution of words along the text is used to gauge words’ rele-

vance [7]. The most simple approach is based on word frequency, where words with higher

frequency values are considered keywords. However, these methods do not consider word

order, therefore, if the text is shuffled, a meaningless version of the text would generate

the same set of keywords. The combination of frequency and spatial distribution was then

proposed to address this issue via word clustering and entropy [7, 29]. The idea behind

these methods is that important words are commonly concentrated in certain parts of the

text, where the main topics are located. In this sense, irrelevant words are distributed regu-

larly along texts, while keywords present an uneven distribution and tend to form semantic

groups. Another improvement to frequency-based methods is the tf-idf approach, which

weights the importance of a word according to its frequency within a text and the frequency

along the dataset. The main advantage of these methods is that they are simple and do not

require an external corpus or knowledge of the language.

Graph-based methods have also been used approaches to model texts [23]. Several works

addressed the keyword extraction problem representing documents as word co-occurrence

networks, where two words are connected if they co-occur in a given context [40]. Centrality

metrics are then used to assign an importance value to each word. In [20], the authors

concluded that network metrics are able to successfully extract relevant words for the key-

word extraction task. They also highlighted that network-based approaches do not need the

use of external corpora and they are language independent. The use of word embeddings

and large contexts has also been useful in improving the quality of co-occurrence networks

when extracting keywords [40]. A different approach was proposed by [16], where commu-

nity detection methods were applied to a network of semantic relationships. The authors

used Wikipedia to establish the semantic relatedness between the words of the document.

According to [16], important words tend to be grouped into highly connected communities,

which are related to the main topics of the document.
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In order to address the keyword extraction problem in short texts, several works rely

on the use of semantics and background knowledge. According to to [9], extracting only

basic or straightforward features from the words is insufficient for finding keywords from

short texts. In [21], the authors remarked that text clustering approaches could also be

useful in addressing the semantic sparseness of short texts. These techniques enable the

clustering of related texts, thereby allowing for the extraction of more semantic information

by aggregating texts in the same cluster. [44] employed clustering algorithms to identify the

most relevant words for each cluster, operating under the hypothesis that texts with similar

topics contain similar keywords. Then, a graph-based approach was applied to each text

cluster; and the PageRank algorithm was used to extract keywords.

In [39], the authors proposed a method for selecting keywords based on the informative-

ness value of each word. This score was calculated at the corpus, cluster, and document

levels. At the corpus level, the informativeness was computed taking into account all the

documents, while at the cluster level, the word importance was calculated within a group

of related texts. The results from the previous steps were then used to compute the infor-

mativeness at the document level. This approach yielded a good performance for extracting

keywords.

Regarding graph-based techniques, several studies have enhanced TextRank [24] by incor-

porating different semantic relationships between words as node weights for the word ranking

algorithm. For instance, [22] used Wikipedia as an external knowledge base, while [21] em-

ployed the Word2Vec and Doc2Vec embedding models to compute the semantic similarity

between words.

While many works focus on extracting keywords either from short- and long-texts, here

we conduct a comparative analysis of well-established methods for extracting keywords from

both short and long texts. We focus on determining the compatibility of keywords extracted

from abstracts and those extracted from the full content of research papers.

III. MATERIAL AND METHODS

The framework proposed to extract keywords comprises the following main steps: i) text

pre-processing; ii) network construction; iii) community detection; iv) short texts keyword

extraction; and v) long texts keyword extraction. The steps are summarized below and
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illustrated in Figure 1.

1. Text pre-processing : this phase comprises the text-processing and vectorization steps.

The first step includes the removal of stopwords. The remaining words are stemmed

and the tf-idf approach is employed to obtain the vectorized form of the pre-processed

texts. Additional details on the pre-processing steps applied can be found in Sec-

tion III B.

2. Network creation: we first constructed a paper citation network, which is used for

short text keyword extraction. We also modeled the complete content of each paper

as word co-occurrence networks, which were used to extract keywords from long texts.

In Section III C, we describe the required steps for the creation of both network models.

3. Community detection: we applied community detection methods to the citation net-

works in order to find clusters of related papers (see Section IIID).

4. Short texts keyword extraction: this phase is responsible for the extraction of keywords

from short texts (paper abstracts). The clusters obtained in the previous step are used

in this phase. The relevance of each word is computed inside and outside communities.

We also proposed two methods for keyword extraction based on tf-idf and the K-Means

algorithm. The methods for short texts keyword extraction are described in Section

III E.

5. Long texts keyword extraction: to identify reference keywords, we used the complete

content of the papers as input from several well-known keyword extraction methods.

We evaluated methods based on word frequency, tf-idf, entropy, intermittency, BERT,

Yake and TextRank [1, 5, 7, 14, 24]. We also used a network approach based on

co-occurrence networks and centrality metrics to find keywords for long texts. These

networks were characterized using centrality metrics. A detailed explanation of the

adopted methodology is shown in Section III F.

A. Datasets

The following two datasets were used:
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FIG. 1: The workflow of the adopted keyword extraction system involves several stages.
The initial step is pre-processing of the text. Next, a citation network is constructed and
community detection algorithms are employed to extract keywords from short texts. For
comparative evaluation, we implemented both a tf-idf and K-Means approach. Both
approaches do not consider citations to cluster papers. In order to generate reference
keywords, we employed a combination of statistical and traditional keyword extraction
methods on the full texts. Additionally, we also evaluated a co-occurrence network

approach as an alternative method for keyword extraction.

1. Short texts KE dataset : we used the dataset collected in [37]. The authors retrieved the

information from 11,063 papers on the complex networks field. The data was obtained

from the Web of Science (WOS) database [27]. The selected papers were published

from 1991 to 2013. For each paper, the authors extracted the title, abstract, and list of

references. The latter was used to construct a citation network. The title and abstract

of each paper were used as input for the application of keyword extraction techniques.

2. Long texts KE dataset : In order to generate a list of reference keywords for each ab-

stract, we collected the full content of each paper, including the introduction, method-

ology, results and discussion, conclusions, and appendix sections of each research ar-

ticle. We used the API of the arXiv database [28] to extract the complete content of

the papers. We performed an automatic search using both the title and the abstract

of each paper as keywords for the arXiv API.
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Table I presents a summary of the statistical information for the datasets. The informa-

tion provided was calculated from the pre-processed versions.

TABLE I: Statistical information from datasets. |D| stands for the number of documents.
We also show the average number of tokens (Wavg), and the first (Wq1) and third (Wq3)

quartiles of the distribution of the number of tokens. Similarly, Uavg represents the average
vocabulary size, while Uq1, and Uq3 are the first and third quartiles of the vocabulary size

distribution, respectively.

Dataset Description |D| Wavg Wq1 Wq3 Uavg Uq1 Uq3

Short texts Paper abstracts 11,063 79.12 59.00 95.00 55.97 43.00 66.00
Long texts Full paper content 1,982 2,020.58 1,170.25 2,405.00 517.64 394.00 595.00

B. Data processing

This phase comprises three steps: data preparation, text pre-processing, and tf-idf vec-

torization. The data preparation step consisted of processing the recovered papers from

the arXiv database (for the full content of the papers). We obtained a LaTeX version of

each paper, so we had to remove all LaTeX tags. We also removed the authors list, insti-

tutions, and acknowledgments from the cleaned text. The following sections were included

in the analysis of full papers: introduction, related works, methodology (or materials and

methods), results, discussion, conclusion, and appendix sections.

Text pre-processing transformations were applied to all texts of the dataset. We first

removed stopwords and punctuation marks. Then, a stemming step was applied to the re-

maining words. This step is required in order to map each word into its root or stem [30].

The tf-idf technique was used to transform the pre-processed text into a sparse vector rep-

resentation. To compute the importance of a word w, the technique considers the internal

frequency of w in a single document. Moreover, the internal frequency is compared with the

relative frequency of w in all documents of the dataset [36]. The tf-idf representation of w

in a document d is computed as

tf-idf(w, d) =
f(w, d)

nd

.
logN

log(Nw)
, (1)

where f(w, d) represents the frequency w in d, nd is the number of words in d, N stands for

the total number of documents in the dataset, and Nw represents the number of documents
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in which w appears at least once.

We used the tf-idf vector representations of each abstract as input values of a K-Means

based method for short texts KE. We also used the tf-idf weight of each word from the full

content of the papers in order to give an importance value for a long text KE method (LKE).

C. Network creation

Given the short size of paper abstracts, it is infeasible to extract statistically significant

information from individual texts. As such, we employed network representation techniques

to extract supplementary information that would enhance the keyword extraction process.

Upon analyzing the topological and structural properties of the networks, we are able to

infer attributes of the texts that enable us to determine the relative importance of each

word.

Two different network models are used in our study. In order to cluster short texts into

groups of related papers, we used a citation network for the short texts keyword extrac-

tion task. In this case, the network structure represent the whole dataset of documents.

Conversely, when extracting keywords from long texts, each text is modeled as a word co-

occurrence network [8, 19, 38].

The unweighted paper citation network was built following the methodology described

in [37]. The citation networks are intended to represent a semantical similarity structure

that do not use textual information to establish links between papers. The resulting network

was composed of 11, 063 nodes and 94, 472 edges. The community structure of this network

and the information of title and abstract are then used to detect the most important words

in each network community.

The full content of a paper is modeled as a word co-occurrence network. In this graph

model, each node represents a word, and the edges between two nodes are based on the

neighborhood relationship of two words. We used the approach that can include virtual

links, so that similar words can be linked. This model and its variations have been used in

many different scenarios [11, 13, 15, 31]. The networks were characterized using well-known

centrality measurements to rank the words according to their structural importance in the

networks [26].

9



D. Community detection

This phase is responsible for detecting communities, i.e. clusters of papers linked via

citation links. Communities are groups of nodes that are more densely interconnected with

each other in comparison with the rest of the nodes from the network [32]. The identification

of communities in large networks is quite a useful task. For example, the nodes that belong

to the same community likely share several common properties. Also, the number of found

communities and their respective features could help to identify the category of a network

for classification tasks [45]. The identification of communities is also useful to understand

the dynamic evolution and organization of a network [12]. In this paper, we evaluated

the following methods: Multilevel, Label Propagation, Infomap, Fast Greedy, and Leiden

method [4, 10, 33, 35, 42]. In the Appendix, we provide a brief description of each method.

In the context of community detection methods, we investigated if community-based

methods are consistent in the sense that they generate well-defined, large communities.

This is an important step in our analysis because small communities can lead to low per-

formance [37]. In the paper citation network, most of the community detection methods

found between 23 and 39 paper communities, which leads to communities comprising more

than 100 papers, typically. The infomap, however, generated more than 400 communities,

and most of them comprised less than 10 papers. Before the computation of the relevance

of each word, we decided to filter out those communities that contain few papers.

E. Short texts keyword extraction

This step consists of the extraction of keywords from the pre-processed paper abstracts.

We evaluated a network community-based approach that generates a word importance index

to rank each word from the paper abstracts. For comparison purposes, we also evaluated

tf-idf and K-Means-based methods for the short texts KE task.

1. Community-based approach: we used the community structure found from papers cita-

tion networks to detect the word importance index of each word from paper abstracts.

The adopted index quantifies the relative frequency of a word appearing inside a com-

munity against its frequency in the remaining documents of the citation network [37].

To compute the word importance index I for a word w, we first compute the frequency
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of the word inside a community α. This quantity is the relative internal frequency

F
(in)
α (w), given by

F (in)
α (w) =

nα(w)

|α| , (2)

where nα(w) is the total number of papers containing w appears within a community

α, and |α| represents the number of papers associated with a community α. We also

compute the relative frequency of w outside α, F
(out)
α (w), which is computed as:

F (out)
α (w) =

∑

γ ̸=α

nγ(w)

N − |α| , (3)

where N is the total number of papers in the network. Then, the importance index

I(w) is calculated as the highest difference between the relative in-community and

out-community frequencies, i.e.:

I(w) = max
α

[
F (in)
α (w)− F (out)

α (w)
]
. (4)

The word importance index was computed for all words from paper abstracts, and

then the best-ranked words were considered as relevant keywords for each abstract.

2. tf-idf based approach: the tf-idf values considering all paper abstracts from the dataset

are computed. For each abstract, we considered the tf-idf weights of the words com-

prising the abstract. The words with the highest tf-idf values were selected as relevant

keywords for each abstract.

3. K-Means based approach: this method is equivalent to the community-based approach.

The difference is that clusters are obtained via the K-Means algorithm [34]. To obtain

the cluster, we first obtained the embedding of each abstract. Then we evaluated

several values of K to find the optimal number of clusters.

F. Long texts keyword extraction

The keywords obtained from full texts are considered reference keywords when evaluating

the quality of keywords extracted from short texts. Here we considered as input texts the

complete content of the research papers. We adopted several methods found in the litera-
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ture to extract keywords documents. The methods can be classified into two approaches:

statistical and graph-based approaches:

• Statistical and traditional keyword extraction methods: In this step we employed statis-

tical techniques that are commonly used for keyword extraction tasks. These methods

perform an appropriate analysis of the statistical distribution of words along docu-

ments. The main goal of statistical methods is to detect and rank relevant words of

documents without any a priori or external information [7]. The methods we adopted

are based on frequency, word tf-idf, word entropy, word intermittency, and Yake. We

also evaluated a graph-based approach named TextRank, and a method that uses word

embeddings based on BERT. The methods are described in the Appendix.

• Network-based methods: a comprehensive set of centrality measures were used to ana-

lyze the word co-occurrence networks derived from the full content of the papers. The

network measurements are useful to identify the most relevant nodes in a network [26].

Therefore, they allow ranking the nodes according to their topological importance so

that they can find the most important words for each text [41]. We selected as key-

words for each text the best-ranked nodes (words) according to the following centrality

metrics: degree, PageRank, betweenness, eigenvector centrality, closeness and acces-

sibility computed at the first two levels [43]. We also employed a methodology that

combines the results of each centrality metric. In the methodology henceforth referred

to as voting system, the keywords found by the majority of the network measurements

were selected as relevant keywords for each text.

IV. RESULTS AND DISCUSSION

Our analysis is divided into two sections. Section IVA describes a statistical analysis

of the datasets. Section IVB provides a comparison of keywords extracted from short and

full-text sources. We also analyze the performance of distinct network community methods

for the task.
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A. Dataset analysis and selection of reference keywords

In this section, we first perform a statistical evaluation of the datasets through the analysis

of the number of common words between the paper abstracts (short-size texts) and the

full content of the research paper (long-size texts). This analysis is an initial step to the

generation of a set of gold standard keywords for each paper abstract. Because many datasets

comprising full-text papers lack keywords selected by human experts, we used as a starting

point the full content (including all sections except the abstract) of each paper. We employed

keyword extraction methods to extract reference keywords from the complete content of

each paper. However, we first analyzed the number of mutual words existing between each

abstract and the full content. In some cases, it is possible that the paper authors use specific

words to express their main ideas in the abstract and they could change to other words using

synonyms or similar expressions in the rest of the paper. Therefore, it becomes important

to analyze whether the information extracted from full texts is compatible with the content

of abstracts.

We computed how many words (w) in the abstract are also present in the full content of

the papers. The cumulative distribution (i.e. P (x ≥ w)) of this quantity in the dataset is

shown in Figure 2. A significant number of research papers (80%) present a high number

of common words (40) between the abstracts and the full content of the papers. 50% of the

papers have at least 50 common words. As expected, this means that most of the information

in the abstract is also available in the remainder of the paper.

Now we evaluate how many keywords found in the full content analysis are also present in

the abstract. We used two approaches to extract reference keywords considering each paper’s

full content: statistical and graph-based KE methods. We evaluated these approaches by

counting the number of mutual words between the keywords generated by each method and

the words composing the paper abstracts. Figure 3 depicts the obtained results for each

approach. According to the size of the abstracts and the full content (see Table I), we

considered recovering between 5 and 50 keywords generated by each KE method. Then, we

count the number of these keywords that are part of the abstracts.

In relation to traditional and statistical methods, the results displayed in Figure 3(a)

show that the methods Yake, word frequency, and word entropy outperformed the other

KE techniques. These methods were able to find the largest number of common words with
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FIG. 2: Analysis of the number of common words between the abstracts and the complete
content of the research papers. The x-axis represents the number of mutual words between
paper abstracts and their corresponding full content. The y-axis is the representation of

P (x ≥ w), i.e. the fraction of papers comprising at least w common words between
abstracts and full texts.

the abstracts. The voting system approach did not achieve the best results. The methods

based on word intermittency and BERT also displayed a low number of mutual words with

the paper abstracts. We also evaluated the methods based on word co-occurrence networks

and centrality measurements. The results depicted in Figure 3(b) suggest that almost all

centrality metrics performed similarly. We observed that the voting system, node degree,

PageRank, and accessibility (computed at the first hierarchical level) outperformed the

other network-based methods. However, the difference in terms of performance with the

other network metrics is not significant.

B. Extracting keywords from abstracts

In this section, we analyze if the methods adopted to extract keywords from abstracts

are able to capture keywords that are found when the full-text content is analyzed. We

used accuracy as a performance evaluation measure. The performance of the methods is

measured in terms of the number of common words between the reference keywords and the

keywords generated by the short-text KE methods, divided by the total number of reference
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(a)Analysis of traditional and statistical keyword extraction methods for the full

content of research papers.

(b)Analysis of network-based keyword extraction methods for the full content of

research papers.

FIG. 3: Analysis of the overlap between the common words found in the paper abstracts
and those identified by keyword extraction methods for longer texts (i.e., the full content
of the papers). The x-axis represents the number of keywords recovered in the full content,
while the y-axis indicates the average number of retrieved keywords that also appear in the

paper abstract.

keywords. We established a parameter N to represent the number of reference keywords to

be considered in the evaluation. As reference keywords (i.e. keywords obtained from full

texts), we used the methods with the highest performance observed in the previous section.

Figure 4(a) shows the performance analysis considering as reference keywords the ones
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obtained from statistical methods. The results in Figure 4(a) suggest that community-

based approaches obtained similar accuracy values since no method clearly outperformed

the others. The label propagation method achieved a slightly lower performance than the

other methods. We also found that the tf-idf method displayed a performance that is similar

to the other network community-based methods. Surprisingly, when citation information

is disregarded and only the textual information is used, the performance is improved. The

K-Means method is significantly better than all other approaches, with a gain of 25% in

performance, in some cases. The complete analysis considering different values for the

parameter N is shown in the Appendix.

Figure 4(b) shows the performance analysis considering as reference keywords the ones

obtained from (co-occurrence) network-based methods. Here we see that all considered net-

work centrality metrics provide almost the same performance. This result is consistent with

the literature in text network analysis since there is a correlation of centrality metrics when

analyzing written texts. Concerning the formation of reference keywords via community

detection methods, it is also worth noting that all community-based methods provided sim-

ilar performance for the task. Conversely, choosing reference keywords via tf-idf yielded

the worst performance. Once again, the best performance was obtained with the KMeans

method.

One possible explanation for the similar performance achieved by the community-based

detection methods could be the fact that all methods are generating similar partitions and,

consequently, they are selecting the same set of keywords for each paper abstract. In order

to evaluate this hypothesis, we computed the Spearman correlation coefficient of the ranking

of words’ relevance generated by different community detection methods. The results (not

shown) revealed that the methods are actually selecting different sets of keywords. If one

considers the full rank of words, the Spearman correlations are typically lower than 0.10. In a

similar fashion, when considering only the top 30 ranked words, all correlations were below

0.27. As expected, in both scenarios, the highest correlation was found for the rankings

generated by the Multilevel and Leiden methods [4, 42].

The performance results revealed interesting insights. First, we found that identify-

ing keywords from citation information alone does not provide the highest match between

keywords found in abstract and full-text. While citations have been used in numerous con-

texts [2], one possible reason for the observed low performance is that citations may not
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(a) Performance analysis considering the traditional and statistical methods as

reference keywords.

(b) Accuracy analysis considering the network-based methods as reference keywords.

FIG. 4: Comparative analysis of the accuracy obtained from the evaluation of KE methods
for short texts (paper abstracts). We extracted N = 30 keywords extracted from full texts.

reflect the semantic similarity of texts, which may hinder the performance of the community

detection methods. In fact, some studies have pointed out a discrepancy between citation

and content similarity. For example, [2] found that citation and content similarity are not

consistent since the most similar papers are oftentimes disregarded when selecting references
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for papers. In a similar fashion, the differences in the content have been used to improve

models reproducing the growth of citation networks, since content similarity has also been

used as an important feature to model the growth of citation networks [46].

While the use of textual information was able to provide a better performance in recov-

ering keywords from full-text content, the obtained accuracy is still below 50%. This means

that using cluster information from papers abstracts is not enough to recover the full content

of papers. This may have implications in many studies that are based on recovering text

content based on keywords. For example, when studying the properties of citation networks,

the selection of papers via keywords may affect the stability of citation network metrics. A

different number of communities depicting subfields of a major area can be found if the

keywords terms are not well-defined to select the relevant papers.

The differences in content extracted from abstracts and full texts can also potentially lead

to distinct interpretations in the context of Science of Science. In a document similarity

network, for example, the centrality of a paper may strongly depend on the use of abstracts

or full texts. If such networks are studied in other contexts, this may lead to less robust

conclusions. For example, comparing the semantic similarity between papers linked by

citations may lead to different results depending on how much text is used to gauge semantic

similarity [2]. Therefore, it remains relevant to consider full-text content to draw conclusions

relying upon the analysis of papers’ semantic similarity.

V. CONCLUSION

The identification of keywords from short texts poses a significant challenge. In this paper,

we evaluated whether well-known approaches are able to extract keywords from abstracts

that are compatible with a full-content analysis. Due to the limited context provided in

abstracts, we employed methods that leverage the citation context to cluster papers into

semantically similar groups. Additionally, we used strategies based on statistics and the K-

Means algorithm. Reference keywords were obtained from the full content of papers through

the use of multiple techniques.

The findings indicate that a simple approach such as the K-Means algorithm outperforms

methods that rely on communities derived from citation networks. Additionally, the results

demonstrate a similar performance among the various community detection methods applied
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to citation networks, with no clear superiority demonstrated by any particular method.

All in all, citation networks and alternative methods that do not rely on citations demon-

strated suboptimal performance. This result implies that the keywords obtained from ab-

stracts are not consistent with those obtained from a comprehensive content analysis. Con-

sequently, further research is necessary to investigate whether the observed variations may

lead to discrepancies in the analysis of document similarity networks [25].

One way to potentially enhance the performance of clustering methods for keyword ex-

traction is through the use of alternative methods for text vector representation. The incor-

poration of text embeddings, such as those generated by the BERT model [3], may assist

in effectively representing the documents. Additionally, implementing synonym handling

during the generation of reference keywords could also prove beneficial. The performance

could also be improved by integrating citation and text-based information when creating

paper networks.
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APPENDIX

A. Community detection methods

In this section, we provide a brief description of the network community methods em-

ployed in this paper:

1. Multilevel : in this algorithm, each node is assigned to a different community. Then

nodes are moved to the communities of their corresponding neighbors that yields the

highest positive contribution to modularity [4]. This process is repeated until the local

contribution of nodes to the modularity is no longer improved. Each community from
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the original network is reduced into a single node (maintaining the total weight of the

adjacent edges) and the method continues to the next level. The algorithm ends when

there is no longer any possibility of increasing the modularity score after reducing

communities to nodes.

2. Label propagation: The method presented in [33] is based on the principles of neigh-

borhood connectivity and information diffusion in networks. The approach begins by

assigning unique community labels to each node in the network. These labels are

subsequently propagated throughout the network. During each iteration, each node

adopts the most prevalent label within its immediate neighborhood. The edges within

the network are then randomly removed, and the nodes are updated in a random or-

der before the next iteration commences. The algorithm stops when the nodes reach

a consensus, which is defined as a state in which each node holds the majority label

among its neighboring nodes.

3. Leiden: The Leiden algorithm, which was proposed in [42], represents an improvement

to the widely-used multilevel method [4]. The latter is known to have a weakness of

often discovering communities that are weakly connected. In contrast, the Leiden

method aims at ensuring that communities are well-connected through the implemen-

tation of the following three phases: (i) local moving of nodes (as in the multilevel

method); (ii) refinement of partitions; and (iii) aggregation of the network. By in-

corporating these three phases, the Leiden algorithm is able to uncover higher-quality

clusters in significantly less time when compared to the multilevel method.

4. Fast Greedy: this algorithm is based on hierarchical agglomerative clustering and aims

to optimize the modularity score [10]. The method begins by considering a subnet-

work composed exclusively of edges between highly-connected nodes. This methodol-

ogy subsequently evaluates randomly selected edges that improve the modularity of

the subnetwork and aggregates them. This process is repeated until the incremental

improvement in modularity becomes negligible. Finally, the communities are obtained

by identifying the connected components within the subnetwork.

5. Infomap: the algorithm was introduced by [35] and is based on information theory.

This method begins by encoding the network into modules in a manner that maximizes
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the amount of information retained from the original network. The encoded network

is then transmitted through a channel with limited capacity. The goal of the decoder

is to attempt to decode the message and construct a set of possible candidates for the

original network. The fewer the number of candidates, the more information about

the original network has been transmitted. The algorithm also uses random walks to

analyze the flow of information through the network.

B. Statistical keyword detection

• Word frequency and tf-idf methods (Freq. and tf-idf): one of the simplest techniques

for keyword extraction is the frequency-based approach, which assigns relevance to

words that occur at a high frequency. The words that rank the highest in terms of

frequency are therefore considered as keywords. In order to mitigate the limitations

of the frequency-based methods, we also evaluated the tf-idf method. Unlike the

frequency-based approach, the tf-idf method assigns a weight to the frequency of each

word based on its number of occurrences within the document as well as throughout

the entire dataset. In this approach, the words with the highest tf-idf values are

considered as keywords.

• Word entropy (W.E.): This method leverages Shannon’s entropy to analyze the infor-

mation content of the sequence of occurrences of each word in a given text [7]. This

technique requires partitioning the texts into N segments to calculate the entropy of

each word. In this study, we partitioned the paper texts according to the number of

sentences that make up each text. According to this method, the higher the value

of entropy of a word, the greater the heterogeneity of the distribution of that word

within the text, and thus the greater its relevance. One of the key advantages of this

method is that it does not require a large text corpus for training; it only requires the

input text.

• Word intermittency (W.I.): This metric takes into account the relationship between

the significance of a word and its spatial distribution [1]. Previous research has found

that important words are closely related to the main topics of the text and display a

highly heterogeneous distribution. Such words tend to be located in specific regions of
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the text, exhibit large frequency fluctuations and often form clusters [7]. In contrast,

common words such as stopwords are distributed randomly throughout the document

and exhibit a relatively homogeneous distribution. Thus, as proposed by [7], a sta-

tistical analysis of the distribution of word occurrences can be employed to identify

relevant keywords within a given text. Similar to the frequency and entropy methods,

this technique identifies important words solely based on the target text and does not

require external information.

• Yake: The Yake method extracts statistical features from the source text to identify

the most relevant keywords [5]. Five features are computed for each individual term:

(i) casing, (ii) word positional, which assigns greater importance to words that appear

at the beginning of a text, (iii) word frequency, which assigns relevance to words

that occur more frequently, (iv) word relatedness to context, which measures the

number of different terms that appear to the left and right of the target word, and (v)

word difSentence, which measures how often a word appears across different sentences.

These features are then combined into a single measure to assign an importance weight

to each word. According to this score, words with the lower values are considered as

relevant keywords [6].

• TextRank (TextR): The TextRank method, proposed by [24], is a graph-based ap-

proach that employs the PageRank algorithm and is widely used for text summa-

rization and keyword extraction tasks. In this method, texts are modeled as word

co-occurrence networks, where the nodes are represented by words and edges are es-

tablished between two nodes if they co-occur within a window size. In the original

paper, the window size was set between 2 and 10 words. The PageRank algorithm

is employed to rank each word, and the top-ranked words are selected as relevant

keywords.

• BERT-based method : the Bidirectional Encoder Representations from Transformers

(BERT) technique is a state-of-the-art embedding model that captures the semantic

content of documents through dense vector representations [14]. The BERT-based

method generates word embeddings for each n-gram in the text. Subsequently, the

cosine similarity metric is applied to identify the words that are most similar to the
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original document. The top-ranking similar words are then considered as relevant

keywords for each document.

• Voting system (V.S.): In order to improve the accuracy of the long text keyword

extractor, we combined the results of the above proposed methods. We used a voting

system based on the keywords found by most keyword extraction methods.

C. Complete results based on accuracy analysis
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TABLE II: Accuracy obtained from the evaluation of keyword extraction methods for
short texts (paper abstracts). Here we considered as reference keywords the relevant words

found by the traditional and statistical methods for the full content of the papers. N
represents the number of top keywords we recovered for both short and long texts keyword

extraction methods.

Word Frequency tf-idf
method N=10 N=20 N=30 N=40 N=10 N=20 N=30 N=40
multilevel 0.1578 0.2559 0.3269 0.3678 0.0740 0.1066 0.1448 0.1793
labelProp 0.1375 0.2312 0.3022 0.3504 0.0787 0.1033 0.1363 0.1724
leiden 0.1496 0.2533 0.3260 0.3664 0.0819 0.1153 0.1463 0.1785
fastG 0.1465 0.2518 0.3290 0.3684 0.0713 0.1023 0.1419 0.1767

infomap 0.1375 0.2320 0.3175 0.3647 0.1458 0.1561 0.1726 0.1951
tf-idf 0.2858 0.2889 0.3071 0.3350 0.3596 0.3223 0.2984 0.2755

KMeans 0.4253 0.4213 0.4220 0.4146 0.2129 0.2106 0.2198 0.2279
Word Entropy Word Intermittency

method N=10 N=20 N=30 N=40 N=10 N=20 N=30 N=40
multilevel 0.1341 0.2294 0.3004 0.3460 0.0679 0.1291 0.1828 0.2233
labelProp 0.1165 0.2052 0.2769 0.3285 0.0608 0.1159 0.1663 0.2110
leiden 0.1279 0.2293 0.3007 0.3455 0.0651 0.1288 0.1829 0.2228
fastG 0.1237 0.2232 0.3012 0.3456 0.0658 0.1241 0.1807 0.2218

infomap 0.1259 0.2166 0.2967 0.3441 0.0715 0.1274 0.1811 0.2225
tf-idf 0.2477 0.2708 0.2945 0.3217 0.1093 0.1539 0.1868 0.2180

KMeans 0.3596 0.3835 0.3929 0.3925 0.1335 0.1921 0.2280 0.2499
Yake TextRank

method N=10 N=20 N=30 N=40 N=10 N=20 N=30 N=40
multilevel 0.1553 0.2536 0.3242 0.3650 0.1138 0.1689 0.2101 0.2326
labelProp 0.1362 0.2290 0.2997 0.3481 0.0967 0.1594 0.2012 0.2260
leiden 0.1509 0.2516 0.3226 0.3633 0.0986 0.1673 0.2090 0.2319
fastG 0.1448 0.2485 0.3256 0.3653 0.1172 0.1818 0.2184 0.2356

infomap 0.1400 0.2309 0.3153 0.3616 0.0829 0.1503 0.2034 0.2302
tf-idf 0.2905 0.2937 0.3091 0.3353 0.1381 0.1492 0.1703 0.1951

KMeans 0.4221 0.4190 0.4194 0.4121 0.2132 0.2337 0.2459 0.2479
BERT Voting System

method N=10 N=20 N=30 N=40 N=10 N=20 N=30 N=40
multilevel 0.0573 0.0924 0.1254 0.1501 0.1231 0.1925 0.2688 0.3283
labelProp 0.0710 0.0936 0.1221 0.1462 0.1108 0.1758 0.2485 0.3123
leiden 0.0757 0.1092 0.1325 0.1518 0.1325 0.2003 0.2716 0.3274
fastG 0.0739 0.0965 0.1257 0.1494 0.1300 0.1941 0.2702 0.3280

infomap 0.0596 0.0938 0.1261 0.1483 0.1115 0.1826 0.2633 0.3251
tf-idf 0.0899 0.1043 0.1207 0.1394 0.1891 0.2280 0.2687 0.3070

KMeans 0.1804 0.1668 0.1688 0.1726 0.2761 0.3110 0.3531 0.3746
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TABLE III: Accuracy obtained from the evaluation of keyword extraction methods for
short texts (paper abstracts). Here we considered as reference keywords the most

important words found by the network-based methods for the full content of the papers. N
is the number of top keywords we recovered for both short and long texts keyword

extraction methods.

Degree PageRank
method N=10 N=20 N=30 N=40 N=10 N=20 N=30 N=40
multilevel 0.1605 0.2490 0.3149 0.3539 0.1622 0.2498 0.3153 0.3514
labelProp 0.1324 0.2234 0.2903 0.3374 0.1329 0.2247 0.2899 0.3349
leiden 0.1417 0.2421 0.3125 0.3522 0.1428 0.2429 0.3120 0.3494
fastG 0.1466 0.2496 0.3195 0.3549 0.1481 0.2510 0.3194 0.3523

infomap 0.1256 0.2152 0.3002 0.3476 0.1247 0.2146 0.2979 0.3445
tf-idf 0.2529 0.2546 0.2757 0.3085 0.2516 0.2521 0.2725 0.3043

KMeans 0.4047 0.3989 0.4010 0.3948 0.4070 0.3998 0.3999 0.3920
Betweenness Eigenvector

method N=10 N=20 N=30 N=40 N=10 N=20 N=30 N=40
multilevel 0.1563 0.2281 0.2809 0.3127 0.1484 0.2385 0.3008 0.3385
labelProp 0.1255 0.2021 0.2571 0.2973 0.1253 0.2136 0.2787 0.3238
leiden 0.1356 0.2202 0.2774 0.3099 0.1343 0.2315 0.2994 0.3370
fastG 0.1392 0.2272 0.2836 0.3134 0.1387 0.2373 0.3031 0.3393

infomap 0.1125 0.1855 0.2596 0.3028 0.1239 0.2120 0.2921 0.3346
tf-idf 0.2291 0.2255 0.2387 0.2661 0.2490 0.2522 0.2726 0.3021

KMeans 0.3828 0.3656 0.3574 0.3503 0.3865 0.3844 0.3847 0.3797
Closeness Accessibility (h=1)

method N=10 N=20 N=30 N=40 N=10 N=20 N=30 N=40
multilevel 0.1585 0.2438 0.3066 0.3426 0.1605 0.2490 0.3149 0.3539
labelProp 0.1317 0.2198 0.2855 0.3278 0.1324 0.2234 0.2903 0.3374
leiden 0.1390 0.2373 0.3052 0.3411 0.1417 0.2421 0.3125 0.3522
fastG 0.1461 0.2446 0.3096 0.3431 0.1466 0.2496 0.3195 0.3549

infomap 0.1209 0.2127 0.2932 0.3367 0.1256 0.2152 0.3002 0.3476
tf-idf 0.2478 0.2499 0.2717 0.3019 0.2529 0.2546 0.2757 0.3085

KMeans 0.3936 0.3883 0.3891 0.3828 0.4047 0.3989 0.4010 0.3948
Accessibility(h=2) Voting System

method N=10 N=20 N=30 N=40 N=10 N=20 N=30 N=40
multilevel 0.1196 0.1943 0.2526 0.2904 0.1605 0.2481 0.3141 0.3535
labelProp 0.1048 0.1744 0.2338 0.2777 0.1324 0.2226 0.2909 0.3377
leiden 0.1088 0.1869 0.2508 0.2894 0.1426 0.2408 0.3119 0.3522
fastG 0.1108 0.1909 0.2519 0.2899 0.1464 0.2487 0.3175 0.3548

infomap 0.0997 0.1740 0.2419 0.2855 0.1255 0.2147 0.3001 0.3479
tf-idf 0.1977 0.2125 0.2344 0.2638 0.2536 0.2546 0.2759 0.3093

KMeans 0.3162 0.3167 0.3236 0.3264 0.4039 0.3963 0.3985 0.3952
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CHAPTER

7
CONCLUSION

Our research focused on developing automated methods to analyze scientific items,
specifically in two applications: research grant classification and keyword extraction. For research
grant classification, we used machine learning algorithms to predict the productivity of Brazilian
research grants based on features extracted from summaries of research projects and researchers.
This approach has the potential to facilitate the selection and funding of research projects with
higher impact. For keyword extraction, we represented texts using various network models and
analyzed their structural properties to identify the most relevant words for each document. This
method can assist in summarizing and categorizing large amounts of text data in a more efficient
and accurate way.

Our study aimed to analyze various scientific documents, including abstracts of research
proposals, paper abstracts, and full research articles, using a combination of different research
areas. We had multiple motivations for evaluating these datasets. Firstly, with the exponential
growth of scientific literature in online journals, scientometric and bibliometric methods have
become crucial in evaluating the quality of this information. Therefore, we utilized methods
based on these approaches as external tools that can provide valuable information for the tasks
proposed in this work. Additionally, we aimed to address the challenge of characterizing and
extracting important patterns in texts of different sizes and types. Hence, considering the type
of text documents we used, we were able to complementarily utilize three significant research
areas: natural language processing (NLP), complex networks, and scientometrics/bibliometrics.

To achieve the first task, we authored two articles focused on research grant classification,
each addressing different feature extraction approaches to characterize each research proposal.
In our first article, we evaluated whether the extraction of topical and complexity features solely
from the abstracts of research grants is sufficient to predict their future success or productivity. We
also extracted bibliometric features related to the academic activity of the researchers, including
collaborations with other researchers, publications and citations over time, participation in
research projects, and institutions where the researchers worked. Our hypothesis was that
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a researcher’s scientific career excellence is an indicator of their future project success and
productivity. In our second paper, we evaluated all of these features.

The results of our previous approaches showed that the productivity of research projects
is related to the academic background of the researchers involved. However, using only features
based on the abstracts of research grants is insufficient to fully characterize their productivity.
For small texts, additional information is needed to extract more robust features. One possible
improvement is to combine methods based on text features and bibliometric features, taking the
best of each approach. Other productivity criteria, such as the total number of publications, cita-
tion patterns, usage counts, or journal reputation, could also be used. However, our methodology
is limited to projects funded by a Brazilian grant agency, and to obtain a deeper understanding,
larger datasets from other scientific databases such as Scopus or Web of Science should be
considered in future research.

Our second goal was to develop methods for extracting keywords from paper abstracts
and full content papers using complex network concepts. To achieve this, we devised two
different approaches. The first method involved extracting the best-ranked words based on
different centrality measurements applied to co-occurrence networks of each text. We varied
the number of neighbors considered for co-occurrence edges and also included virtual edges
based on semantic similarity between words. We evaluated these approaches on datasets ranging
from abstracts to full articles. Our second approach involved modeling the dataset as a citation
network, where each paper was represented as a node and two papers were connected if one cited
the other. We then used different community extraction methods on this network and extracted
groups of related papers. We computed an importance index for each word based on its frequency
within and outside these groups. Using this index, we ranked each word based on its relevance.
This approach was focused on evaluating small-sized texts such as paper abstracts. Overall,
both methods showed promising results in keyword extraction. However, further investigation is
needed to evaluate these approaches on larger datasets and to improve their performance.

Our first approach yielded promising results indicating that including virtual edges, which
provide semantic information about words, could improve the accuracy of our methodology.
However, the number of virtual edges added to the network should be minimal to prevent a
decrease in performance. Our findings are consistent with the approach described in Quispe,
Tohalino and Amancio (2021), which showed that incorporating edges created via word embed-
dings improved the performance of methods used for authorship classification. Word embeddings
can also manage synonyms, reducing redundancy in co-occurrence networks. Furthermore, we
demonstrated that centrality metrics are valuable tools for extracting features from each word,
with potential uses for other NLP tasks such as document classification and summarization. Our
second approach focused on finding the most significant words in small texts, but the accuracy
of our network-based method was lower than that of other simpler methods used in this research.
For example, our K-Means algorithm was more effective at finding relevant keywords for our
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proposed task. However, we believe that community detection methods can still be valuable
for other tasks such as paper clustering and visualization of related research. One potential
improvement to our methodology is to model the papers of a cluster as co-occurrence networks
and then apply centrality metrics to extract the most important words for each group of related
articles. It is worth noting that datasets with reference keywords selected by human experts in
the area are crucial for further advancements in this field.

Table 1 presents the research papers that were produced during my Ph.D. program. The
first two papers focused on research grant classification, while two additional papers on keyword
extraction have been submitted to a scientific journal. In collaboration with a colleague from the
same Ph.D. program, we also published a paper on authorship attribution using complex network
concepts, which although not included in this monograph, is highly relevant to our research.

Table 1 – Research papers produced in the course of this Ph.D. program.

Paper State Task
Analyzing the relationship between text features and
grants productivity

Published Grant classification

On predicting research grants productivity via machine
learning

Published Grant classification

Using virtual edges to extract keywords from texts mod-
eled as complex networks

Submitted Keyword extraction

Using citation networks to evaluate the impact of text size
on the identification of relevant concepts

Submitted Keyword extraction

Using virtual edges to improve the discriminability of
co-occurrence text networks

Published Authorship attribution

https://link.springer.com/article/10.1007/s11192-021-03926-x
https://link.springer.com/article/10.1007/s11192-021-03926-x
https://www.sciencedirect.com/science/article/pii/S1751157722000128
https://www.sciencedirect.com/science/article/pii/S1751157722000128
https://arxiv.org/abs/2205.02172
https://arxiv.org/abs/2205.02172
https://arxiv.org/abs/2301.06168
https://arxiv.org/abs/2301.06168
https://www.sciencedirect.com/science/article/pii/S037843712030707X
https://www.sciencedirect.com/science/article/pii/S037843712030707X
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