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RESUMO

ALVES RIDEL, D. Predição multimodal de trajetórias de longo prazo de múltiplos tipos
de agentes adaptável a cena. 2021. 106 p. Tese (Doutorado em Ciências – Ciências de Com-
putação e Matemática Computacional) – Instituto de Ciências Matemáticas e de Computação,
Universidade de São Paulo, São Carlos – SP, 2021.

A previsão de movimentação humana de longo prazo é uma tarefa desafiadora devido à não
linearidade, multimodalidade e incerteza inerente nas trajetórias futuras. Esse tipo de previsão é
importante para garantir a segurança no contexto de veículos autônomos, especialmente quando
eles se deslocam dentro de centros urbanos onde ciclistas e pedestres podem ser vistos com mais
frequência. Ao prever as trajetórias dos agentes ao seu redor, o veículo autônomo pode planejar
rotas mais seguras e evitar possíveis colisões. Trabalhos prévios usaram diferentes tipos de
informações de entrada, dependendo do tipo de agente (carros, pedestres ou ciclistas), a duração
da trajetória prevista (longo ou curto prazo) e a quantidade de trajetórias previstas (unimodal
ou multimodal). Trabalhos relacionados normalmente ou dependem de mapas de alta definição,
ou processam a cena e as trajetórias como recursos desconexos, portanto, a inferência espacial
do contexto nas trajetórias futuras é perdida. Nesta tese é proposta uma nova abordagem para
a previsão de trajetórias que alinha as informações de entrada no espaço e no tempo usando
o mesmo frame de referência centrado no agente. Alinhando essas informações conseguimos
utilizar o poder das redes neurais convolucionais para computar os caminhos mais prováveis e
forçar o modelo a compreender a cena. O modelo proposto aprende automaticamente o contexto
da cena e prevê vários caminhos que são plausíveis de acordo com as informações de entrada.
A abordagem proposta atingiu resultados competitivos quando comparado ao estado da arte
no Stanford Drone Dataset (SDD) para predição de trajetórias de longo prazo, usando cinco
trajetórias previstas. Para aplicações críticas, como carros autônomos, é importante prever várias
trajetórias futuras possíveis para cada agente-alvo, pois assim é abrangido uma gama mais ampla
de possíveis futuros, aumentando a segurança de veículos autônomos. Nesse sentido, a previsão
de trajetórias é uma tarefa crucial a ser desenvolvida e incluída no pipeline de carros autônomos.

Palavras-chave: Predição multimodal de trajetórias, Redes neurais convolucionais, Aprendizado
de máquina.





ABSTRACT

ALVES RIDEL, D. Scene compliant spatio-temporal multi-modal multi-agent long-term
trajectory forecasting. 2021. 106 p. Tese (Doutorado em Ciências – Ciências de Computação e
Matemática Computacional) – Instituto de Ciências Matemáticas e de Computação, Universidade
de São Paulo, São Carlos – SP, 2021.

Predicting long-term human motion is challenging due to the non-linearity, multi-modality, and
inherent uncertainty in future trajectories. Such type of prediction is important to ensure safety in
the context of self-driving vehicles, especially when driving inside cities where vulnerable road
agents, as cyclists and pedestrians, might be more commonly seen. By predicting the trajectories
of surrounding agents, the self-driving car can plan safer routes and avoid possible collisions.
Prior studies have used different types of input information depending on the type of agent
(cars, pedestrians, or cyclists), the length of the predicted trajectory (long or short-term), and the
number of predicted trajectories (unimodal or multimodal). Related work either rely on high-
definition maps or processes scene and past trajectories as disconnected features, therefore the
spatial inference of context in future trajectories is lost. We propose a new approach to trajectory
forecasting that aligns the input information in space and time in an agent-centered manner.
By aligning the input information we can take advantage of convolutional neural networks to
compute the most plausible paths. Our model automatically learns and enforces scene context and
therefore can predict multiple plausible paths according to the input information. The proposed
approach achieved competitive results compared to the state-of-the-art in the Stanford Drone
Dataset (SDD) for long-term trajectory forecasting, using five predicted trajectories. For critical
applications, like self-driving cars, it is important to predict several possible future trajectories
of each target agent, as it covers a broader range of possible futures, increasing self-driving car
safety. Accordingly, the prediction of trajectories is a crucial task to be developed and included
in the self-driving cars pipeline.

Keywords: Multimodal Trajectory Forecasting, Convolutional Neural Networks, Machine
Learning.
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CHAPTER

1
INTRODUCTION

Road traffic injury is the eighth leading cause of death in the globe, and the primary
leading cause of death among young adults (World Health Organization, 2018). Self-driving cars
arise as a possible solution for such a problem, as they can be equipped with sensors, and execute
algorithms providing a nondisruptive 360º of environmental awareness. Autonomous cars can
also improve traffic flow and fuel usage, and provide mobility to impaired people. Alongside
such technology arriving in the core of cities, several other challenges emerge. One of such
challenges is how to provide safety for surrounding agents moving in the same scene as the
ego-vehicle. An approach to ensure the safety of vulnerable road agents is to predict their future
steps, therefore allowing self-driving cars to perform evasive maneuvres to avoid collisions.

As part inherent of humans’ motion they are constantly adapting their paths regarding
goals they want to reach, obstacles they want to avoid, and rules they are obligated to obey.
When humans navigate in urban spaces, they might be walking, cycling, skating, or driving.
These are just a few examples of types of transportation commonly used by humans. The type of
transportation used by a person characterizes his/her pattern of motion. Therefore the person’s
trajectory is very correlated to the scene. This suggests that scene semantic information is an
important cue when dealing with different patterns of human motion. Imagine a scenario where
a pedestrian is walking straight, in a few meters ahead there is a wall. An algorithm that solely
relies on dynamics would not be able to predict that the pedestrian will make a turn (CUI et al.,
2019).

When looking at humans and predicting their behaviors inside cities a common pipeline
is first detecting them in 2D/3D images, then tracking them among consecutive images (video),
by assigning a unique identifier, and then finally predicting their future behavior. The behavior
prediction task was tackled in the literature in many forms, by classifying among many possible
motion patterns (SCHNEIDER; GAVRILA, 2013; KOEHLER et al., 2013; BONNIN et al.,
2014; VÖLZ et al., 2015; HASHIMOTO et al., 2015b; KWAK; KO; NAM, 2017) by predicting
one future trajectory (QUINTERO et al., 2015; GOLDHAMMER et al., 2015; KOOIJ et al.,
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2014; FERGUSON et al., 2015; SCHULZ; STIEFELHAGEN, 2015a), or by predicting many
possible trajectories (GUPTA et al., 2018; SADEGHIAN et al., 2019; AMIRIAN; HAYET;
PETTRÉ, 2019; LEE et al., 2017; DEO; TRIVEDI, 2019; CUI et al., 2019; Zyner; Worrall;
Nebot, 2019).

Studies that focus on predicting pedestrian behavior using classification, try to predict
among a set of motion types as crossing, stopping, bending in, and starting. Alternately, the
studies that focus on trajectory forecasting, estimate the exact locations the pedestrian will walk
through in the future. This thesis focuses on the latter, but instead of estimating one possible
future trajectory, we estimate many possible trajectories for each target agent, such a task is
commonly represented in the literature as multi-modal trajectory forecasting. Our work also
focuses on long-term trajectory and we do not restrict our approach to solely a type of agent
(as pedestrians or cars). As each possible future trajectory draws a different contingency plan
scenario, the trajectory prediction is an important task that allows self-driving cars to prepare
themselves for emergency action to be taken, planning safer routes, without the need for a full
stop.

Classification of motion types is usually associated with short-term predictions. Predict-
ing pedestrian future paths can be associated with either short or long-term predictions. The
time window (horizon) is an important factor while deciding the forecasting approach to be used.
Studies that comprise long-term predictions usually draw information from static cameras and
aim at predicting either the pedestrians’ final destination or the path followed (KARASEV et al.,
2016; KITANI et al., 2012; DEO; TRIVEDI, 2017), while studies on short-term focus more on
the body and head orientation. Despite no consensus regarding the range of time for an approach
to be considered short and long term, some authors say that short-term (KOOIJ et al., 2014;
SCHMIDT; FÄRBER, 2009; FÄRBER, 2016; BONNIN et al., 2014) usually predict pedestrians’
position up to the next 2.5 seconds.

The motion speed, behavior, and path preferences usually vary according to the different
types of locomotion. Cars are usually bounded by lanes and their direction. Cyclists may exhibit a
different behavior by not complying with traffic rules, like moving in the wrong way or entering a
roundabout by the wrong side. Pedestrians are likely to walk on the sidewalk, they might shorten
their paths by walking through the grass, they can cross the street in a diagonal. Pedestrians can
decide to quickly change direction, which makes their long-term predictions a challenging task
(FERGUSON et al., 2015; GANDHI; TRIVEDI, 2008). All those differences create an extra
challenge when forecasting different agents’ trajectories in the same given model.

The agent’s past positions are another meaningful piece of information, as they can
help to understand the direction the person is moving towards. An agent’s past trajectory can
also restrict the space of probable future positions, as generally, a person does not return to a
preceding position. A high probable path for one person may have a low probability to another
just based on the direction both of them are walking towards.
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Humans have a prior knowledge of the world that makes it easier for us to learn a new
task as driving (LECUN, 2020). We understand the gravity and the consequences of driving
outside the path on a cliff, we can simulate other people’s behavior, we can project the future,
think about the consequences of it, and act accordingly in the present to prevent damages. A
model that comprises several factors that may correlate, in an ideal manner, with future trajectory
prediction is still missing in the literature. Related work using Deep Learning (DL) also lacks in
the ability to incorporate context cues and providing a qualitative explanation, and necessary
ablations studies. The correspondence of scene features and future locations is a harder task to
be achieved in a higher-dimensional space, and this might be the reason why current approaches
lack diversity and compliance with the scene in their predicted trajectories.

1.1 Problem statement and objective

We assume we have access to a set of BEV Red Green Blue (RGB) images I. Such
images I can be obtained through an Unmanned Aerial Vehicle (UAV), smart city infrastructure
(e .g., camera in a traffic light or at the top of a building), or the projection of a camera mounted
on an Autonomous Ground Vehicle (AGV). We assume we also have access to a robust tracker
and detector that provide detections and track identification for all target agents in the scenes.
From the 2D bounding boxes and identifications given by the detector and tracker module, we
estimate the agent position at time t as the 2D bounding box center discrete position [x,y] ∈ R2.
The set Xp contain all past trajectories Xp

i ,

Xp = {Xi
p, · · · ,XM

p} , (1.1)

where M is the size of the dataset of trajectories and i is the trajectory id. Each trajectory Xp
i has

a set of consecutive discrete coordinates x = [x,y] comprising the agent consecutive positions
from time t− tp to time t:

Xp
i =

[
xt−tp, · · · ,xt−∆t ,xt

]
, (1.2)

where t is considered the last observed position of the trajectory i, tp is the length of the past
time window, and ∆t is the interval between two consecutive observations.

The ground truth future trajectory Y f
i of the agent i, ranges from t +∆t to t + t f , where

t f is the length of the future time window:

Y f
i =

[
xt+∆t , · · · ,xt+t f

]
. (1.3)
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Unimodal approaches directly try to estimate Y f
i . Multi-modal approaches, instead,

predict a set Ŷ f
i of possible trajectories:

Ŷ f
i =

{
Ŷ f

i,1, · · · ,Ŷ
f

i,K

}
, (1.4)

where K is the number of predicted trajectories, and

Ŷ f
i,k =

[
xt+∆t ,xt+2∆t , · · · ,xt+t f

]
,with k ∈ {1,2, ...,K} . (1.5)

First, we pre-process the data in an agent-centric grid approach. From the image I, we
center and crop the BEV image around the target agent, resulting in a N×N RGB image St .
From the past trajectories Xp we generate τ p and Ot . τ p is the 3-D N×N× tp grid representing
the target agent’s past trajectory Xp

i . Ot is the one-hot 2D N×N grid of surrounding agents
discrete 2D locations. We use grids to estabilish a spatio-time compliance between scenes and
trajectories. Hence, we take advantage of Convolutional Neural Network (CNN)s to learn from
the data in a supervised learning manner. Given surrounding agents information Ot , scene data St ,
and target agent’s past trajectory τ p, our goal is generating Ŷ f

i . A direct mapping from the data to
trajectories is a difficult task to be achieved directly in an end-to-end manner (LEE et al., 2017;
Schöller et al., 2020). Therefore we split the problem into two modules named probability grid
generation and trajectory generation. The first module takes as input Ot , St , and τ p and generates
grids G f representing the probability of each grid cell be occupied, by the target agent, at each
future time step. The second module takes as input the probability grids (G f ) and generates
plausible future trajectories (Ŷ f

i ) for the target agent. The proposed approach improved prior
work results in the full real-world Stanford Drone Dataset (SDD) dataset using five predicted
trajectories. The qualitative results indicate that the proposed approach was able to improve
scene compliance for the tested environments.

1.2 Contributions

In this thesis we propose a novel approach to trajectory forecasting that establish a spatio-
temporal correspondence between past trajectories and scene context, performing semantic scene
segmentation and generating an intermediate probability map that enforces scene compliance
in the multi-modal predicted trajectories. The proposed approach compares positively with
the state-of-the-art results by improving the displacement error metrics on the complete SDD
real-world dataset. The qualitative results show that the predicted trajectories are diverse and
in conformity with the observed (past) trajectory and scene. We also provide a set of ablations
that experimentally demonstrate the contribution of different networks’ setups. As evaluating
multi-modal trajectories is still an open problem, as most of the current approaches fail into
evaluating the performance of all the predicted trajectories, we also propose a new measure to
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complement commonly used prediction metrics. We summarize this thesis contributions, to the
best of our knowledge, as follows:

• A new approach for multi-modal trajectory forecasting combining past trajectory, semantic
scene, and surrounding agent in a spatially temporal manner. By incorporating a pre-trained
semantic segmentation module, our approach can automatically extract scene features, not
being dependent on high-definition maps.

• An approach that enforces scene compliance through an intermediate representation that
constrains the model on feasible paths. Such intermediate representation also provides
a grasp of interpretability by enabling the visualization of the learned representations.
Prior approaches have struggled with generating multi-modal trajectories that learn scene
features.

• An approach to measuring the precision of the estimated multi-modal trajectories as a
complement to the widely used Average Displacement Error (ADE) and Final Displace-
ment Error (FDE) metrics. A problem with the current metrics for multi-modal trajectory
prediction is that only the distance of the trajectory that most closely matched the ground
truth trajectory is used. That means the assessment of the quality of all the other trajectories
is not taken into account. We propose a way of measuring the quality of all estimated
trajectories through scene compliance.

• A wide discussion regarding qualitative results, leveraging different scenarios, and failure
cases. Jointly with a set of different ablations to comprehend the contribution of each
module. Most of the prior studies offer only some form of ranking but do not fully
exploit/explain the generated trajectories and failure scenarios.

• An approach that does not restrict the number of surrounding agents, nor is retained to
only one agent type. Most approaches that use surrounding agent data as vectors have a
limitation on the number of surrounding agents they can represent. Most approaches also
focus on a specific type of agent, like cars or pedestrians.

1.3 Thesis Outline

This thesis is structured as follows: Chapter 2 shows a brief history of human motion
from the first studies in the area until the most recent ones. We also present how our work
improves and differs from prior approaches. Chapter 3 presents the field of Machine Learning,
focusing on Deep Learning, Convolutional Neural Networks, and their components. Chapter 4
presents our proposed approach, describing each one of the models that compose our architecture,
implementation, and training details. In Chapter 5 we describe the data and metrics. We explain
the best practices together with our data pre-processing, and some tips specific to the trajectory
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forecasting problem. We present our quantitative and qualitative results, ablations studies, and
discussions. Chapter 6 presents a wrap up of the thesis together with discussion of possible
improvements. Published papers and journals are shown in the Appendix section.
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CHAPTER

2
HUMAN MOTION FORECASTING

The human movement analysis based on vision has been a topic of research in many fields
and applications, as games, character animation, surveillance systems, traffic analysis, social
interfaces, sign-language translation, and dance choreography (GAVRILA, 1999). Analyzing
human’s actions is a key component to secure their safety on streets for surveillance or self-
driving car applications. For surveillance applications, analyzing humans on cameras is used to
detect suspicious behavior, and for self-driving car applications such analysis is important to
avoid collisions, allowing the ego-vehicle to perform evasive steering maneuvers (KELLER et

al., 2011).

The detection of pedestrians has been investigated in several studies (ENZWEILER;
GAVRILA, 2009; R. OMRAN M.; SCHIELE, 2015; ZHANG R. BENENSON; SCHIELE, 2016;
GAVRILA; MUNDER, 2007). Most of them use images (BERTOZZI et al., 2015; YE; LIANG;
JIAO, 2012), 3D point clouds (MEISSNER; DIETMAYER, 2012; JIN et al., 2011; WENG et al.,
2020), or even the fusion of both sets of information (LIN; LEE, 2016; SCHLOSSER; CHOW;
KIRA, 2016). Li et al. (LI et al., 2017b) designed a system for concurrently detecting pedestrians
and cyclists.

The estimation of humans’ intention is even more challenging due to uncertainties
regarding their impending motion (FERGUSON et al., 2015). In a fraction of a second, they can
decide to move in one of many different possible directions, stop walking abruptly (SCHNEIDER;
GAVRILA, 2013; FERGUSON et al., 2015; GANDHI; TRIVEDI, 2008), have their image/point
cloud occluded by a variety of obstacles, and be distracted talking over the phone or to other
pedestrians. Quintero et al. (2015), observed the difference between an effective and a non-
effective intervention can depend merely on a few centimeters or a fraction of a second.

Iacoboni et al. (2005) analyzed the cerebral activity of people watching others performing
some actions and observed some neural cells were activated as soon as an intention had been
inferred (before the action was performed). In other words, humans observing other humans’
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actions can implicitly understand their intentions. According to Keller, Hermes and Gavrila
(2011), algorithms still do not predict pedestrian intentions as well as humans, and pedestrians’
behaviors in urban scenarios are not random (VASISHTA; VAUFREYDAZ; SPALANZANI,
2017).

A comparative study of pedestrian path prediction was conducted by Schneider and
Gavrila (2013), whereas Ohn-Bar and Trivedi (2016) provides a survey on types of interactions
between autonomous vehicles and humans. Shirazi and Morris (2015) reviewed pedestrian,
driver, and vehicle behaviors at intersections and analyzed features that distinguish different
pedestrian motion patterns. A related approach can be found in (KÖHLER et al., 2015). A more
recent body of literature addressing the problem of human motion forecasting can be found in
(SHIRAZI; MORRIS, 2015; Ohn-Bar; Trivedi, 2016; RIDEL et al., 2018; RUDENKO et al.,
2019).

We split the related work into Classical Approaches (Sec. 2.1), and Deep Learning-based
Approaches (Sec. 2.2). In Sec. 2.1 we present the literature on behavior prediction that ranges
from 1995 to 2017, most of them focused on pedestrians. In Sec. 2.2, we present the recent
studies in the field focused on the advancements of CNN and RNN research. More related to
our approach are the methods presented in Sec 2.2, that use deep learning with the scene, past
motion, and also incorporate other agents as input to forecast long-term trajectories, by the end
of the Section 2.2 we present how our approach differs from prior studies.

2.1 Classical Approaches

Several studies try to model the problem of behavior prediction by classifying human’s
motion regarding whether they will cross a street or not (FURUHASHI; YAMADA, 2011), clas-
sify into several motion types (crossing, stopping, bending in, and starting) or (walking, starting,
stopping, and standing) (BERTOZZI et al., 2004; MøGELMOSE; TRIVEDI; MOESLUND,
2015; SCHNEIDER; GAVRILA, 2013; KELLER; GAVRILA, 2014), such studies that aim at
classifying are summarized in Table 1. Other approaches try to predict the exact coordinates the
pedestrian will walk through in the future, a summary is available in Tab. 2.

Some studies explore the use of pedestrians’ contour (KÖHLER et al., 2012; KÖHLER
et al., 2015), posture (FURUHASHI; YAMADA, 2011; HARIYONO; JO, 2017) and body
language (QUINTERO et al., 2014; QUINTERO et al., 2015) to predict their intentions. Some
of the approaches also include pose recognition and body language (FURUHASHI; YAMADA,
2011; QUINTERO et al., 2014; HARIYONO; JO, 2015a; HARIYONO; JO, 2015b). The model
proposed by Köhler et al. (KÖHLER et al., 2012; KÖHLER et al., 2015) used a HOG-like
descriptor for motion contour pedestrian detection along with a SVM to estimate pedestrians’
intentions. Hariyono and Jo (2015b) used pose recognition, lateral speed, orientation, and scene
comprehension as input to a neural network to predict actions, as walking, starting off, bending
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in, and stopping. Regression is used to predict the exact coordinate the pedestrian will occupy in
the future. Some classical approaches that are based on path prediction are summarized in Tab. 2.

Karasev et al. (2016), modeled pedestrians’ intention in a Markov decision-process
framework and inferred their state using a Rao-Backwellized filter. They focused on each
pedestrian individually and neglected their interactions with other traffic participants. Kitani et

al. (2012) predicted future actions of pedestrians using noisy visual data and the effects of the
physical environment on pedestrians’ behavioral choices combining ideas from Control Theory
and Markov Decision Processes.

Attempts towards predictions of pedestrians’ positions originated from tracking, which
is naturally the second step after the detection of an agent. Many studies predicted pedestrians’
positions using KF and PF (BERTOZZI et al., 2004; MøGELMOSE; TRIVEDI; MOESLUND,
2015), also performing comparisons between IMM, EKF (SCHNEIDER; GAVRILA, 2013;
KELLER; GAVRILA, 2014), and GP, PHTM, KF, and IMM (KELLER; GAVRILA, 2014).
In (HARIYONO; SHAHBAZ; JO, 2015), as in similar research initiatives, the direction of
a pedestrian walking is estimated according to his/her position within multiple consecutive
image frames regarding the distance from the vehicle. Switching dynamics (Linear Dynamical
System (LDS)) was used by Kooij, Schneider and Gavrila (2014) towards more accurate path
predictions. They established certain actions more likely to occur in the future depending on
previous movements and current locations.

Nevertheless, Schmidt and Färber (2009) observed the use of only dynamics would not
be sufficient, e .g. a KF tracking a pedestrian walking parallel to the ego-vehicle would always
predict pedestrian’s future positions to be set further. However, a pedestrian constantly turning
his/her head towards the autonomous vehicle and the road is an indication of where he/she
intends to go (e. g. the other side of the street). Therefore, an approach that solely relies on
pedestrians’ dynamics will never predict their intention of crossing a street.

Information on head orientation has been incorporated in estimation methods towards
improving the estimation of pedestrians’ intentions (GOLDHAMMER et al., 2013; SCHULZ;
STIEFELHAGEN, 2015b), which has given rise to research on perfecting the classification of
head orientation (REHDER; KLOEDEN, 2015). Several studies (SCHULZ; STIEFELHAGEN,
2015b; SCHULZ; STIEFELHAGEN, 2015a; HASHIMOTO et al., 2015b; HASHIMOTO et

al., 2015a; HARIYONO; JO, 2017) use information on pedestrian dynamics coupled with the
awareness of the situation, i .e., the possible pedestrian’s visualization of a vehicle and a critical
situation.

Goldhammer et al. (2013) focused on trajectory prediction of pedestrians on crosswalks
and estimated gait initiation through a piecewise linear model and a sigmoid model for calculating
velocity and inferring a trajectory. They designed an approach (GOLDHAMMER et al., 2015)
that uses a MLP network based on head orientation information to predict a continuous trajectory
for a 2.5-second future time horizon and motion types (starting and stopping). However, relying
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solely on head orientation may not be the best alternative, since pedestrians may be looking at an
advertisement or searching for someone; in such moments, their head might not indicate their
current direction.

Some studies (CLOUTIER et al., 2017; KOOIJ et al., 2014) have evaluated the influence
of the environment on the behavior of pedestrians. Cloutier et al. (2017) observed different
crossing surface materials and one-way streets were significantly associated with fewer inter-
actions with vehicles, whereas streets with parked vehicles and main streets were associated
with more interactions. Several approaches use information from the environment, therefore,
relations among environment, autonomous car, and pedestrians are structured (HARIYONO; JO,
2015a; HARIYONO; JO, 2015b; KOOIJ et al., 2014; KIM; OWECHKO; MEDASANI, 2010;
SCHULZ; STIEFELHAGEN, 2015b; HASHIMOTO et al., 2015b; HASHIMOTO et al., 2015a;
BONNIN et al., 2014; HARIYONO; JO, 2017; GU et al., 2016; VÖLZ et al., 2016).

Bonnin et al. (2014) predicted whether a pedestrian would cross a street creating relations
among pedestrian, crosswalk, and ego vehicle, and combining two models, namely a standard
inner-city model, which is always activated, and a model activated only in crosswalks. Their
focus is on cases in which the pedestrian actually crosses the path of the ego-vehicle. DBN was
used in (HASHIMOTO et al., 2015a; KOOIJ et al., 2014; HASHIMOTO et al., 2015b). The latter,
(HASHIMOTO et al., 2015b), considered external surroundings context, pedestrian behavior,
physical movement, and information on a pedestrian being in a group or alone (HASHIMOTO et

al., 2015a). Kooij et al. (2014) proposed a DBN that captures some factors as latent states that
affect a Switching Linear Dynamics System (SLDS). A pedestrian that always intends to cross a
street is the subject of the test sequences. The authors used three types of information on top of
SLDS, namely 1) minimum distance between pedestrian and ego-vehicle if both keep the same
velocity (indicating criticality of the situation); 2) pedestrian’s head orientation (awareness); and
3) distance from the pedestrian to the curbside.

Bonnin et al. (2014) and Kooij et al. (2014) employed almost the same observable
features, i .e., distance to curb, distance to ego-vehicle, and head orientation. They did not use
information from other pedestrians and cars and focused on short-term predictions.

Some researchers considered decisions made by pedestrians based on social norms
commonly followed within a shared common space (HELBING; MOLNÁR, 1995; PELLEGRINI
et al., 2009; TAMURA et al., 2012; ZENG et al., 2014). They observed the patterns used by
pedestrians in such interactions and identified several norms, e .g., pedestrians maintain some
distance from each other, pedestrians avoid others coming towards them, pedestrians can follow
the flow of other pedestrians on the scene, etc.
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2.2 Deep Learning

The past motion of agents is the simplest cue for forecasting their future motion. Past
motion is typically represented using sequences of location coordinates obtained via detection
and tracking. A majority of approaches encode such sequences using Recurrent Neural Networks
(RNNs) such as Long Short-Term Memory (LSTMs) networks or Gated Recurrent Units (GRUs)
(ALAHI et al., 2016; Zyner; Worrall; Nebot, 2019; AMIRIAN; HAYET; PETTRÉ, 2019; GUPTA
et al., 2018; HASAN et al., 2018; SADEGHIAN et al., 2019; DEO; TRIVEDI, 2018).

Alternatively, some approaches use temporal convolutional networks for encoding se-
quences of past locations (LEE et al., 2017; NIKHIL; MORRIS, 2018), allowing for faster
run-times. In addition to location coordinates, some approaches also incorporate auxiliary infor-
mation such as the head pose of pedestrians (HASAN et al., 2018; RIDEL et al., 2019) while
encoding past motion.

A number of approaches jointly model the past motion of multiple agents in the scene to
capture the interaction between agents (ALAHI et al., 2016; LIANG et al., 2019; LEE et al.,
2017; SADEGHIAN et al., 2019; AMIRIAN; HAYET; PETTRÉ, 2019; DEO; TRIVEDI, 2018).
This is typically done by pooling the RNN states of individual agents in a social tensor (ALAHI
et al., 2016; LEE et al., 2017; DEO; TRIVEDI, 2018), using graph neural networks (VEMULA;
MUELLING; OH, 2018) or by modeling pairwise distances between agents along with max-
pooling (GUPTA et al., 2018; SADEGHIAN et al., 2019; AMIRIAN; HAYET; PETTRÉ, 2019).

Locations of static scene elements such as roads, sidewalks, crosswalks, and obstacles
such as buildings and foliage constrain the motion of agents, making them a useful cue for motion
forecasting. Most recent approaches use Convolutional Neural Networks (CNNs) to encode the
static scene context, either by applying the CNNs to bird’s eye view images (SADEGHIAN et

al., 2019; SADEGHIAN et al., 2018; LEE et al., 2017), high fidelity maps (CUI et al., 2019;
CHOU et al., 2019), or LiDAR point cloud statistics in the bird’s eye view (ZENG et al., 2019;
RHINEHART; KITANI; VERNAZA, 2018).

Alahi et al. (2016) propose a method that applied a social layer over the LSTM network
for each pedestrian and implicitly learned such interactions through the sharing of LSTM’s
hidden states. Lee et al. (2017) also incorporate other agents’ motion in the trajectory forecasting
of the agent being predicted. Other approaches (GUPTA et al., 2018) globally learn such pooling
getting features from all agents in the scene.

An inherent difficulty in motion forecasting is its multi-modal nature. There are multiple
plausible future trajectories at any given instant due to latent goals of agents and multiple paths
to each goal. Regression-based approaches for motion forecasting tend to average these modes,
often leading to implausible forecasts. Prior work has addressed this challenge by learning
one-to-many mappings. This is most commonly done by sampling generative models such as
Generative Adversarial Networks (GANs) (GUPTA et al., 2018; SADEGHIAN et al., 2019;
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AMIRIAN; HAYET; PETTRÉ, 2019), Variational Autoencoders (VAEs) (LEE et al., 2017)
and invertible models (RHINEHART; KITANI; VERNAZA, 2018). Some approaches sample
a stochastic policy obtained using imitation learning or inverse reinforcement learning (Li,
2019; DEO; TRIVEDI, 2019). Other approaches learn mixture models (CUI et al., 2019; Zyner;
Worrall; Nebot, 2019; DEO; TRIVEDI, 2018; Deo; Trivedi, 2018). Table 3 provides an overview
of the most recent studies performing trajectory forecasting.

2.3 Final Considerations
In this chapter, we have presented from the classical studies in behavior prediction to the

most recent ones leveraging the power of deep learning networks. Differently from (CASAS;
LUO; URTASUN, 2018; LUO; YANG; URTASUN, 2018; CHOU et al., 2019; DJURIC et

al., 2020b; ALAHI et al., 2016; SADEGHIAN et al., 2018), we use multi-modal trajectories
that allow the car to be more robust to avoid collisions. We output a fixed number of output
trajectories and use the best-of-k prediction loss to train the model similar to (GUPTA et al.,
2018; CUI et al., 2019). We also do not condition the trajectory to actor specific types, as in
(WANG et al., 2020; CASAS; LUO; URTASUN, 2018; LUO; YANG; URTASUN, 2018; CUI
et al., 2019; DJURIC et al., 2020b; ALAHI et al., 2016; GUPTA et al., 2018), nor rely on
high-definition maps as in (DJURIC et al., 2020a; NIEDOBA et al., 2019; WANG; ZHANG; YI,
2017; CASAS; LUO; URTASUN, 2018; CUI et al., 2019; CHOU et al., 2019; DJURIC et al.,
2020b). High-definition maps are rasterized top-down scenes with road and crosswalk locations,
lane directions, observed traffic lights, and signage. Such maps are usually not scalable, being
challenging to maintain and store. We pre-train a model to learn how to automatically segment
the BEV image into semantics that are useful for the trajectory prediction problem. From the
works that automatically learn scene context (SADEGHIAN et al., 2019; SADEGHIAN et al.,
2018) we differ from them by representing the scene and the past trajectory in the same frame
of reference. We represent the past trajectories of the agents using one-hot 2-D grids, and the
underlying scene as a RGB BEV image, with an agent-centric frame of reference. Closest to our
approach is the model proposed by Li (2017), which uses a ConvLSTM encoder-decoder trained
on a grid-based representation of past motion. However, unlike our model, they do not encode
the static scene and surrounding agents. By using the same frame of reference for the input data,
and creating an intermediate step that generates a time-expanded probability map, we enforce
the usage of scene context for the trajectory forecasting task, improving prior work results.
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CHAPTER

3
THEORETICAL BACKGROUND

Imagine a task in which given a year, an algorithm has to return the names of the
Nobel Prize laureates in Economics. In that scenario, the input and output pair is known. Such
information could be stored in a hash table, and the answer could be easily retrieved by a simple
request. The rule there is clear, humans can understand and describe the task at hand, an algorithm
that was given as input the year would be able to straightforwardly solve that task.

Now, imagine a new task of grouping sets of spoken words according to the owner
of the speech. A human listening to the words might be able to somehow group the words
with some confidence, but describing each decision might be challenging (GOODFELLOW;
BENGIO; COURVILLE, 2016). To solve such tasks that are not easily describable by humans,
the algorithms had to become smarter, to discover/infer such criteria. Patterns could be extracted
from the data and therefore classified using classical Machine Learning (ML) algorithms.

Machine Learning algorithms are commonly split into four categories (MARSLAND,
2014): Supervised Learning, Unsupervised Learning, Reinforcement Learning, and Evolutionary
Learning. In Supervised Learning, the ground truth label for each input sample is provided. These
labels contribute to train the model to solve the proposed task. In Unsupervised Learning the
labels are not used, the algorithm group similar examples by computing distance measurements
among the input data. Reinforcement Learning is often considered a semi-supervised learning
approach, the algorithm gets feedback for its estimated output, but it does not have access to
the step-by-step process to correct each one of its choices. The algorithm has to find the correct
answer in a try and error approach, trying different possibilities until converging to the correct
answer. Evolutionary Learning is based on the theory of evolution, in which sets of individuals
mutate characteristics until evolving to a set where an acceptable fitness value is reached.

Supervised Learning tasks are usually described as a set of data (xi,yi), where xi is the
input and yi is the ground truth output, i is an index representing the different samples inside
the set. Given an input xi, the algorithm will output an estimated answer ŷi, the algorithm is
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Figure 1 – The Perceptron.

Source: Adapted from (AMINI, 2020)

then able to measure the distance between its estimation ŷi and the ground truth answer yi, using
such information to improve its estimate in the next iteration. According to Mitchell (1997), a
computer program is said to learn from experience E with respect to a task T and performance
measure P, if its performance at the task T improves with experience E. The performance
measure P is an important factor because it is the main source of information for the algorithm
to learn.

The concept of learning might be challenging to be explained, as the human brain learning
mechanisms are still not fully understood. The first studies modeling the human brain date back
to the 40’s (MCCULLOCH; PITTS, 1943). Hebb’s theory (HEBB, 1949) supports the fact that
the strength of a synapse connection between neurons gets stronger when they fire simultaneously.
Neurons have a set of dendrites that connects with the axons of other neurons. The amount of
input information that will be delivered to the soma is regulated through the synapses’ strength.
The soma is responsible to process all those signals, and the axons redistribute the result to
other neural cells. In Fig. 1 we illustrate the Perceptron model proposed by Rosenblatt (1958).
The model is inspired by the biological concept of a human brain neuron, where inputs are
represented by green circles ranging from x1 to xn, the weights (w1 to wn) connect each one of
the n inputs to the soma (blue circle). Such inputs are pondered by the weights and summed up
plus the bias (w0). The weights are responsible for controlling how much of each input will pass
to the soma. The output υ passes through an activation function that limits the amplitude of the
neuron output (HAYKIN, 2009), ŷ is the final output of the i-th neuron. Eq. 3.1.

ŷ = ϕ(υ) = ϕ

((
n

∑
j=1

wk jx j

)
+b

)
. (3.1)
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Figure 2 – Example of a MLP with three hidden layers.

Source: Elaborated by the author.

To train a perceptron means finding the right weights and bias (w0 to wn), i .e., creating a
linear separation in the amostral space. As in the human brain, a neuron does not work alone
but in a network where axons of several neurons are "connected" to others neurons, Multilayer
Perceptron (MLPs) (CHURCHLAND; SEJNOWSKI, 1992) became popular, years ago, as they
could solve a range of challenging tasks at that moment.

MLP consists of a network in which there are one or more hidden layers between the
input and the output layer. The advantage of using more layers is that such networks can create
more hyperplanes. While the perceptron maps the inputs directly to the outputs, the MLP extract
higher-order statistics from the input (HAYKIN, 2009). Such networks are feed-forward and
fully-connected. In a feed-forward network, the information just flows in one direction (forward).
Fully-connected means that all the neurons in a layer are connected to all the neurons in the
next layer. We show an example of a MLP in Figure 2, the network has one input layer (the
neurons here just store the information, not applying any computation), three hidden layers, and
one output layer. MLPs have been used for a long time to solve many different tasks such as
handwriting recognition, play checkers, and even autonomous driving (POMERLEAU, 1989;
MITCHELL, 1997).

According to Goodfellow, Bengio and Courville (2016), ML has the ability of enabling
machines to learn from experience and solve tasks by creating a hierarchy of concepts and their
relations. The idea of a computer being able to learn from a hierarchy that goes from simpler
to more complex concepts is what turned classical ML into DL (GOODFELLOW; BENGIO;
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Figure 3 – Machine Learning. Differences between classical Machine Learning and Deep Learning.

Adapted from (GOODFELLOW; BENGIO; COURVILLE, 2016).

COURVILLE, 2016). The huge advancement of DL algorithms comes with their ability to
automatically extract useful features from data. Formerly Neuroscience was regarded as the main
source for understanding and developing models that tried to emulate the human brain. However,
according to Goodfellow, Bengio and Courville (2016), DL appeals for a more general idea of
multiple levels of knowledge, creating a composition that is not necessarily brain-inspired. Such
models became more popular nowadays because of the increase in computational resources,
which enabled the size of the models to become larger. Fig. 3 highlights the main differences
between classic Machine Learning and Deep Learning, also exemplifying Supervised Learning.
The right factorization of knowledge is the key for robustness, whether classical AI has explicitly
steps, deep learning is still not fully understood (BENGIO, 2019). The unconscious and conscious
ability of the human brain has previously been associated by Bengio (2019) as Machine Learning
playing the conscious aspect and the unconscious being Deep Learning. The exploration of
explainability in deep networks can help to bridge this gap between Deep Learning and classical
learning methods.

3.1 Deep Learning

Recently, with the increase of computational power and the creation of Graphical Process-
ing Units (GPU), the development of deeper networks (larger number of layers) became possible.
That enabled the networks to create a larger number of connections to learn complex problems
in a way that was not possible before. According to (GOODFELLOW; BENGIO; COURVILLE,
2016) there is not a consensus regarding the number of layers to an architecture to be identified
as a deep model. The number of layers in the first architectures LecunNet (LECUN et al., 1998),
Alexnet (KRIZHEVSKY; SUTSKEVER; HINTON, 2012), and GoogleNet (SZEGEDY et al.,
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2015) range from 7 to 22 layers, and nowadays there are models that reach 110 layers (HAN;
KIM; KIM, 2016). We know that in practice the number of hidden layers can grow very large.

Some advantages of using DL is that the features are learned from the data, i .e., they are
not hand-crafted as in classical machine learning techniques. A key achievement attributed to
Deep Learning is that the models could learn to select the best features to solve the given task,
but the capacity of machine learning algorithms has to be appropriated for the true complexity of
the given task, therefore if you have the right model and enough data, the model will perform best
(GOODFELLOW; BENGIO; COURVILLE, 2016). The representational capacity of the model
is the name given to the selection of the algorithm family chosen to solve the task. The process
of designing a DL architecture is a vital task to the success of the problem. The model selection
by the engineer behind the network is a very important step because the model specifies which
family of functions the learning algorithm can choose from when learning the parameters of such
model (GOODFELLOW; BENGIO; COURVILLE, 2016). The model will perform coordinately
better if we set the preferences that are aligned with the learning problem we ask the algorithm
to solve (GOODFELLOW; BENGIO; COURVILLE, 2016). Therefore the capacity of the model
depends not only on the selection of the appropriate set of algorithm family but also on the
training procedure to set the best parameters for such model.

The loss function (also known as performance measure, or objective function) is used to
evaluate how good (or bad) the current iteration performed over the current network parameters.
This value is also used to backpropagate the error and update the weights. The task of minimizing
some loss function f (x,θ) by changing θ is refereed as optimization. Most Deep Learning
approaches involve some type of optimization to select the best parameters of the model. In
most cases, finding the exact set of parameters to solve the task (global minimum) is a difficult
optimization problem (GOODFELLOW; BENGIO; COURVILLE, 2016), as the loss space is
non-convex. Because of that, a set of best practices exists to ensure the parameters will not
be extremely optimized to the train data and perform poorly on the test set (overfitting). The
opposite is also a problem, underfitting occurs when the model is not able to make the training
error small (GOODFELLOW; BENGIO; COURVILLE, 2016).

Preventing overfitting is a key component of this optimization problem, this means
finding the right time to stop training. Techniques as data augmentation, early stopping, dropout,
and batch normalization come at hand to improve generalization. Increasing your input data
(Data Augmentation) is often used, especially when the dataset is small, where modifications
in the data are performed to generate new input samples. Early stopping is a method where the
training is stopped when the validation set is at its lowest error, in practice, you save a copy of
the model parameters only when the validation error is decreased. When the training finishes
you return the stored parameters, and not the current iteration parameters (GOODFELLOW;
BENGIO; COURVILLE, 2016). Dropout regularizes units to be not only a good feature but
a feature that is good in many contexts (GOODFELLOW; BENGIO; COURVILLE, 2016).
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Dropout is commonly used as a regularization method. It randomly inactivates some input data
with probability p using samples from a Bernoulli distribution1. In contrast to training, during
testing all input information is used.

Batch normalization (Ioffe and Szegedy, 2015) is a method of adaptive reparametrization
(GOODFELLOW; BENGIO; COURVILLE, 2016). When optimizing deep neural networks, the
update of weights in backpropagation steps assumes that the prior layers will not be modified,
however in fact they are modified, and that affects the current layer being updated. Batch
normalization aims at producing a zero mean unit variance over all the batch in intermediate
layers of a network, therefore improving optimization:

y =
x−E[x]]√
Var[x]+ ε]

∗ γ +β , (3.2)

where ε is a small positive value imposed to avoid zero, the variables γ e β are learned parameters
that enable the model to recover the original values, the new parametrization is easier to be
learned using gradient descent (GOODFELLOW; BENGIO; COURVILLE, 2016).

In general, most of the DL approaches training procedure find a local minima that is
good enough to solve the problem (GOODFELLOW; BENGIO; COURVILLE, 2016). In the
real world, the best set of parameters is never found because the loss space of functions demands
a huge set of parameters to be set, and is still very poorly understood (CHOROMANSKA et

al., 2015). Many of the approaches usually settle for a loss value that is low but not mandatory
minimal in any formal sense, in other words, local minima is often chosen as an acceptable
answer as far as they map to significant low values of the loss function (GOODFELLOW;
BENGIO; COURVILLE, 2016). Choromanska et al. (2015) noticed that a considerable amount
of researchers that used deep neural networks and Stochastic Gradient descent to train, obtained
consistent results with similar performances after multiple experiments. Concluding that despite
multilayer nets have many local minima they are easy to find and they are equivalent when
considering the performance in the test set. Nowadays, optimization algorithms such as Adam
(KINGMA; BA, 2014) has been widely used and they provide a way to automatically adjust
each parameter learning rate. As an area still under development there are many issues when
training deep neural networks, and according to (HASTIE; FRIEDMAN, 2010) it can even be
considered an art, as the optimization problem is non-convex, it has many local minimum and is
unstable unless some guidelines are followed.

While the parameters (the weights, or filters’ values of the network) are automatically
learned during training through the backpropagation, the hyperparameters are network design
choices made by the human behind the network, or autoML/optimization algorithms. Such
hyperparameters play a key role because they are defining the architecture being used and it
can interfere in the success of your network learning process to ensure generalization. Finding

1 <https://pytorch.org/docs/stable/generated/torch.nn.Dropout.html>

https://pytorch.org/docs/stable/generated/torch.nn.Dropout.html
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the right set of hyperparameters might be a challenging task for a beginner in the field. Hastie
and Friedman (2010) suggest that it is better to have more than fewer layers, as with proper
regularization the excess of weights can be shrunk towards zero, and with too few layers the
model can be harmed by not having enough flexibility to capture the nonlinearities. Other authors
(BENGIO; DELALLEAU; ROUX, 2005) affirm that if the number of neurons grows too much
that can also be a problem (The curse of dimensionality), i.e., if the number of variables increases
the number of possible arrangements increases exponentially proportional (GOODFELLOW;
BENGIO; COURVILLE, 2016).

Deep learning models are well known to be able to select the best features for a given
task, however, the human behind the network can make things easier by crafting an architecture
that will make the task easier, and also, pre-processing the input enables the network to converge
faster to an answer. Some tricks commonly used in the literature can help to accelerate the
training. The community is aware of the benefits of normalizing images before passing them to
CNNs, using zero mean and one variation for different types of data, usually in image tasks we
use only the zero mean because images already have a fixed relation among its data (because of
pixels’ grid structure) (KARPATHY, 2016). Techniques as Transfer Learning and Fine Tuning
have been demonstrated to help, as usually, the features extracted in the first layers can be similar
in many tasks, so the parameters in those layers can be imported from a training step in prior
datasets.

3.2 Recurrent Neural Networks

Recurrent Neural Networks are known due to their capacity to maintain states over time
and also to discover the contextual relationship between inputs (LI et al., 2017a). The main
difference between RNN and feed-forward networks is that the hidden layers, in RNNs, are
connected among different time-steps, therefore the network can exchange information from
past time-steps. Such RNNs can be used in many different settings as, in many-to-many, many-
to-one, or one-to-many. For example, a one-to-many approach can be used for image captioning,
where one image is given as input and many words describing the image are the output, and a
many-to-one approach can be used for sentiment analysis where many inputs are given (e .g., a
small text), and just one output is predicted (e .g., the dominant sentiment in the text)2.

Recently, given the growth in the computer power capacity and the highlight given to
Deep Learning approaches, some Deep RNN variants have been proposed as LSTM (HOCHRE-
ITER; SCHMIDHUBER, 1997) and GRU (CHO; MERRIENBOER; BAHDANAU, 2014). The
work in Chung et al. (2014), Karpathy, Johnson and Li (2015) performs comparisons among
RNNs and its variations, and the work Greff et al. (2017) performs comparisons among LSTM
variants. LSTM has shown good results for applications where the long term affects the current

2 <http://karpathy.github.io/2015/05/21/rnn-effectiveness/>

http://karpathy.github.io/2015/05/21/rnn-effectiveness/


50 Chapter 3. Theoretical Background

state.

A variation of LSTM was proposed by Cho, Merrienboer and Bahdanau (2014). The
GRU is considered a simplified version (GREFF et al., 2017) because it simplifies the number
of parameters and might decrease the computation cost, where instead of using the input and
forget gate just an update gate is used, and the peephole connections and output activations were
excluded. Chung et al. (2014) provides a comparison between LSTM and GRU.

The biggest difference from the LSTM to the ConvLSTM (SHI et al., 2015) is that in the
latter all the inputs, cell outputs and hidden states are 3D tensors, and instead of fully connections,
convolutions are used. In Tab. 4 we illustrate the peephole LSTM variation introduced by (GERS;
SCHMIDHUBER, 2000) and ConvLSTM equations as presented in (GRAVES, 2013; SHI et al.,
2015).

Table 4 – Comparison between LSTM and ConvLSTM

LSTM ConvLSTM

it = σ(Wxixt +Whiht−1 +Wci ◦ ct−1 +bi)

ft = σ(Wx f xt +Wh f ht−1 +Wc f ◦ ct−1 +b f )

ct = ft ◦ ct−1 + it ◦ tanh(Wxcxt +Whcht−1 +bc)

ot = σ(Wxoxt +Whoht−1 +Wco ◦ ct +bo)

ht = ot ◦ tanh(ct)

it = σ(Wxi ∗Xt +Whi ∗Ht−1 +Wci ◦Ct−1 +bi)

ft = σ(Wx f ∗Xt +Wh f ∗Ht−1 +Wc f ◦Ct−1 +b f )

Ct = ft ◦Ct−1 + it ◦ tanh(Wxc ∗Xt +Whc ∗Ht−1 +bc)

ot = σ(Wxo ∗Xt +Who ∗Ht−1 +Wco ◦Ct +bo)

Ht = ot ◦ tanh(Ct)

Adapted from (RAHMAN; SIDDIQUI, 2019) Adapted from (KIM et al., 2020)

3.3 Convolutional Neural Networks

The initial studies that resulted in the, now widely know, Convolutional Neural Networks
started in the 80’s with Fukushima (1980) neocognitron architecture mimicking the mammalian
visual system (GOODFELLOW; BENGIO; COURVILLE, 2016). Such architecture inspired
the LeNet-5 proposed by Lecun et al. (1998) with applications in digits recognition. Later, in
the 2010s the AlexNet proposed architecture (KRIZHEVSKY; SUTSKEVER; HINTON, 2012)
reached state-of-the-art results at the ImageNet competition, bringing the attention of several
researchers to the power of CNNs. Nowadays the usage of CNNs is spread all over the globe,
and they have already been applied to a diverse range of tasks.
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The main difference between CNNs and MLPs is the use of convolution layers (GOOD-
FELLOW; BENGIO; COURVILLE, 2016; PONTI; COSTA, 2017). The name convolution is
used because a sliding window passes through the original image convolving it with k× k filters
resulting in new images, Fig. 4. Those filters are composed of the weights the network should
learn in the training step. In a fully connected network (as an MLP), generally, all the neurons on
a previous layer are connected to all the neurons on the current layer. In a convolutional layer, an
output value is given by each filter convolution in each local region of the layer’s input image.
This "overlapping" region in the image is also known as the receptive field, and the output from
the filter convolution in the image is known as the feature map. Therefore, instead of having
all the neurons in one layer connected to all the neurons in the next layer (fully connected),
the connections between two layers in a CNN are considered to be sparse, if the kernel size is
smaller than the input grid size, as shown in Fig. 5.

An important parameter here is the number of pixels the sliding window will skip in the
convolution (also know as stride). One can notice that a convolution operation would result in a
smaller output image, a common approach to avoid this reduction is the usage of padding. There
are several different types of padding, adding zeros to the created borders, copying the borders
of the image, and reflecting the image rows values (ReflectionPad, Fig. 6) 3.

Commonly, a CNN is composed of several building blocks, Fig. 7. Each building block
receives an input, processes it, and gives an output to the next block. There are building blocks
to perform convolutions (e .g., filters for discovering edges), to apply activation functions (e .g.,
Rectified Linear Units (ReLU)), and to decrease the amount of data (e .g., max-pooling). The
ReLU activation function, Eq. 3.3, is used to eliminate the negative numbers that can result after
the convolution, this can be interpreted as the positive numbers being the ones that provided a
significant response from the filters (MELLO; FERREIRA; PONTI, 2017). By using ReLU, it is
possible to keep the non-linearity in the resulted map, i .e., activation functions help to introduce
non-linearities in the model. Non-linearities are important because otherwise, the network would
only be able to apply linear transformations. A variation of ReLU is the LeakyReLU (Eq. 3.4),
where the negative values are close to 0, but not 0.

ReLU = max(0,υ) (3.3)

LeakyRELU =

{
υ , if≥ 0

negative slope×υ ,else
(3.4)

Pooling layers are usually applied after some convolutional operations (PONTI; COSTA,
2017) and they downsample the amount of data without losing the important information. Max-
pooling (Fig. 8) consists of selecting the maximum value among a region in the given input,

3 <https://pytorch.org/docs/stable/generated/torch.nn.ReflectionPad2d.html>

https://pytorch.org/docs/stable/generated/torch.nn.ReflectionPad2d.html
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Figure 4 – 2D convolution over an input image. A filter, or kernel, is convolved with each receptive field
in the input image, generating an output value. All output values together form then the feature
map. The stride value controls the number of pixels that will be skipped in each horizontal
and vertical direction, in an approach that resembles a sliding window. At each convolution
between the kernel and receptive field (depicted in green), an output value is computed. For
simplicity we represent the image and kernel as 2D images, i .e., channel dimension is not
displayed.

Source: Elaborated by the author.

therefore decreasing data dimensionality. The implicit idea behind it is that the maximum value
can indicate whether a feature was present or not in each image patch.
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Figure 5 – Difference between fully connected and convolutional layer.

(a) Densely connected (b) Sparsely connected

Source: Adapted from (GOODFELLOW; BENGIO; COURVILLE, 2016).

Figure 6 – 2D ReflectionPad: A method for padding the input image reflecting values from the image
itself.

Source: Elaborated by the author.
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Figure 7 – Example of Convolutional Neural Network Architecture for image classification.

Source: Elaborated by the author.

Figure 8 – Max-pooling applied to an image reduces its spatial size while selecting the maximum value
among a region. Implicitly this can be interpreted as the most important information is whether
some feature was detected in that region instead of its exact location.

Source: Elaborated by the author.

Each filter convolution with the input image generates a different feature/output map.
Those features maps can then serve as input to another layer, therefore generating a new feature
map, in this way the network can learn simpler features (as edges and corners) in the first layers,
to more complex representations on the last layers (as faces, cars, and urban scenes). A network
with a smaller filter size and a bigger number of layers is preferable over a larger filter size and a
smaller number of layers because both of them would reach a similar coverage area however
the smaller filter option would request fewer parameters and computations, and allow more
nonlinearities (JOHNSON, 2016). Along with the convolutional layers, the network learns how
to extract from simple to more robust features in images.

In CNNs for image classification, usually, after many hidden layers all the output grids
are flattened into a vector (feature vector) and it is given as input to a fully-connected layer
(e .g., MLP), Fig 7. This network is then responsible for performing the classification step, where
each neuron in the hidden layer is connected to each value in the layer’s input vector. The last
layer in this network produces the classification probabilities for the trained classes. Softmax is
commonly used when you want a probabilistic answer, the results will be arranged in a 0 to 1
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scale, with sum 1:

So f tmax(xi) =
exp(xi)

∑ j exp(x j)
. (3.5)

In classical image processing approaches, the features were hand-crafted by using feature
extractors as: corner and edge detector (HARRIS; STEPHENS et al., 1988; SHI; TOMASI,
1994), SIFT (LOWE, 2004), HOG (DALAL; TRIGGS, 2005), SURF (BAY; TUYTELAARS;
GOOL, 2006), FAST (ROSTEN; DRUMMOND, 2006), BRIEF (CALONDER et al., 2010),
ORB (RUBLEE et al., 2011). In CNNs, the most suitable features are automatically learned from
the data, usually CNNs last layers comprise a set of fully connected layers that learns how to
classify. Different types of CNNs have been explored since the past years exploring a extensive
range of tasks: classify objects (KRIZHEVSKY; SUTSKEVER; HINTON, 2012; SZEGEDY et

al., 2015; SIMONYAN; ZISSERMAN, 2015; HOWARD et al., 2017; TAN; LE, 2019; He et

al., 2016), classify each pixel in the image (KIRILLOV et al., 2019; SANDLER et al., 2018;
RONNEBERGER; FISCHER; BROX, 2015), detect objects in the image (GIRSHICK, 2015;
GIRSHICK et al., 2016; REDMON et al., 2016), and instance segmentation (HE et al., 2017;
CHEN et al., 2019). Several studies perform joint tasks as: detection and tracking, detection
and classification, pixel-wise segmentation and classification, or pixel-wise segmentation with
instance segmentation.

3.4 ResNet

The main purpose of Residual Networks (ResNet) is to facilitate the training of deep
networks. He et al. (2016) provided evidence that using the proposed residual blocks (Fig. 13)
allowed networks to optimize easier than similar ones without the skip connections. These skip
connections perform identity mapping into the input and are added together with the processed
output. The advantage of this approach is that it does not add parameters. ResNet blocks prevent
vanishing gradient problem while also allowing us to just skip layers and implicitly decrease the
number of layers necessary for the task at hand.

Figure 9 – Skip connections proposed by (He et al., 2016)

Source: Elaborated by the author.
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Figure 10 – A method for upscale input images consists of adding zeros between the input data, optionally
adding padding, and performing a convolution with a kernel, resulting in an image with a
bigger size.

Source: Elaborated by the author.

3.5 U-Net
The U-Net (RONNEBERGER; FISCHER; BROX, 2015), as the name suggests, consists

of a U-shape architecture, where the downsample path is followed by an upsample path, as shown
in Fig. 11. The advancement from prior models was the expansive path being symmetric to the
downsampling path. By having a large number of feature channels the network can propagate
context information to higher resolution layers. The downsample path consists of a set of 3x3
unpadded convolutions followed by ReLU layer and a 2x2 MaxPooling with stride two. While the
width and height of the image get smaller because of the unpadded convolutions and MaxPooling
operations, the number of feature channels is doubled at each operation. The upsampling path is
symmetrical to the downsampling, allowing that in each same size pair, the corresponding feature
map in the downsampling path is copied into the upsampling feature map. The upsampling
feature map, in each step, is composed of an up convolution and a decrease by half on the feature
channels and two 3x3 convolutions followed by ReLU. A final 1x1 convolution is applied to map
to the desired output.

A 2D transposed convolution (Fig. 10) can be used when we want to increase the shape
of the input image in a upconv manner, it is also known as a fractionally-strided convolution4. In
a fractionally-strided convolution, zeros are filled among neighboring pixels in the input, and
optionally padding is added around the increased image, reconstructing the spatial resolution.
Then a convolution is done over the expanded image and a filter, resulting in an output image of
a bigger size.

3.6 Final Considerations
Deep Learning has opened a new era for Machine Learning applications. The allowance

of usage of a higher number of layers enabled the network to extract from low to high dimensional
4 <https://pytorch.org/docs/stable/generated/torch.nn.ConvTranspose2d.html>

https://pytorch.org/docs/stable/generated/torch.nn.ConvTranspose2d.html
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Figure 11 – U-Net proposed by (RONNEBERGER; FISCHER; BROX, 2015)

Source: Elaborated by the author.

features, therefore achieving higher accuracy in several datasets to solve a diverse set of problems.
The process of designing the DL architecture is a vital task to the success of the problem. Several
tricks are well known in the literature to improve training convergence and generalization.
LSTMs were able to fix the vanishing gradient problem present in Vanilla RNNs. U-Nets and
ResNets were used in several image problems and have demonstrated their effectiveness in
several recent years’ applications.
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CHAPTER

4
PROPOSED APPROACH

Our main task is to generate K plausible trajectories that are diverse, and compliant to the
scene. We use supervised learning to predict multiple possible future trajectories given as input
the past positions of the agents prior to time t, the scene information, and the static location of
surrounding agents. To solve our main task we also propose some intermediate tasks as semantic
segmentation and probability grid generation. In this chapter, we explain all the proposed model
details.

4.1 Problem Formulation and Notation

We assume that all data is processed to obtain the positions and ids of all traffic partici-
pants across all the scenes and timesteps. A trajectory is defined as a sequence of x,y discrete
positions with respect to time. Xp

i =
[
xt−tp, · · · ,xt−∆t ,xt] represents an agent’s past trajectory

until upon time t, where ∆t is the interval of time between two observations, x = [x,y] ∈ R2 is
the 2D discrete coordinate of the agent’s position, and tp is the size of past time window. At
inference time, t represents the last observation of an agent’s position. The ground truth future
trajectory of an agent is represented by Yf

i =
[
xt+∆t , · · · ,xt+t f

]
ranging from time (t +∆t) to

(t + t f ), where t f is the length of the future horizon window. The trajectories can be considered a
structured output comprising multiple values, where the elements have an important relationship.

Frame of Reference: The frame of reference is centered at each agent being predicted at
time t. For each trajectory, we consider the x and y discrete positions of the agent at time t as the
center of the grid, adapting the past and future positions according to this reference. Trajectory,
scene, and surrounding agents follow the same frame of reference.

Trajectory Representation with Grids (τ p): To keep the spatio-temporal correspon-
dence among all input information, we transform each trajectory Xp

i to a grid representation.
For each trajectory Xp

i we generate a N×N one-hot grid with tp number of channels. Each grid
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channel is populated according to the trajectory x and y discrete positions at each time step.

Scene Representation with Grids (St): The scene is represented by a N×N grid with
three channels. Each grid position stores the RGB pixel values of a BEV map of the environment.
The scene and trajectory are represented using the same frame of reference.

Surrounding Agents Representation with Grids (Ot): We create a grid, in the same
reference frame, for representing the position of each surrounding agent occupying the scene at
the same time as the agent being predicted. Here we consider the other agents as static obstacles
and do not consider their motion.

Given an agent’s past trajectory τ p, surrounding agents current location (Ot), and scene
information St , we want to predict Ŷ f

i =
[
Ŷ f

i,1, · · · ,Ŷ
f

i,K

]
, with k ∈ {1,2, ...,K}, where Ŷ f

i,k =[
xt+∆t ,xt+2∆t , · · · ,xt+t f

]
.

4.2 Model

Our network, Fig. 12, comprises two modules. The first one (probability grid generation)
takes as input trajectory (τ p), surrounding agents (Ot), and scene (St), and generates the prob-
ability grids. These grids store the probability of the agent being in each cell at a determined
time-step. The second module (trajectory generating) generates K trajectories (Ŷ f

i,k) from the
probability grids.

Figure 12 – Proposed model for scene compliant trajectory forecasting with spatial grids. A U-Net
with skip connections processes the trajectory and surrounding agents grids, and a ResNet
processes the scene grid. The concatenation of the outputs from both U-Nets and ResNet
are used as input to the ConvLSTM model that outputs the probability grids. The sampling
module uses the generated probability grids, and the CoordConv module, to create K possible
trajectories (Ŷ f

i ) for each target agent i. Numbers inside brackets below figures are either
[batch size, number of channels, height, width] or [batch size, number of time steps, number
of channels, height, width].

Source: Elaborated by the author.



4.3. Probability Grid Generation (St ,τ
p,Ot → G f ) 61

4.3 Probability Grid Generation (St,τ
p,Ot → G f )

The Probability Grid Generation module is responsible for encoding the scene (St), past
trajectory (τ p), and surrounding agents (Ot) and generating the probability grids G f . The grids
G f contain the information regarding the probability of the target agent occupying each grid cell
at each predicted time step. We describe now each encoding and the process for generating such
grids.

4.3.1 Scene Context Encoding

The BEV scene is a grid with depth representing the RGB color channels. A ResNet
(He et al., 2016) based encoder-decoder was used to process the scene. Such networks preserve
specific features while also reasoning about the global features of the scene. ResNet is also
useful to train because it can transform the loss search space into a smother function (LI et al.,
2018). We pre-trained the ResNet (Fig. 13) to semantically segment the satellites images from
the International Society for Photogrammetry and Remote Sensing (ISPRS) (ROTTENSTEINER
et al., 2012) using the Potsdam dataset. Such Dataset provides 38 different satellite scenes
with semantic labels for 6 classes: impervious surfaces, buildings, low vegetation, tree, car, and
clutter/background. As the dataset does not have a specific label for sidewalks, and we consider
that is a piece of important information for our path prediction problem we hand-labeled some
images from the training set of SDD (ROBICQUET et al., 2016) dataset and further trained the
model to semantically segment such images. We used cross-entropy loss, Eq. 4.1, to train the
semantic segmentation network.

Figure 13 – ResNet-based encoder-decoder architecture used in this proposed approach.

Source: Elaborated by the author.

CrossEntropyLoss(x,class) =−log
(

exp(x[class])
∑ j exp(x[ j])

)
=−x[class]+ log

(
∑

j
exp(x[ j])

)
(4.1)
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Figure 14 – ISPRS Potsdam Dataset (ROTTENSTEINER et al., 2012)

Source: (ROTTENSTEINER et al., 2012).

4.3.2 Past Trajectory Encoding

Both trajectory and scene are represented in grids. Whether for the scene we use grids
with depth representing the color channels, we need tp grids to represent the pedestrian past
trajectory. For each past trajectory x,y position, we generate a one-hot grid. The past trajectory
grid is processed by a U-Net (RONNEBERGER; FISCHER; BROX, 2015) with skip connections.
The choice of such architecture was made because as we are forecasting slow and fast-moving
agents in the same network we had to make sure all grid positions would be convoluted to encode
the trajectory. As stated in related work the most recent positions of an agent have more influence
in his/her future positions than older positions. Such past trajectory information is commonly
useful to learn the orientation as in most cases the agents do not return to positions they have
already been to, except the cases where they are stopped, where in fact, they do not leave the
past position.

Figure 15 – U-Net architecture used in this proposed approach.

Source: Elaborated by the author.

4.3.3 Surrounding Agents Encoding

The other agents on the scene are also represented in a grid. The grid is populated
according to each surrounding agent’s coordinates at time t. The encoding procedure is similar
to the one presented in Sec. 4.3.2 using a U-Net.
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i ) 63

4.3.4 Time-expanded Probability Grids

The prediction of long-term future trajectories tends to be more challenging and strongly
relate to the scene. Such future trajectories can be more robust and comprise curves to avoid
obstacles. Because of this extra challenge we use ConvLSTMs instead of the simple convolution
networks. Such architecture can learn more robust trajectories by deciding which features it
should use from the prior LSTM cell and the current input, learning what it can forget or
remember to reason about the future.

We use weighted cross-entropy loss (4.2) to train the grid generation (first module in
Fig. 12). Our model outputs t f grids with probable agent future positions, each grid corresponds
to a specific predicted time-step. The importance of using weighted cross-entropy, instead of
cross-entropy, is in the view that the number of populated cells is lower than the empty cells,
therefore, by using weighted cross entropy we can give a large weight for the populated cells.

WeightedCrossEntropy(x,class) = weight[class]

(
−x[class]+ log(∑

j
exp(x[ j])

)
(4.2)

4.4 Trajectory Generation (G f → Ŷ f
i )

To compare our method with prior approaches we have to extract diverse and cohesive
trajectories from the probability grids computed by the first module. The trajectory generation
step, the second module in Fig. 12, receives as input the grid maps and outputs K predicted
trajectories, Ŷ f

i,k with k ∈ {1,2, ...,K}. We have also concatenated a CoordConv (LIU et al.,
2018) to the probability grid to help with the mapping back from grid to coordinates. The
ConvLSTM used for the trajectory generation has the same hyperparameters as the ConvLSTM
used for grid generation, however, the last layer was replaced for a fully connected layer. The
network was trained using Variety loss (GUPTA et al., 2018; LEE et al., 2017; SADEGHIAN et

al., 2019) with mADE loss. Variety Loss, also know as best-f-k loss, measures the distances of
all predicted trajectories to the GT trajectory, and only the best loss is backward during training.
The k used in most approaches are 5, 10, or 20. Prior work has reported that by using such loss
they were able to reach more diverse sets of trajectories instead of predicting trajectories that
only average among the dataset trajectories.

mADE = min
k∈{1,2,...,K}

1
T

T

∑
t=1

∥∥∥Y f ,t− Ŷ f ,t
(k)

∥∥∥
2
, (4.3)

where Y f ,t is the GT trajectory position at time t, and Ŷ f ,t
(k) is the position of predicted trajectory

k at time t.
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4.5 Implementation Details
All implementations were made using PyTorch. We applied a random rotation to all grids

during training and we randomly shuffled the batches at every epoch. The images are normalized
according to the ImageNet mean and standard deviation. We used early stopping with Adam
optimizer (KINGMA; BA, 2014) for both modules. We used a grid size of N = 128 because it
allows us to fit most of the trajectories after downsampling them by a factor of ten, th = 8 (3.2
secs), and t f = 12 (4.8 secs) as previously used in related work (SADEGHIAN et al., 2019). The
U-Net and ResNet architectures were adapted from Isola et al. (2017). We used seven blocks of
U-Net with skip connections and ResNet with nine blocks. All convolutions in both architectures
follow a Convolution-BatchNorm-ReLU or a Convolution-BatchNorm-Dropout-ReLU sequence,
with stride 2. The convolutions down-sample and up-sample by a factor of two. The weights
were initialized from a Gaussian distribution with a zero mean and standard deviation of 0.02.
All ReLUs used in downsample are LeakyReLUs with slope = 0.2. The dropout rate was 0.5.
The ConvLSTM architecture has one layer with input dimension of 20, hidden state with 16
channels, and kernel size of (11,11).
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CHAPTER

5
RESULTS AND DISCUSSION

In this chapter we quantitatively compare our results with different baselines, and abla-
tions. We provide qualitative results to illustrate multiple scenarios and observed behaviors. We
believe such qualitative results help us to have a grasp of what is happening inside the network.
To conclude the chapter we discuss cases where future work can improve the performance of the
current proposed approach.

5.1 Metrics and Data

We conducted experiments on SDD (ROBICQUET et al., 2016) dataset to quantitatively
and qualitatively evaluate our approach. According to Hastie and Friedman (2010), if there
are enough data available, the best approach is to randomly divide the dataset into three parts:
train, validation, and test. Where the training set is used to fit the weights in the model, the
validation set is used to select the right architecture and hyperparameter configuration (also
known as Model Selection), and the test set is used to evaluate the prediction error in a never
seen data, i .e. generalization error. We use the standard train, validation, and test split available
in TrajNet1. The SDD dataset comprises different scenarios captured by a drone’s camera. For
each scene, several trajectories are pixel-wise labeled. Those trajectories comprise diverse agents
(pedestrians, cyclists, skaters, cars, buses, and carts). Lost positions were excluded from the sets
of trajectories, and a new ID was created when the agent re-appeared in the scene.

5.2 Performance measure

Given the GT trajectory Yf
i and the K predicted trajectories Ŷ f

i,k with k ∈ {1,2, ...,K},
we compute three metrics to evaluate the proposed method.

1 <http://trajnet.stanford.edu/>

http://trajnet.stanford.edu/
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Table 5 – SDD dataset information.

Scenes Videos Bicyclist Pedestrian Skateboarder Cart Car Bus

gates 9 51.94 43.36 2.55 0.29 1.08 0.78
little 4 56.04 42.46 0.67 0 0.17 0.67
nexus 12 4.22 64.02 0.60 0.40 29.51 1.25
coupa 4 18.89 80.61 0.17 0.17 0.17 0

bookstore 7 32.89 63.94 1.63 0.34 0.83 0.37
deathCircle 5 56.30 33.13 2.33 3.10 4.71 0.42

quad 4 12.50 87.50 0 0 0 0
hyang 15 27.68 70.01 1.29 0.43 0.50 0.09

Minimum Average Displacement Error (mADE): Minimum value among the average
distance between each predicted trajectory and GT.

mADE = min
k∈{1,2,...,K}

1
T

T

∑
t=1

∥∥∥Y f ,t− Ŷ f ,t
(k)

∥∥∥
2
, (5.1)

where Y f ,t is the GT trajectory position at time t, Ŷ f ,t
(k) is the position of predicted

trajectory k at time t, and T = t + t f .

Minimum Final Displacement Error (mFDE): Minimum final displacement error
between each predicted trajectory and the GT final point T , where T = t + t f .

mFDE = min
k∈{1,2,...,K}

∥∥∥Y f ,T − Ŷ f ,T
(k)

∥∥∥
2
, (5.2)

Correspondence to Scene: Efficiently evaluating multi-modal trajectories is still an
open problem. For critical applications, like self-driving cars, learning several modes is important
because the car should be able to estimate different plausible scenarios. This makes trajectory
forecasting a challenging task because the observations stored in datasets are typically uni-
modal. Most of the current approaches using best-of-K (or variety loss) compare each one of
the K predicted trajectories with the GT trajectory and consider as the result the predicted path
that achieved the closest distance to the GT. A current problem of such an approach is that it
only takes into consideration the accuracy of the trajectory that most closely matched the GT,
neglecting the other trajectories. To evaluate the performance of our K predicted trajectories, we
propose the Correspondence to Scene metric that gives us the percentage of predicted trajectory
points that lie on paths, terrain, and obstacles. For each image in the testing set, we hand-labeled,
as depicted in Fig.16, the pixels into path (sidewalk, street), terrain (grass, ground), or obstacle
(trees, cars, buildings). As such trajectories should not pass through obstacles, the CS metric
accesses the precision of all the estimated trajectories.
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Figure 16 – Illustration of manually accomplished semantic labeling. (a) BEV image (Nexus 5) from
SDD dataset, (b) Semantic labeled image, obstacle (red), terrain (green), and path (white).

Source: left image (ROBICQUET et al., 2016), and right image elaborated by the author.

5.3 Evaluation

We denominate SCPTSA-CC-PG our proposed model presented in Chapter 4. It uses
Scene Context (SC), Past Trajectory (PT), Surrounding Agents (SA), and the Probability Grid
(PG) with CoordConv (CC) layer. We use the same baselines and directly report the results
from (SADEGHIAN et al., 2019) in Tab. 6. The baselines used for comparison are: Social
GAN (S-GAN) (GUPTA et al., 2018): Generative Adversarial Network (GAN) based LSTM
encoder-decoder; SoPhie (SADEGHIAN et al., 2019): attentive GAN with social and physical
attention mechanisms; Desire (LEE et al., 2017): Inverse Optimal Control (IOC) RNN based
encoder-decoder; Social LSTM (S-LSTM) (ALAHI et al., 2016): LSTMs with social pooling
layer; CAR-NET (SADEGHIAN et al., 2018): attentive RNN; Social Forces (SF) (Yamaguchi
et al., 2011): tracking-based behavioral model; and a Linear Regressor (LR). We also compare
the results with two variations of the proposed model. The first variation SCPT-PG (Fig. 17) is
the proposed model without Surrounding Agents and CoordConv. The second variation SCPT
(Fig. 18), is the first variation without the probability grid generation, i .e. the concatenation of
processed scene and past trajectory is directly given to the trajectory sampling. All ablations
inputs follow the format presented in Sec. 4.1

The SCPT performed better on ADE and FDE metrics when compared to SCPT-PG,
the opposite happens when comparing the Correspondence to Scene (CS) metrics (Tab. 7),
where SCPT-PG outperformed SCPT. The SCPTSA-CC-PG achieved consistent results in both
trajectory distance and compliance to scene metrics, therefore bridging the gap between SCPT
and SCPT-PG models. We believe the intermediate grid generation step forces the predicted
trajectory to have better compliance with the scene, as both methods that used the grid generation
achieved better CS results in comparison with the model that did not use the grid generation
(SCPT). The grid generation step is also useful to have some grasp of interpretability of the
model learning process, as it gives a qualitative understanding of the extracted knowledge from
the input information. One observation from the CS table is that some points in the GT lie
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Figure 17 – Proposed model without surrounding agents and CoordConv layer. U-Net with skip con-
nections processes the trajectory grid and ResNet processes the scene grid. The concatenation
of the outputs from both U-Net and ResNet are used as input to the ConvLSTM model that
outputs the probability grids. The sampling module uses the generated probability grids to
create K trajectories (Ŷ f

i ) for each target agent i. Numbers inside brackets below figures are
either [batch size, number of channels, height, width] or [batch size, number of time steps,
number of channels, height, width].

Source: Elaborated by the author.

Figure 18 – Proposed model without surrounding agents, CoordConv layer, and intermediate gen-
erated probability grid. U-Net with skip connections processes the trajectory grid and
ResNet processes the scene grid. The concatenation of the outputs from both U-Net and
ResNet are directly used as input to the ConvLSTM that creates K trajectories (Ŷ f

i ) for
each target agent i. Numbers inside brackets below figures are either [batch size, number of
channels, height, width] or [batch size, number of time steps, number of channels, height,
width].

Source: Elaborated by the author.
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Table 6 – Quantitative comparative performance analysis of the proposed approach in pixels on Stanford
Drone Dataset. Note, results indicate an improvement over relevant state-of-the-art approaches
as measured by two commonly used metrics (ADE and FDE).

Method S-
GAN

Sophie Desire LR SF S-
LSTM

CAR-
NET

SCPTSA-
CC-PG

SCPT-
PG

SCPT

K 20 20 5 1 1 1 1 5 5 5
ADE↓
(pixels)

27.24 16.27 19.25 37.11 36.48 31.19 25.72 14.35 14.92 14.35

FDE↓
(pixels)

41.44 29.38 34.05 63.51 58.14 56.97 51.8 26.41 27.89 26.85

Table 7 – Quantitative performance results of forecasted trajectories as compared against the ground truth.

Method K % on path ↑ % on terrain ↓ % on obstacles ↓ % out of
the image↓

SCPTSA-CC-PG 5 86.48 5.64 7.86 0.02
SCPT-PG 5 86.35 5.74 7.89 0.01

SCPT 5 84.52 7.15 8.20 0.1
GT 1 87.88 4.95 7.16 0.0

in obstacles. In the SDD dataset, there are scenarios where pedestrians are partially walking
inside buildings, and as we hand-labeled buildings as obstacles, the trajectories’ points will be
computed as obstacles even if an indoor path existed. To fully understand the % on obstacles we
have to look to both GT and ours results.

As explained in Sec. 4.3.4, a probability grid is generated for each future time step
predicted. In both sets of images (Fig. 19 and Fig. 20) the scenes are similar but the agents’
trajectories are different, therefore the generated probability grids exhibit different higher prob-
ability distributions. In most of the examples, the probabilities shift according to reasonable
path preferences and agent movement orientation. Such probability grids are then fed into the
trajectory generation module. Respective grids and trajectories are displayed in figures 21, 22,
23, and 24. In Fig. 21c the probabilities shift from the center of grid 0 towards the top of grid 11,
indicating the higher probabilities for the straight path, the trajectories generated by the model
(Fig. 21c) are all in the same orientation. In Fig. 22 the probabilities (Fig. 22c) and trajectories
(Fig. 22b) lie in the same region. In Fig. 23c the probabilities shift from the center in grid 0 in
direction to the paths at the bottom of the image. In Fig. 24a the agent is walking towards the top
of the image, in the grid maps (Fig. 24c) the probabilities in grid 0 shift to the top of grid 11,
also the generated trajectories follow the same behavior.

In Figures 25, 26, 30, 29, 28, 27, 33, 31, and 32 we depict some of the trajectories
generated by the proposed model, and we discuss some points observed in those images. Usually
by paying attention to the past trajectory (τ p) a human would be able to figure it out the length
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Figure 19 – Qualitative result of probability grids generated by the proposed method. The BEV
images on the left column (a, c, and e) contain a scenario where an agent’s past motion is
represented in white, the ground truth future motion is represented in green, and surrounding
agents are represented in orange. The set of images on the right column contains the t f = 12
grids generated by the proposed approach according to the respective BEV image on the left.
Each grid corresponds to one predicted time step. Each grid’s cell stores the probability of
the agent occupy that cell at that time-step. Closer to red higher the probability. Same scenes
with different trajectories (a, c, e) generate different probability grids (b, d, f). In Figure a the
agent is moving to the top of the image, the generated probability grids reflect that behavior.
The opposite happens in Figure c, the agent is moving towards the bottom of the image, and
in the probability grids (d) the probabilities shift from the center of the image towards three
different paths. In figure (e) the agent is walking slower, and this behavior is reflected in the
more central location of higher probabilities in the grid maps (f).

(a) (b)

(c) (d)

(e) (f)

Source: Elaborated by the author
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Figure 20 – Qualitative result of probability grids generated by the proposed method. The BEV
images on the left column (a, c, and e) contain a scenario where an agent’s past motion is
represented in white, the ground truth future motion is represented in green, and surrounding
agents are represented in orange. The set of images on the right column contains the t f = 12
grids generated by the proposed approach according to the respective BEV image on the
left. Each grid corresponds to one predicted time-step. Each grid’s cell stores the probability
of the agent occupy that cell at that time-step. Closer to red higher the probability. In the
images (a, c, e) the scenes are similar but the agent’s motion is diverse. In Fig. (a) the agent is
moving towards the left (according to the viewer’s perspective). In (b) the high probable cells
comprise the clear paths seen in the image. In (c) the agent is moving towards the top, and
in (d) the higher probabilities are towards the paths keep forward and turn to the left. In (e)
the agent is moving to the left, and in (f) the probability is higher for the left path, with some
small probability of keeping forward. By reasoning about the past trajectory, the model can
distinguish different future trajectories even in similar scenes.

(a) (b)

(c) (d)

(e) (f)

Source: Elaborated by the author
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Figure 21 – Qualitative result of probability grids generated by the proposed method. Fig. (a)
Agent’s past motion is represented in white, the ground truth future motion is represented in
green, and orange points represent the surrounding agents, Fig. (b) contains the generated
trajectories represented in light blue, dark blue, black, red, and magenta, Fig (c) contains
the t f = 12 grids generated by the proposed approach according to the respective image (a).
Each grid corresponds to one predicted time-step. Each grid’s cell stores the probability of
the agent occupy that cell at that time-step, where closer to red higher the probability.

(a) (b)

(c)

Source: Elaborated by the author

of the future path (Y f ). In Fig. 25 we exemplify scenes with similar context with predicted
trajectories that follow the expected future trajectory size. That means that even if we do not
clearly give the class of the object as input to the model, the model was able to implicitly learn
different agent’s speed, i .e. estimate the future trajectory length based on the past trajectory
(τ p). Agent in Fig. 25 (f) is clearly moving faster then the agents in Figs. 25 (b, d). A challenge
arise when the agent change his own speed only in the GT future path (Fig. 26), in these scenes
the model fails in generating trajectories with lengths that match the GT trajectories. In some
examples the predicted trajectories for a given agent have different lengths, that is somehow
helpful when the agent decreases his motion speed in GT (Fig. 27).
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Figure 22 – Qualitative result of probability grids generated by the proposed method. Fig. (a)
Agent’s past motion is represented in white, the ground truth future motion is represented in
green, and orange points represent the surrounding agents, Fig. (b) contains the generated
trajectories represented in light blue, dark blue, black, red, and magenta, Fig (c) contains
the t f = 12 grids generated by the proposed approach according to the respective image (a).
Each grid corresponds to one predicted time-step. Each grid’s cell stores the probability of
the agent occupy that cell at that time-step, where closer to red higher the probability.

(a) (b)

(c)

Source: Elaborated by the author

In some examples, the predicted trajectories are more spread or squeezed together. When
the predicted trajectories are all squeezed together in the same direction usually there is a clear
delimited path as shown in Fig. 28 (a, b, c, d, e, f). In other scenes, the generated trajectories
comply with a larger range of possible orientations Fig. 28 (g, h, i, j, k, l).

In Fig. 29, the generated trajectories are in a range of orientations comprising almost
all visibly delimited paths. Sometimes, as shown in Fig. 30, the past trajectories also bound the
space of possible future trajectories, i .e. the orientation of the agent can enable the generated
trajectories to be more assertive by focusing the predicted trajectories in more probable paths.

Papadimitriou, Lassarre and Yannis (2016) discuss that humans when crossing streets
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Figure 23 – Qualitative result of probability grids generated by the proposed method. Fig. (a)
Agent’s past motion is represented in white, the ground truth future motion is represented in
green, and orange points represent the surrounding agents, Fig. (b) contains the generated
trajectories represented in light blue, dark blue, black, red, and magenta, Fig (c) contains the
t f = 12 grids generated by the proposed approach according to the respective image (a). Each
grid corresponds to one predicted time-step. Each grid’s cell store the probability of the agent
occupies that cell at that time-step, where closer to red higher the probability.

(a) (b)

(c)

Source: Elaborated by the author

sometimes can present a pattern of crossing the street diagonally. Such behavior was seen in
some examples (Fig. 31) especially when the agent was moving near a street. Nearly all predicted
trajectories in Fig. 32 (a, b, c, d, e, f, g, h, i) were contouring the roundabout and were plausible
extensions of the past trajectory, however in some examples, the roundabout behavior was not
followed (Fig. 32 j, k, l), we believe that happens because in the dataset some agents exhibit a
jaywalker behavior.

Scenarios where the agent is stopped in the τ p, and starts to walk in the Y f , are still a
challenge. Such a challenge arises due to the lack of information regarding orientation in τ p.
In Figure 33 (f, g, h, and i) the predicted trajectories did not match the GT trajectory. In some
examples, as Fig. 33 (d), all predicted trajectories estimated that the agent would keep stopped,
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Figure 24 – Qualitative result of probability grids generated by the proposed method. Fig. (a)
Agent’s past motion is represented in white, the ground truth future motion is represented in
green, and orange points represent the surrounding agents, Fig. (b) contains the generated
trajectories represented in light blue, dark blue, black, red, and magenta, Fig (c) contains
the t f = 12 grids generated by the proposed approach according to the respective image (a).
Each grid corresponds to one predicted time-step. Each grid’s cell stores the probability of
the agent occupy that cell at that time-step, where closer to red higher the probability.

(a) (b)

(c)

Source: Elaborated by the author

in the other images in Fig. 33, the predicted trajectories were split in static and guesses of future
motion.

By analyzing the results we can notice that scene and past trajectory play a key role in
the prediction. We could not reliably notice the aspects in which the usage of surrounding agent
information improved the performance, but we can not discard that possibility. The generated
probability grids and trajectories help us to get some reasoning about what is happening inside
the network. In most of the examples, the forecasted trajectories are feasible continuations from
the past trajectory and comply with the scene, therefore, achieving the objectives proposed by
this Thesis.
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Figure 25 – Qualitative results of the proposed method. White represents past trajectory, green repre-
sents future trajectory (GT), orange surrounding agents, and other colors (light blue, dark
blue, black, red, and magenta) represent the five predicted trajectories. An observation is
that the future trajectories length varies according to the length of the past trajectory, this
implicitly means that the model was able to figure out the different agents’ speeds.

(a) (b) (c)

(d) (e) (f)
Source: Elaborated by the author

Figure 26 – Qualitative results of the proposed method. White represents past trajectory, green repre-
sents future trajectory (GT), orange surrounding agents, and other colors (light blue, dark
blue, black, red, and magenta) represent the five predicted trajectories. There are some ex-
amples where the speed in the future trajectory is faster than the motion observed in the past
trajectory, in these scenes the model fails in predicting trajectories with lengths that match the
GT trajectory.

(a) (b) (c)

Source: Elaborated by the author
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Figure 27 – Qualitative results of the proposed method. White represents past trajectory, green repre-
sents future trajectory (GT), orange surrounding agents, and other colors (light blue, dark
blue, black, red, and magenta) represent the five predicted trajectories. In some examples
the predicted trajectories have different lengths, this might be helpful in scenarios where the
agent starts stopping or changes his motion speed.

(a) (b) (c)

(d) (e) (f)
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Figure 28 – Qualitative results of the proposed method. White represents past trajectory, green repre-
sents future trajectory (GT), orange surrounding agents, and other colors (light blue, dark
blue, black, red, and magenta) represent the five predicted trajectories. In the first and second
rows of images, the trajectories are more squeezed together, we believe this behavior arises
due to the visible path in the images. In the third and fourth rows, the predicted trajectories
are more spread in open scenarios.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)
Source: Elaborated by the author
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Figure 29 – Qualitative results of the proposed method. White represents past trajectory, green repre-
sents future trajectory (GT), orange surrounding agents, and other colors (light blue, dark
blue, black, red, and magenta) represent the five predicted trajectories. Examples where the
proposed model generated trajectories that comply with the scene possible paths.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Source: Elaborated by the author
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Figure 30 – Qualitative results of the proposed method. White represents past trajectory, green repre-
sents future trajectory (GT), orange surrounding agents, and other colors (light blue, dark
blue, black, red, and magenta) represent the five predicted trajectories. Examples where the
proposed model generated trajectories that comply with the scene but not all possible scene
paths, we believe the orientation of the past trajectory restricted the space of possible paths
generated.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Source: Elaborated by the author
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Figure 31 – Qualitative results of the proposed method. White represents past trajectory, green repre-
sents future trajectory (GT), orange surrounding agents, and other colors (light blue, dark blue,
black, red, and magenta) represent the five predicted trajectories. Some predicted trajectories
presented this pattern of crossing the street in a diagonal.

(a) (b) (c)

(d) (e) (f)

Source: Elaborated by the author



82 Chapter 5. Results and Discussion

Figure 32 – Qualitative results of the proposed method. White represents past trajectory, green repre-
sents future trajectory (GT), orange surrounding agents, and other colors (light blue, dark
blue, black, red, and magenta) represent the five predicted trajectories. Most of the predicted
trajectories in roundabouts exhibit a contouring behavior, however as shown in Fig. (j, k, and
l) the dataset had examples of jaywalker behavior.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Source: Elaborated by the author
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Figure 33 – Qualitative results of the proposed method. White represents past trajectory, green repre-
sents future trajectory (GT), orange surrounding agents, and other colors (light blue, dark
blue, black, red, and magenta) represent the five predicted trajectories. When an agent is
stopped in the past trajectory (τ p) the model is not able to retrieve the orientation, therefore,
the agent can decide to start moving in any possible direction. Predicting future trajectories
without a grasp of the possible orientation seems to be a challenge. In some examples, all
trajectories estimated that the agent would keep stopped (d), and in the other examples, the
model tried to make some guesses of possible future motion.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Source: Elaborated by the author
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5.4 Final Considerations and Limitations
We believe the model SCPTSA-CC-PG helped in bridging the gap between the models

SCPT and SCPT-PG, therefore, reaching results that improve prior work. The effect of using
surrounding agents’ information could not be qualitatively seen in the generate probability maps,
however, we cannot discard that the model was able to learn something from it. Challenges arise
when the agent is stopped (in τ p) and decide to move (in Y f ) because of the lack of information
on the direction of motion, which makes the number of possible orientations high, therefore
five guesses are not enough to cover all possible orientations. The model also lacks in finding
the correct length of future trajectory when the change in velocity is only performed in GT.
Patterns for moving around roundabouts could be seen in some examples and disregarded in
others as the data contained jaywalker behavior. In general, the proposed approach was able
to generate diverse trajectories that comply with past trajectories and scenes. Dealing with
trajectories represented in image space is a non-trivial task as the size of the grid directly implies
the maximum trajectory size that can be represented in such a structure.
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CHAPTER

6
CONCLUSIONS AND FUTURE WORK

Several researchers around the globe share the effort of improving the performance of
algorithms for autonomous driving. Along with autonomous cars reaching the core of cities, a
task of special interest is the trajectory prediction of surrounding traffic participants as pedestrians
and cyclists. Trajectory prediction means estimating the exact locations a pedestrian (or other
agent types) will walk through in the future. Predicting future trajectories is especially important
because if an agent’s predicted future trajectory shares the same spatial location as the ego-vehicle
planned path, the ego-vehicle has to plan a collision-avoidance maneuver, thus guaranteeing the
safety of surrounding agents.

In this thesis, we have proposed a scene-compliant spatio-temporal multi-modal multi-
agent long-term trajectory forecasting. The task of predicting trajectories is usually labeled as
short or long-term, concerning the length of the future predicted trajectory. The prediction of
long-term trajectories is a challenging task because such trajectories tend to be non-linear when
compared with short-term, where the non-linear paths are segmented in smaller linear sections.
Multi-modal or uni-modal defines the number of estimated trajectories for each given sample.
Most current approaches take into consideration the multi-modal nature of the problem, as the
decision for one path, among many possible, can depend on a piece of information that is not
observed by an external agent. Multi-agent refers to the usage of different agent types. We also
use surrounding agents’ static locations. Such information has been exploited because there
are common patterns agents exhibit when navigating in a shared environment as following or
avoiding behavior.

While prior methods rely on high definition maps, focus solely on an agent type, neglect
semantic information, or fail to establish a correspondence between trajectories and scene. We
have proposed the prediction of multi-modal long-term trajectories by using spatio-time agent-
centric grids for the scene, past trajectory, and surrounding agents. As an intermediate step, we
generate probability grids that store the most probable paths according to the input information.
Such probability grids enforce the generated trajectories to better comply with the scene. Rather
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than using high-definition maps, that are costly to build and scale, our model automatically learns
relevant scene features through the incorporation of a pre-trained semantic segmentation module.
We do not focus on exclusive agent’s type, neither we fix the number of surrounding agents.
Current metrics face a problem for evaluating multi-modal trajectories due to the unimodality
of the ground truth data. That means despite the model generates several trajectories, only one
future trajectory is stored in the dataset, consequently arising a problem regarding the evaluation
of the predicted multi-modal trajectories. Hence, we propose a new metric that estimates scene
compliance for multi-modal trajectories. With such a metric we can evaluate how reasonable all
the predicted trajectories are. Such metric can be used as a complement to the widely known
ADE and FDE metrics.

By transforming the problem from the time-series space to the image space we can take
advantage of using CNNs. We used U-Net and a ResNet-based network to, respectively, encode
past trajectory and other agents, and the scene. ConvLSTMs were used to generate probability
grids and trajectories, with the CoordConv layer to help the mapping from grid locations to
trajectories. Our quantitative results on the SDD real-world dataset achieved positive compet-
itive results when compared to the state-of-the-art. Qualitative results show that the predicted
trajectories have interrelated consistency among consecutive points, are diverse, and conform
with the past trajectory and the scene. We include a set of different ablations that demonstrate the
contribution of different network setups. We provided a deep discussion regarding the network’s
configuration and the qualitative results, exploring different experiments and failure scenarios.
We also provide a grasp into the interpretability in a global manner through the visualization
of the time-expanded probability grids, and in a local manner through the visualization of the
generated trajectories. We present a discussion concerning the qualitative results through the
visualization of the generated trajectories. The proposed approach was able to identify common
motion patterns along with different agents and scenes. We believe other agents’ data can provide
additional information, however, the improvement in the generated probability maps could not
be qualitatively fully identified, i .e. through analyzing the generated probability maps we could
not understand if the network was able to encode any common patterns of avoidance. Generated
trajectories struggle to match the GT when the target agent is stopped in the past trajectory and
only starts to move in the future trajectory.

Future work can extend this model by exploring different sampling techniques, predicting
multiple agents’ trajectories in parallel, using a forward-backward technique to refine the trajec-
tories, and also predicting a K value that adapts to each different context. The exploitation of
different sampling methods can be done by using the time-expanded probability maps generated
by the first module, therefore replacing the second module of the network. We only used the static
locations of surrounding agents, the usage of surrounding agents’ past trajectories can provide
more information regarding the direction they are walking towards, and therefore improve the
results. Predicting several agent trajectories in parallel can be helpful because at each time step
the actions of each agent are affecting the behavior of others. Also, predicting surrounding
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agents’ future trajectories might be helpful to predict the future trajectory of the target agent.
The forward-backward error technique can be used for estimating if the forward and backward
paths generate the same start/end point, if they do not, the distance between such points can be
used in the training loss. Other training losses could also be tried to improve the performance.
Most of the approaches use a fixed K value (1, 5, 10, or 20). A future approach could compute a
K value that varies according to the number of plausible visible observed paths.
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ADE Average Displacement Error.

AGV Autonomous Ground Vehicle.

B-GPDM Balanced Gaussian Process Dynamical Models.

BEV Birds Eye View.

CNN Convolutional Neural Network.

ConvLSTM Convolutional LSTM.

CP Constant Position.

CS Correspondence to Scene.

CV Constant Velocity.

DBN Dynamic Bayesian Network.

DL Deep Learning.

EKF Extended Kalman Filter.

FDE Final Displacement Error.

FFA Fuzzy Finite Automata.

GAN Generative Adversarial Network.

GP Gaussian Process.

GPU Graphical Processing Units.

GRU Gated Recurrent Unit.

GT Ground Truth.

IMM Interacting Multiple Model.

IMM-EKF Interacting Multiple Model Extended Kalman Filter.
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ISPRS International Society for Photogrammetry and Remote Sensing.

KF Kalman Filter.

LDCRF Latent Dynamic Conditional Random Fields.

LDS Linear Dynamical System.

LSTM Long Short-Term Memory.

MCHOG Motion Contour Histogram of Oriented Gradients.

ML Machine Learning.

MLP Multilayer Perceptron.

PF Particle Filter.

PHTM Probabilistic Hierarchical Trajectory Matching.

ReLU Rectified Linear Units.

ResNet Residual Networks.

RGB Red Green Blue.

RNN Recurrent Neural Network.

ROC Receiver Operating Characteristic Curve.

SDD Stanford Drone Dataset.

SLDS Switching Linear Dynamics System.

SVM Support Vector Machine.

UAV Unmanned Aerial Vehicle.
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