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INSTITUTO DE QUÍMICA
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Abstract

Dávalos, A. M. Deciphering the mechanism of interaction between

two key subunits from the Type IV Secretion System core complex:

VirB9 and VirB7. 2022. 161p. PhD Thesis - Postgraduate program in

Biochemistry. Institute of Chemistry, University of São Paulo, São Paulo.

Intrinsically disordered proteins (IDPs) are implicated in the regulation of

many important processes within the cell, a factor that explains their abun-

dance in the proteome. Often, IDPs undergo local or global conformational

rearrangements coupled to binding. However, the mechanisms by which IDPs

interact with their partners have been a topic of debate and remain poorly

understood. Here, we characterized the dynamics of the VirB9 C-terminal

domain (VirB9Ct), and its binding mechanism to the N-terminal tail of VirB7

(VirB7Nt). The interaction between the two domains is essential for the as-

sembly of a supramolecular complex, the Type IV Secretion System from

the phytopathogen Xanthomonas citri, which is responsible for the secre-

tion of toxins that lead to bacterial killing. VirB7Nt is completely disordered

in the unbound state, while VirB9Ct has characteristics of a molten glob-

ule. The unbound state of VirB9Ct was characterized by a combination of

Circular Dichroism spectroscopy, Isothermal Titration Calorimetry, Differen-

viii



tial Scanning Calorimetry, Chemical Exchange Saturation Transfer (CEST)

NMR experiments, and ANS fluorescence assays. We found that, in the un-

bound state, VirB9Ct has similar secondary and tertiary structures as when

bound to VirB7Nt. Furthermore, in the unbound state VirB9Ct samples the

bound-conformation even in the absence of VirB7Nt, which points to confor-

mational selection as recognition pathway. The interaction mechanism be-

tween VirB9Ct and VirB7Nt was elucidated by quantitative analysis of CEST

and fluorescence stopped flow experiments. The results support the view

that their interaction occurs through conformational selection at 25°C, but

becomes more complex at higher temperatures due to the intrinsic dynamics

of VirB9Ct, and, in this case a combined CS-IF mechanism predominates.

Overall, these results highlight the need of combining different biophysical

methods to elucidate protein-protein interaction mechanisms, and contribute

to the understanding of molecular recognition pathways and their complex-

ity.

Keywords: Nuclear magnetic resonance spectroscopy, Protein kinetics, Structural biology,

Molecular biophysics, Type IV secretion system, Molecular recognition mechanisms.
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Resumo

Dávalos, A. M. Decifrando o mecanismo de interação entre duas sub-

unidades chave do core complex do Sistema de Secreção Tipo IV:

VirB9 e VirB7 2022. 161p. Tesis de Doutorado - Programa de Pós-

graduação em Bioqúımica. Instituto de qúımica, Universidade de São Paulo,

São Paulo.

Protéınas intrinsicamente desordenadas, ou do inglês, IDPs, estão envolvi-

das na regulação de uma varieade de processos celulares, o que explica a sua

abundância no proteoma. Frequentemente, IDPs sofrem rearranjos conforma-

cionais locais ou globais, acoplados à ligação a outras moléculas. Os mecan-

ismos pelos quais IDPs interagem com seus parceiros moleculares têm sido

alvo de debates, e permanecem pouco compreendidos. Neste trabalho, nós

caracterizamos a dinâmica conformacional do domı́nio C-terminal de VirB9

(VirB9Ct), e o mecanismo de interação de VirB9Ct com a cauda N-terminal

de VirB7 (VirB7Nt). A interação entre os dois domı́nios é essencial para a

montagem de um complexo supramolecular, o Sistema de Secreção do Tipo

IV do fitopatógeno Xanthomonas citri, o qual é responsável pela secreção

de toxinas que levam à morte baceriana. VirB7Nt é completamente desor-

x



denada na forma não ligada, enquanto que VirB9Ct possui caracteŕısticas de

molten globule. VirB9Ct, no estado não ligado, foi caracterizada por uma com-

binação de espectroscopia de Dicróısmo Circular, Calorimetria Isotérmica de

Titulação, Calorimetria Diferencial de Varredura, experimentos de RMN de

transferência de saturação (CEST), e medidas de fluorescência de ANS. En-

contramos que VirB9Ct no estado não ligado apresenta estruturas secundária

e terciárias semelhantes à forma ligada. Além disso, observamos que VirB9Ct

visita a conformação ligada mesmo na ausência de VirB7Nt, o que indica que

o mecanismo de reconhecimento entre as duas protéınas ocorre por seleção

de conformações. O mecanismo de reconhecimento entre VirB9Ct e VirB7Nt

também foi estudado quantitativamente por CEST e medidas de fluorescência

em stopped-flow. Os resultados obtidos suportam a visão de que a interação

entre VirB9Ct e VirB7Nt ocorre através de seleção de conformações a 25C,

mas torna-se mais complexa em maiores temperaturas devido à dinâmica

intŕınseca de VirB9Ct. Neste caso um mecanismmo combinado CS-IF é pre-

dominante. De forma geral, estes resultados ressaltam a necessidade da

combinação de diferentes métodos biof́ısicos para elucidar mecanismos de

interação protéına-protéına, e contribuem para a compreensão dos mecanis-

mos de reconhecimento molecular e sua complexidade.

Keywords: Resonancia magnética nuclear, Cinética de protéınas, Biologia estrutural, Biof́ısica,

Sistema de secreção tipo IV, Mecanismos de reconhecimento molecular.
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Tania Churascari, Rafael Teixera, Ethel Bayer, Gabriel Oka, Natalia Bueno, Diorge Souza,

William Cenens and many others that I may forget right now.

I want to thank the people from the Institute of Chemistry (IQ), specially to Professor

Sandro Marana. Thanks for the great discussions related to kinetics and for being always so

kind to me. Thanks professor Frederico Gueiros for the support, opportunity and discussions.

Professora Iolanda Cuccovia, thank you for allowing me to use your lab for my experiments

xiii



and for being the wonderful human being you are. A big thankyou and special acknowledge

to my super collaborators in this project: Jose David Rivera, Gustavo Batessini, Carol
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Introduction

Bacteria have developed supramolecular complexes known as secretion systems to transport

macromolecules across the bacterial cell envelope. These secretion systems are essential for

bacterial growth and survival [1, 2]. Among them, the Type IV Secretion System (T4SS) is

used by gram-negative and gram-positive bacteria to transport a wide range of substrates,

including proteins, and DNA-protein complexes, to the cell exterior, eventually injecting

them into another cell [1, 3]. T4SSs mainly consist of two large subfamilies: (i) conjugation

systems that mediate the transfer of DNA between bacteria, and (ii) effector translocators

that deliver effector proteins into prokaryotic or eukaryotic cells [4, 5]. The conjugation and

effector translocator systems typically require a direct donor-to-target contact. However,

a few T4SSs import exogenous DNA or export DNA/proteins to the external milieu in a

contact-independent manner [4, 5, 3].

Minimized T4SSs are formed by a set of 11 conserved VirB subunits, and VirD4, ac-

cording to the nomenclature adopted for the prototypical T4SS from Agrobacterium tume-

faciens. Other T4SSs, known as expanded systems, are formed by additional subunits that

are system-specific. Examples of expanded systems are the Dot/Icm system from Legionella

pneumophila, and the Cag effector system from Helicobacter pylori. Expanded and mini-

mized systems share a minimum set of subunits homologous to VirB1-VirB11 and to VirD4,

which are structurally arranged in three large subassemblies: the outer membrane core com-

plex (OMCC), the inner membrane complex (IMC), and a set of ATPases located in the

cytoplasm. In addition, those systems that inject effector molecules or DNA into host cells
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also contain a pilus.

The VirB/VirD4 T4SS of the phytopathogen Xanthomonas citri (T4SSXAC) is an effector

translocator system that is specialized in the secretion of toxins that kill other gram-negative

bacteria [6]. In this manner, the T4SSXAC is part of a warfare arsenal that enables X. citri to

compete for space and resources with other bacteria [6]. Structural studies of the T4SSXAC

by single-particle cryo-electron microscopy (Cryo-EM), showed that the OMCC subassembly

is formed by 14 copies of the VirB7/VirB9/VirB10 heterotrimer, encompassing part of the

periplasm and making a pore in the outer membrane (OM) [7]. The OMCC forms a cage

that may be divided in two portions: the inner layer (I-layer) and outer layer (O-layer) [7].

The O-layer of the cage is composed by the lipoprotein VirB7 and the C-terminal domain

of VirB9, while the C-terminal domain of VirB10 covers the interior of the cage and forms

a pore in the OM. The OMCC I-layer is formed by the N-terminal domains of VirB9 and

VirB10 [7]. The N-terminal domain of VirB10, encompassing the OMCC I-layer, is highly

disordered and, hence, it was not observed in the Cryo-EM structure, except for a short α-

helix that binds in a cleft between adjacent VirB9 N-terminal domains [7]. This architecture

displays the same 14-fold symmetry that was observed for the OMCC from the conjugative

plasmid pKM101 Tra-system (T4SSpKM101), whose three-dimensional structure was solved

by Cryo-EM at low resolution [8, 9]. The structure of the O-layer of the T4SSpKM101 OMCC

was additionally solved by X-ray crystallography at a resolution of 2.6 Å[10]. A significant

difference between the T4SSpKM101 and the T4SSXAC is that X. citri ’s VirB7 subunit contains

an additional globular domain, which forms an extra ring layer around the T4SSXAC OMCC

[11]. Surprisingly, very few interactions between the O- and I- layers were observed in the

T4SSXAC and T4SSpKM101 OMCC structures [7, 8], which suggests that the O-layer and the

I-layer may display independent motions, only limited by the long linkers connecting the

N-terminal and C-terminal domains of VirB9 and VirB10.

The IMC subcomplex is formed by VirB10, which is anchored in the IM via a transmem-

brane helix [12, 5], the integral membrane proteins VirB3 and VirB6, and by VirB8 that is
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also anchored in the IM via a transmembrane helix [4, 5]. IMC subassemblies of minimized

or expanded T4SSs have not yet been isolated and structurally characterized. However, the

low resolution density map of the conjugative plasmid R388 T4SS (T4SS3−10), obtained by

negative staining electron microscopy, showed a large asymmetric density corresponding to

the IMC. This density was dominated by two hexameric barrels corresponding to the VirB4

ATPase at the cytoplasmic side of the complex [13]. In contrast, in situ visualization of the

T4SSpKM101 by cryo-electron tomography (Cryo-ET) in the native celular context indicated

that the IMC displays 6-fold symmetry, and six VirB4 dimers form a collar at the cytoplas-

mic side [14]. Visualization of the T4SSpKM101 by Cryo-ET, and of the T4SS3−10 by negative

staining Cryo-EM, showed that the IMC is connected to the OMCC by a thin stalk whose

composition is still unclear [12, 5, 2, 13, 8]. These observations are in contrast with the

visualization of the F-plasmid conjugative T4SS by Cryo-ET, which showed the presence of

a channel ∼ 2 nm wide connecting the OMC to IMC [15]. Substrate translocation via the

T4SS is powered by the ATPases (VirB4, VirB11 and VirD4) located at the cytoplasmic

side of the IMC, that also coordinate the recruitment of substrates. The subunits VirB1,

VirB2 and VirB5 are required for pilus-assembly [2, 3].

The structural characterization of the isolated T4SSXAC subunits, VirB7 and VirB9, by

X-ray crystallography or NMR spectroscopy, anticipated the main features of the atomic

model of the OMCC that was obtained by Cryo-EM [11, 16]. Souza et al. (2011) used

NMR spectroscopy to characterize the full length VirB7, and observed that the C-terminal

globular domain, whose topology is similar to the N0 domains found in proteins involved

in macromolecules transport across the outer membrane of bacteria, is involved in VirB7

self-association [11]. Subsequently, Oliveira et al. (2016) solved the solution NMR structure

of the complex formed between a peptide corresponding to the N-terminal motif of VirB7

(VirB7Nt) and the C-terminal domain of VirB9 (VirB9Ct) [16]. In the bound state, VirB9Ct

adopts a well folded conformation that consists of a β sandwich formed by two β sheets, each

containing four antiparallel β strands. This work also showed that X. citri strains knockout
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for VirB7, but harboring a complementation plasmid coding for VirB7 mutants that do

not self-associate, or that display the C-terminal domain deleted, do not show antibacterial

activity despite the fact that T4SSXAC assembly was not affected. However, VirB7 mutants

that do not bind to VirB9Ct impair the assembly and functionality of T4SSXAC [16].

VirB9CT/VirB7NT

VirB7CT

VirB9NT

VirB10NT

~ 47 Å

VirB10CT

antenas

Figure 1: Cryo-EM structure of the XAC T4SS core complex, showing VirB10 in yellow,

VirB9 in red and VirB7Nt in cyan.

Souza et al. (2011) observed early on that the 1H-15N HSQC spectrum of VirB9Ct in

the free state lacks expected peaks and displays a broad distribution of line widths, which

is suggestive of a molten globule [11, 16]. In addition, Souza et al. (2011) reported that

VirB7Nt is intrinsically disordered in the free state [11]. The two proteins fold and assume

rigid conformations upon binding to each other. VirB7Nt folds into a short β-strand that

complements one antiparallel β-sheet of VirB9Ct [16]. These observations indicate that the

isolated VirB9Ct and VirB7Nt subunits belong to a particular group of proteins known as

Intrinsically Disordered Proteins.

Partially or Intrinsically disordered proteins (IDPs) are characterized by the absence

of a defined folded structure. On the contrary to the classical protein structure-function

paradigm, IDPs are fully functional despite the absence of a folded conformation. IDPs
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may display various degrees of residual secondary structure, or behave as a random coil.

When combined with folded domains, they are called intrinsically disordered regions or

IDRs [17, 18, 19, 20, 21, 22, 23]. IDPs and IDRs exist as dynamic ensembles of rapid inter-

converting conformations in equilibrium. These conformations may be compact (molten-

globule like) or extended (random-coil like or pre-molten globule like) [20, 18]. Bioinformatic

studies indicated that IDPs and IDRs are frequently found in the proteome of all species,

and more abundant in eukaryotes than in prokaryotes [24, 25, 26, 27]. Furthermore, it

has been shown that IDPs are involved in crucial processes within the cell, such as signaling

and regulatory pathways, post-translational modification, cell cycle regulation, transcription

regulation, mRNA processing, apoptosis, among others [28, 29, 30, 31, 20, 32]. It was

even proposed that there is a correlation between the amount of intrinsic disorder and the

organism complexity, and that perhaps IDPs are used by nature to deal with the increased

cell complexity that comes with the appearance of several cellular compartments [20, 26].

However, bacteria also use IDPs/IDRs in a wide array of biological processes including

sporulation, translation, catabolic and metabolic processes, pathogenesis (such as the role

of intrinsic disorder in effector proteins produced by plant pathogens), and chromosome

condensation [27, 33].

In contrast to folded proteins, the majority of IDPs present low sequence complexity,

which is related to the over-representation of a few residues that differ from the composition

and complexity normally associated to globular proteins [34, 35]. IDPs are often enriched in

charged and polar amino acids and depleted in bulky hydrophobic groups [36, 21, 19]. The

distribution of charges maintain their flexibility and leads to charge-charge repulsion, while

the low hydrophobicity content impairs the driving force for a compact structure [37, 38].

Short tandem repeats of proline, glycine, glutamine, lysine, asparate, arginine, histidine and

threonine are commonly found in IDPs and IDRs. Repeats of specific composition have been

linked to specific functions, for example transcriptional activation in the case of proline-rich,

glutamine-rich and acidic activation domains [21, 36].
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The lack of a unique folded conformation allows IDPs to bind to different partners, adopt-

ing different conformations upon binding. IDPs often display extended binding interfaces,

which may lead to an increase in their association rate constants. This phenomenon is known

as ”fly-casting” effect, and results advantageous in protein-protein interactions [21, 19, 39].

Although ”fuzzy complexes”, which retain a high degree of disorder in the bound state, have

been described [40, 39], IDPs usually fold into rigid conformations as a consequence of the

binding event, a phenomenon known as folding coupled to binding. How these interac-

tions are accomplished has been object of discussion. The induced-fit and conformational

selection mechanisms have been considered as limiting cases to explain coupled folding and

binding processes by IDPs/IDRs. In the induced fit mechanism, the IDP unfolded con-

formations interact weakly with the binding partner to form an encounter complex which,

subsequently, folds into the bound conformation. On the contrary, in the conformational-

selection mechanism the IDP samples unfolded and pre-folded conformations, and only the

pre-folded conformation is selected for binding. Furthermore, complex mixtures of these two

extreme cases are also possible [22, 23, 20, 39, 21, 41].

The development of new spectroscopy and computational techniques to characterize low

populated states and ensembles of conformations have allowed a better understanding of

IDPs conformational properties and behaviour [42, 39, 43]. In particular, NMR spectroscopy

has been extremely useful for the study of IDPs, since it can be used to characterize the

conformations and dynamics of the free and bound states, as well as the binding process

itself [42, 44, 45, 46, 47]. Molecular dynamics simulations yield atomic-level description

of the structure and dynamic properties of IDPs. The development of better force fields

and of advanced sampling techniques have allowed the investigation of the dynamics and

molecular mechanisms of IDP interactions from computer simulations [48, 49, 43]. On the

other hand, kinetic measurements using stopped-flow techniques have proved to be useful to

experimentally determine the mechanisms of protein interactions. Despite these advances,

the study of IDPs, and particularly of the mechanism of folding coupled to binding, remains
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challenging due to the difficulties associated with the characterization of low populated

species [39, 20].
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Chapter 1

Background theory

1.1 Kinetics of protein-protein interactions

The study of a chemical reaction kinetics is based on the observation of the change in

concentration of a particular chemical species by means of a given property, i.e. spectroscopy

signal (NMR, fluorescence, absorbance, etc), as a function of time. The reaction kinetic

properties are the rate constants, which are key to understand the mechanism of interaction

between molecules [50]. In general, kinetic experiments consist of manually mixing reactants

solutions, followed by measuring a signal or property change as a consequence of reagent

consumption or product formation. This procedure is suitable for slow reactions. In the

case of protein-protein interactions rapid methods are necessary to access important kinetic

information, which are completed within the first milliseconds of the binding reaction. Rapid

mixing methods, such as stopped-flow, were developed to monitor reactions that are fast

and completed in few seconds. If the reaction main steps are experimentally accessible to

the stopped-flow measurement time, then we will obtain mechanistic information [51]. For

instance, we will consider a reaction between a protein molecule and a ligand, forming a

stable complex. The change in the concentration of each observed species as a function of
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time, x(t), follows the general form:

x(t) = A0 +
n∑
i=1

Ai exp(λ1t), (1.1)

where λ corresponds to the n non zero eigenvalues arising from the matrix composed by the

differential equations determined by the kinetic model, and {Ai} are related to the initial

conditions and the eigenvectors. The eigenvalues of the “kinetic matrix”, λi, are commonly

known as “observed rate constants” or kobs [51]:

x(t) = A0 +
n∑
i=1

Ai exp(−kobs,i t), (1.2)

The term “rate constant” makes reference to a proportionality constant that relates the rate

to concentration(s), and has a unique value for every particular condition. In many cases

kobs is the result of the combination of two or more fundamental rate constants such as kon

and koff . But what does the value of kobs really mean? Well, the easiest way to understand

this term is to consider its reciprocal τ ≡ 1/k. Here τ is the time constant and provides

insight on the timescale of the reaction [50].

1.1.1 One step reaction mechanism

We will now explore the simplest model to describe protein-protein interactions: the lock and

key mechanism, first proposed by Emil Fischer in 1894 [52]. In this model, protein-ligand as-

sociation is achieved by a nearly perfect shape complementarity between the macromolecule

and its ligand, such as a lock and its key. Thus, the ”lock and key” model implies the as-

sumption that biological macromolecules behave as rigid bodies, rationalizing the association

as a consequence of the binding event only (Eqn. 1.3):

P + L
kon
⇌
koff

PL. (1.3)
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The lock and key model is characterized by a second order rate constant, kon, measured in

s−1M−1, and a first order rate constant, koff , measured in s−1, characterizing the velocity

of the forward and reverse chemical reactions in the formation of the complex PL. The

equilibrium is reached at the limit t → ∞ when the ratio:

Ka =
kon
koff

=
[PL]

[P][L]
, (1.4)

becomes constant. Ka defines the thermodynamic equilibrium association constant under a

given set of conditions. Information on Ka can be obtained from experiments performed at

equilibrium, where it gives information on the extent of the reaction completeness, and may

be calculated from the concentrations of reactants and products. Alternatively, Ka may be

obtained from kinetic experiments as the ratio of the forward and reverse rate constants.

The advantage of the kinetic method is that the kinetic constants give information on the

reaction mechanism [53].

In order to simplify the math and experimentation, we will assume that the ligand (L)

is in large excess over the macromolecule (P) and that its concentration does not change

significantly over the course of the reaction. This is the so called “pseudo-first order con-

dition”, an approximation used extensively in practice [54]. Under this condition, we can

re-write Eq. 1.3 as follows:

P
kon[L]
⇌
koff

PL, (1.5)

where kon (M−1 s−1) is the second-order rate constant for the association of P with L, and

koff (s−1) is the first-order rate constant for the dissociation of PL. The set of differential

equations associated to this model is [55]:

d

dt


[P]

[PL]


=


−kon[L] koff

kon[L] −koff




[P]

[PL]


. (1.6)
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We can obtain an expression for the experimentally measured kobs by calculating the non-zero

eigenvalue from the kinetic matrix (Eq. 1.6) as described in Appendix A. Therefore,

− λ = kobs = kon[L] + koff . (1.7)

As observed in Eq. 1.7, kobs increases linearly with the concentration of L. This is the overall

behaviour of the observed rate constant as the reaction approaches the equilibrium. Thus,

in a plot of kobs as a function of [L] the slope will be equal to kon, while the intercept will

determine koff [55]. Hereafter, we will refer to kobs of the lock and key model as the “binding

exchange rate” or kbex.

1.1.2 Binding associated to conformational transitions: Two step

reaction mechanism

The Lock and key mechanism assumes that the ligand and its target molecule interact

by the complementarity of their shapes, and does not consider any conformational change

linked to binding. With the advances of the protein field, it was realized that biological

macromolecules are dynamic entities and, hence, dynamics must play an important role in

protein-ligand interactions. Conformational transitions linked to binding have an important

role in the kinetic mechanism to form the active complex, and they may either follow or

precede the binding step [54, 55]. These two limiting cases are discussed below.

In the first case, the conformational change follows the binding step and defines the

induced-fit mechanism, first suggested by Koshland in 1958. Koshland postulated that the

substrate induces a change in the protein structure upon binding [56]. Later on, the induced-

fit theory was developed by Koshland, Némethy and Filmer leading to the sequential KNF

model [57]. The reaction scheme for the IF mechanism is:

P∗ kon[L]
⇌
koff

P∗L
kr
⇌
k−r

PL (1.8)
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Note that the first step in the reaction scheme is identical to the lock and key mechanism,

while the second step describes a conformational rearrangement of the P∗L complex to a

new conformational state PL.

Investigations made on hemoglobin and other metabolic enzymes led to the development

of the allostery concept early on in the 1960s [58, 59, 60]. A structural interpretation

of the allostery phenomenon was proposed by Wyman, Monod and Changeux in 1965 as

the simmetry MWC model. The MWC model explains the homotropic allosteric effect of

oxygen binding to hemoglobin, as being a consequence of the existence of discrete states in

equilibrium in the absence of the ligand [61]. In this way, the MWC model assumes that the

conformational change precedes the binding step, originating the conformational selection

(CS) mechanism. The reaction scheme for the CS mechanism is:

P∗ kr
⇌
k−r

P
kon[L]
⇌
koff

PL. (1.9)

In the CS scheme, the first step is a conformational rearrangement between states P∗ and P

that preexist before ligand binding, followed by the lock and key binding step.

Both limiting cases have been demonstrated in protein-ligand interaction studies [62, 63,

64, 65, 66, 67, 68, 69]. Boehr, Nussinov and Wright (2009) used a thermodynamic cycle and

the energy landscape theory to explain molecular recognition. Depending on the values of

the kinetic rate constants, either the induced fit mechanism, or the conformational selection

mechanism may dominate as the kinetic pathway. However, they emphasize that it is likely

that both mechanisms play important roles in molecular recognition [70].

Because the IF and CS mechanisms involve two events (reaction schemes 1.8 and 1.9),

there are two independent non-zero kinetic “relaxation” processes towards equilibrium, or,

in other words, there are two observed rate constants:

x(t) = A0 + A1 exp
(
−k1obs t

)
+ A2 exp

(
−k2obs t

)
, (1.10)
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where one may reflect binding and eventually increase linearly with the ligand concentration,

while the other may become dominated by conformational transitions and eventually reach

saturation at high values of ligand concentration [54]. As note of caution, here the term

“relaxation” does not refer to relaxation of spin quantum states, but rather to the decay of

chemical species populations towards equilibrium.

In both the CS and the IF schemes, the observed rate associated with binding is defined

by Eq. 1.7, while the observed rate constant due to conformational transitions is given by:

kex = kr + k−r, (1.11)

where kr and k−r define the rates of protein conformational exchange between states P∗ and

P or P∗L and PL. Note that the rate constant associated with conformational transitions,

kex, is different from the rate constant of the binding equilibrium: kbex.

Expressions for k1obs and k2obs based on the calculation of the eigenvalues of a three-

site chemical exchange kinetic matrix were derived in the appendix B. As it can be seen,

k1obs and k2obs contain contributions of both binding and conformational transition events,

depending on the four fundamental rate constants. Therefore, it is generally not possible

to associate each of them with one or the other event exclusively. However, in the so called

rapid equilibrium approximation, the binding step may be separated from the conformational

transition step.

Given that CS and IF mechanisms feature similar steps but in reverse order, they may

display very different kinetics [54]. This becomes clear when one analyzes the limiting values

of the observed rate constants. Consider the limit when the ligand concentration decreases

([L] → 0). In this scenario IF collapses towards a single conformation P∗, whereas CS

reflects the pre-equilibrium P∗ ⇄ P. In contrast, when [L] → ∞, IF defines the P∗L ⇄ PL

equilibrium between the two conformations of the complex, while CS collapses toward the

single conformation PL (Fig. 1.1). This implies that IF generates new conformations as a
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Figure 1.1: Observed rate constants for the Induced-fit and conformational-selection mech-

anisms under the rapid equilibrium approximation. Inside the green squares are indicated

the protein species that will predominantly exist in the limits when [L]→0 and when [L]→ ∞,

and the arrows indicate the approaching value of kobs in those limits.

result of the binding event, while CS reduces the number of conformations as a consequence

of the binding event[54] (Fig. 1.1). The above is an intuitive analysis about the expected

kinetics for schemes 1.8 and 1.9 from simple inspection of the chemical steps involved.

Therefore, IF and CS are mutually exclusive mechanisms of recognition and offer distinct

interpretations of the linkage between binding and conformational transitions [54].

The rapid equilibrium approximation

The rapid equilibrium approximation assumes that the binding event takes place at a sig-

nificantly faster timescale than the conformational transitions [55]. This condition can be

understood by comparing the rates of kinetic relaxation to equilibrium for conformational

transitions (Eq. 1.11) and binding (Eq. 1.7). While the observed rate constant remains con-

stant in the former case (Eq. 1.11), it increases linearly with [L] in the latter (Eq. 1.7) [54].

When [L] reaches high values, binding will always be faster than any linked conformational
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change. When the dissociation rate koff is faster than the rates associated with confor-

mational transitions, binding will reach equilibrium faster that the linked conformational

change and the two relaxations (associated with IF and CS) become separated by widely

different time scales. If binding is too fast then it is probably not detected by the stopped

flow technique, otherwise if detected it will follow a straight line according to Eq. 1.7. Con-

formational changes on the contrary will occur over a slower timescale detectable by the

stopped flow [54]. Therefore, under the “rapid equilibrium approximation” the kinetics of

the system is governed by a single observed rate in most of the cases. This slow kinetic

relaxation is saturable as a function of the free ligand concentration.

The rate of the kinetic relaxation to equilibrium for the IF model under the rapid equi-

librium approximation is defined by the following expression:

λ = kobs = k−r + kr
[L]

Kd + [L]
, (1.12)

where the conformational transition on-rate, kr, is weighted by the population of the PL

bound species. In contrast, for the CS mechanism, the expression for the rate of kinetic

relaxation to equilibrium under the rapid equilibrium approximation is:

λ = kobs = kr + k−r
Kd

Kd + [L]
, (1.13)

where the rate constant for the reverse conformational transition, k−r, appears multiplied

by the population of P∗ in the free state.

Therefore, under the rapid equilibrium approximation one may determine kr, k−r and Kd

within a single experiment. Note here that kon and koff are not defined in this approximation,

but the dissociation equilibrium constant Kd is. Another advantage of this simplification is

that it is easy to experimentally distinguish the IF and CS mechanisms because the slow

kinetic phase displays different saturation properties with L as shown in Fig. 1.1. It follows

from Eq. 1.12 that in the IF scheme kobs will increase hyperbolically from kobs ≈ kr at low
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concentrations to a plateau of kr + k−r at high concentrations of L. In contrast, in the CS

scheme, it follows from Eq. 1.13 that kobs will decrease hyperbolically from kobs ≈ kr + k−r

at low values of [L] to a plateau of kr at high [L]. Figure 1.1 shows the expected kinetic

signatures of the IF and CS mechanisms under the rapid equilibrium approximation.

Limitations of the rapid equilibrium approximation

Although the rapid equilibrium approximation allows an easy interpretation of the kinetic

curves and provides a simplified math for the fit of experimental data, it has limitations and

may bias the conclusions about the binding mechanism [55, 54]. In fact, CS can also give rise

to relaxations that increase hyperbolically with [L] in conditions where the approximation

is no longer valid as will be explained later in this chapter [55]. Moreover, the observation

of a single relaxation that saturates with [L] can not be taken as a proof for fast binding

and neither as a reason for using the rapid equilibrium approximation to treat experimental

data. Furthermore, the absence of a kinetic relaxation can be explained by a rate constant

that is too fast to be measured experimentally or by a low amplitude of the spectroscopic

signal to be reliably observed [22, 54].

In the case when the rapid equilibrium approximation may not be considered, the ob-

served rate constants for IF and CS will depend on the four fundamental rate constants (kr,

k−r, kon and koff) as described in the Appendix B. When no approximations are made and

under pseudo first-order conditions, both mechanism CS and IF are predicted to produce a

kinetics that depends on two exponentials functions, each one associated to an observed rate

constant (Eq. 1.10). The fast observed rate constant known as kfast (−λ1 or k1obs) eventually

increases linearly with [L], and the slow observed rate constant known as kslow (−λ2 or k2obs)

that saturates at high values of [L] [55]. Determination of all four independent rate constants

is only possible when both the faster and slower relaxations to equilibrium (observed rate

constants) are accessed experimentally.
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Induced-fit in the general case

When the rapid equilibrium approximation is not considered, the experimental kinetic data

is modeled using the analytical solutions for the IF and CS mechanisms. Here I will explain

the theory and the implications of these solutions in the general case. Let’s start with the

IF case represented by scheme 1.8. Under the assumption of pseudo first order conditions,

the set of differential equations for the IF model (Eq. 1.14) associated to the scheme 1.8 is:



d[P∗]/dt

d[P∗L]/dt

d[PL]/dt


=



−kon[L] koff 0

kon[L] −kr − koff k−r

0 kr −k−r





[P]

[PL]

[PL∗]


. (1.14)

The non-zero eigenvalues of the kinetic matrix (Eq.1.14), which corresponds to the observed

rate constants, are given by Eq. 1.15 (for the derivation see the Appendix B):

− λIF1,2 =
1

2

(
k−r + kr + koff + kon[L]±

√
(koff + kon[L]− k−r − kr)

2 + 4krkoff

)
. (1.15)

The expression above shows the general form of both rates of relaxation to equilibrium (λ1

and λ2) for the IF mechanism. λ1 is the fast relaxation (the largest value) also known as

kfast or k1obs, and λ2 is the slow relaxation (the smallest value) also known as kslow or k2obs.

These equations imply that in the limit, when [L] → ∞, −λ1 behaves as kon[L], while −λ2

approaches the value of k−r + kr as shown in the simulation in Fig. 1.2, [55].

Conformational-selection in the general case

The set of differential equations describing the CS model (scheme 1.9) is:
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Figure 1.2: Simulation of the observed rate constants (−λ1 and −λ2) using Eq.1.15 for the

IF mechanism. The values for the fundamental rate constants used in this simulation were:

kr = 6, 0 s−1, k−r = 10, 0 s−1, kon = 0, 8 s−1 and koff = 2 s−1.

d

dt



[P∗]

[P]

[PL]


=



−kr k−r 0

kr −k−r − kon[L] koff

0 kon[L] −koff





[P∗]

[P]

[PL]


. (1.16)

The observed rate constants, λ1,2, correspond to the non-zero eigenvalues of Eq. 1.16 as

calculated in the Appendix:

− λCS
1,2 =

1

2

(
k−r + kr + koff + kon[L]±

√
(koff + kon[L]− k−r − kr)

2 + 4k−rkon[L]

)
, (1.17)

where −λ1 is the largest eigenvalue or kfast (k
1
obs), and −λ2 the smallest eigenvalue or kslow

(k2obs). Note that, in contrast with the IF case (Eq. 1.15), now Eq. 1.17 displays an additional

dependence on [L] within the square root (shown in red). This additional dependence on [L]

will generate a complex repertoire of kinetic behaviors. When [L] −→ ∞, −λ1 will tend to
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kon[L], while −λ2 tends to kr as shown in Fig. 1.3. On the other hand, when [L] −→ 0, the

expression in Eq. 1.17 becomes:

−λCS
1 =

1

2
(k−r + kr + koff+ | koff − k−r − kr |) , (1.18)

−λCS
2 =

1

2
(k−r + kr + koff− | koff − k−r − kr |) . (1.19)

Here there are two alternatives related to the absolute value: if koff > k−r + kr (koff > kex)

−λ2 (k2obs) will display a hyperbolic decay as shown in Fig. 1.3. In contrast, if koff < k−r + kr

(koff < kex), −λ2 (k2obs) may exhibit different patterns according to the relative values of koff ,

kr and k−r as observed in Fig. 1.4.
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Figure 1.3: Simulation of the observed rate constants (−λ1 (k1obs) and −λ2 (k2obs)) using

Eq.1.17 for the CS mechanism, considering the case in which koff > kr + k−r. The values for

the fundamental rate constants used in this simulation were: kr = 6, 0 s−1, k−r = 2, 0 s−1,

kon = 0, 8 s−1 and koff = 10, 0 s−1.

From the above discussion, it is clear that distinguishing between the CS and IF model

by observing the kinetic signatures of −λ2 (k2obs) can only be done in certain cases for the

CS mechanism. Values of −λ2 (k2obs) that decrease with or are independent from [L] are

sufficient evidence to assign CS as the interaction mechanism. In contrast, relaxations that
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Figure 1.4: Simulations of the observed rate constant −λ2 (k2obs) using Eq.1.17 for the CS

mechanism considering the case in which koff < kr + k−r. From left to right, the values of

the fundamental rate constants used in these simulations: (left) kr = 2, 0 s−1, k−r = 10, 0

s−1, kon = 0, 8 s−1 and koff = 6, 0 s−1 ; (middle) kr = 6, 0 s−1, k−r = 10, 0 s−1, kon = 0, 8 s−1

and koff = 2, 0 s−1 ; (right) kr = 2, 0 s−1, k−r = 10, 0 s−1, kon = 0, 8 s−1 and koff = 2, 0 s−1.

hyperbolically increase with [L] can not distinguish between the CS and IF model, because

both models can give rise to values of −λ2 (k2obs) that increase with [L]. Notice that Eq. 1.17

and 1.15 are the same except for the expression colored in red, which shows a dependency on

[L] in the CS but not for IF. This difference results in two eigenvalues that always increases

with [L] in the IF scenario, in contrast to CS [55]. Table 1.1 shows a concise recapitulation

on how −λ1 and −λ2 varies in its extremes cases when [L]→ ∞ and [L]→0 in both CS and

IF using the general case equations.

How to distinguish between CS and IF

The premise that a slow kinetic relaxation (λ2, k
2
obs) increasing hyperbolically with the ligand

concentration is consistent with both CS and IF mechanisms, leads to the need of finding

strategies to discriminate between both mechanisms through experimental data. Structural

information on the free and bound forms of the macromolecule is of great importance in this

matter, since the existence of multiple conformations of the free form supports CS, while
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Table 1.1: Kinetic behaviour of the rate constants −λ1 (k1obs) and −λ2 (k2obs), in the general

case for the conformational selection and induced fit models. Table taken from [55].

Conformational Selection

1
2

(
k−r + kr + koff + kon[L]±

√
(koff + kon[L]− k−r − kr)

2 + 4k−rkon[L]

)
−λ1,2 koff > k−r + kr koff < k−r + kr

−λ1([L] = 0) koff k−r + kr

−λ1([L] = ∞) kon[L] kon[L]

−λ2([L] = 0) k−r + kr koff

−λ2([L] = ∞) kr kr

k2obs = λ2 Always decrease with [L] Decreases, increases or is independent from [L]

Induce Fit

1
2

(
k−r + kr + koff + kon[L]±

√
(koff + kon[L]− k−r − kr)

2 + 4krkoff

)
−λ1([L] = 0) 1

2

(
k−r + kr + koff +

√
(koff − k−r − kr)

2 + 4krkoff

)
−λ1([L] = ∞) kon[L]

−λ2([L] = 0) 1
2

(
k−r + kr + koff −

√
(koff − k−r − kr)

2 + 4krkoff

)
< (k−r + kr)

−λ2([L] = ∞) k−r + kr

k2obs = λ2 Always increases with [L]
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the existence of multiple conformations of the bound form supports IF. When structural

information is not available or inconclusive, the distinction between both mechanisms must

be made by proper analysis of the observed rate constants [54]. So far, we focused on

describing the kinetic signatures and mathematical expressions for the expected kobs (−λ1,2)

under pseudo-first order conditions with respect to ligand concentration, i.e, under a large

excess of ligand over the macromolecule. An interesting alternative approach [71, 72, 54, 63],

consists of performing measurements in reverse pseudo first order conditions, in which the

macromolecule is in large excess over the ligand. For instance, under pseudo-first order

conditions for the ligand ([ligand] ≫ [protein]), the IF scheme simplifies to that previously

shown 1.8:

P∗ kon[L]
⇌
koff

P∗L
kr
⇌
k−r

PL, (1.8)

while under pseudo-first order conditions for the macromolecule ([protein] ≫ [ligand]) we

have that:

L
kon[P∗]
⇌
koff

P∗L
kr
⇌
k−r

PL, (1.20)

Therefore, in excess of either the macromolecule or the ligand, the topology of the IF scheme

is the same, hence, the analytical solution corresponds to the expression shown in Eq. 1.15,

and the behavior of the slow relaxation (λ2) remains unaltered [63].

Under pseudo-first order conditions with respect to the ligand, the CS scheme simplifies

to that previously shown in Eq. 1.9

P∗ kr
⇌
k−r

P
kon[L]
⇌
koff

PL, (1.9)

with the corresponding eigenvalues given by Eq. 1.17. On the other hand, if [protein] ≫

[ligand], all species regarding the free macromolecule will be in excess, particularly the free

protein species P∗ and P. Because the protein is now in large excess, the fraction of it in the

bound state is very small even at the initial protein concentration [71]. Thus, under a large

excess of the macromolecule, binding of the ligand is insufficient to significantly perturb the
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protein pre-existing equilibrium [63]. Consequently, the kinetic relaxation associated with

the conformational transition is undetectable and the P∗ kr
⇌
k−r

P equilibrium is not observed.

As a result, only the fast relaxation λ1 (k1obs) associated to ligand binding (L
kon[P]
⇌
koff

PL, in

excess of macromolecule) is observed experimentally and the scheme becomes identical to

that of the lock and key mechanism (Scheme 1.5) [71, 63, 54]. In summary, a similar kinetics

will be observed in excess of ligand and in excess of macromolecule in the IF mechanism. In

contrast, the hyperbolic λ2 (k
2
obs) increase in excess of ligand will become a single straight line

under pseudo-first order condition with respec to the macromolecule in the CS mechanism

[54].

1.1.3 The effect of conformational changes in binding affinities

The interaction between a ligand and its target molecule is of significant importance in

biological processes. The success in molecular recognition is mostly defined by the specificity

and affinity of the encounter complex [73]. The strength of this interaction is commonly

expressed in terms of the intrinsic equilibrium dissociation constant Kd, defined as:

Kd ≡ koff
kon

=
[P][L]

[PL]
, (1.21)

where [PL] denotes the concentration of the formed complex, [P] and [L] the concentration of

the free protein and ligand, respectively. Note that the inverse of Eq. 1.21 is the association

equilibrium constant Ka.

The fractional saturation, ν, is the fraction of macromolecules bound to the ligand and

is defined by Eq. 1.22.

ν =
[PL]

[P] + [PL]
. (1.22)

Replacing Ka into Eq. 1.22 we obtain:

ν =
Ka[L]

1 +Ka[L]
, (1.23)
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which represents the fraction of bound macromolecules as a function of [L] in a system where

just binding is taking place. When binding is coupled to conformational transitions the

existence of alternative conformations can considerably affect Ka, giving rise to an apparent

equilibrium association constant Kapp
a . Therefore, a detailed explanation about Kapp

a is

developed here for the IF and CS models, and for a combination of these two models.

First consider the IF mechanism (scheme 1.8). The association and conformational

exchange equilibrium constants may be defined as:

Ka ≡
kon
koff

=
[P∗L]

[P∗][L]
, Kex ≡

[PL]

[P∗L]
=

kr
k−r

, (1.24)

where Ka is the association equilibrium constant and Kex is the conformational exchange

equilibrium constant for the IF model (do not confuse with kex, which is the conformational

exchange rate constant defined as the sum of kr and k−r). The fractional saturation of the

complex νIF is given by:

νIF =
[P∗L] + [PL]

[P]tot
, (1.25)

where [P]tot = [P] + [P∗L] + [PL] is the total protein concentration. Using the expressions

from Eq. 1.24 and substituting in 1.25 we get:

νIF =
Ka[L] +KexKa[L]

1 +Ka[L] +KexKa[L]
.

Rearranging the expression we arrive at:

νIF =
Ka(1 +Kex)[L]

1 +Ka(1 +Kex)[L]
,

from which we may define the apparent equilibrium association constant for the induced-fit

mechanism as:

Kapp,IF
a ≡ Ka(1 +Kex). (1.26)
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Finally, the fractional saturation for the IF mechanism becomes:

νIF =
Kapp, IF

a [L]

1 +Kapp, IF
a [L]

.

Similarly, the Kapp
d for the IF mechanism is defined as:

Kapp,IF
d ≡ 1

Kapp,IF
a

≡ Kd

(1 +Kex)
. (1.27)

Note that IF causes an apparent strengthening of the initial interaction with a resulting

apparent equilibrium dissociation constant that is lower than the intrinsic Kd measured as

the ratio koff/kon. When the interaction occurs via IF, the affinity measured at equilibrium

(Kapp
d ) is the result of an optimized fit and always overestimates the affinity of the initial

encounter complex [54].

Similarly, using the chemical reactions defined in Eq. 1.9 and considering the equilibrium

conditions, we get the following relationships for the CS mechanism:

Ka ≡
kon
koff

=
[PL]

[P][L]
, Kex ≡

[P]

[P∗]
=

kr
k−r

, (1.28)

where Ka is the association equilibrium constant and Kex is the conformational exchange

equilibrium constant for the CS model. Based on the same approach used for IF, we may

calculate the fractional saturation νCS:

νCS =
[PL]

[P]tot
, (1.29)

where [P]tot = [P∗] + [P] + [PL] is the total protein concentration. Using the expressions

from Eq. 1.28, the fractional saturation may be rewritten as:

νCS =
Ka[L]

1 +K−1
ex +Ka[L]

.
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The above equation may be rearranged to define an apparent association equilibrium con-

stant for the CS mechanism:

Kapp,CS
a ≡ Ka

K−1
ex + 1

, (1.30)

from which the fractional saturation may be formulated:

νCS =
Kapp,CS

a [L]

1 +Kapp,CS
a [L]

.

Therefore, the apparent equilibrium dissociation constant, Kapp
a , for CS is defined as:

Kapp,CS
d ≡ 1

Kapp,CS
a

≡ (K−1
ex + 1)Kd. (1.31)

As shown above, the CS mechanism considers that the free protein exists in equilibrium

between different conformations, hence, when binding occurs, the affinity measured at equi-

librium is the result of ligand binding to a fraction of the total protein population, which

always leads to an underestimation of the intrinsic affinity [54].

Finally, we will consider a more complex model that is a combination of CS and IF. This

binding mechanism is characterized by a conformational pre-equilibrium of the free protein

(P ⇐⇒ P∗) followed by ligand binding with a final conformational rearrangement of the

complex:

P
kr
⇌
k−r

P∗ kon[L]
⇌
koff

C∗ kf
⇌
ku

C, (1.32)

where, in analogy with a folding/unfolding reaction, kf and ku represent the kinetic rate

constants for the IF step after ligand binding. Using the chemical equilibrium equations for

the CS-IF model we arrived to the following relationships:

[P] =
k−r

kr
[P∗], [C∗] =

kon[P
∗][L]

koff
, [C] =

(
kon
koff

)(
kf
ku

)
[P∗][L], (1.33)

Based on the same approach used before, we may formulate the protein fractional saturation
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νCS−IF for this model as:

νCS =
[C∗] + [C]

[P]tot
, (1.34)

where [P]tot = [P] + [P∗] + [C∗] + [C] is the total protein concentration. Using the expres-

sions from Eq. 1.33, the protein fractional saturation may be rewritten as:

νCS−IF =
kon
koff

(1 + kf
ku
)[L]

(1 + k−r

kr
) + kon

koff
(1 + kf

ku
)[L]

, (1.35)

which in a more compact form becomes:

νCS−IF =
Kapp,CS−IF

a [L]

1 +Kapp,CS−IF
a [L]

,

where:

Kapp,CS−IF
a ≡

kon
koff

(
1 + kf

ku

)
(
1 + k−r

kr

) . (1.36)

The apparent equilibrium dissociation constant Kapp
d for the CS-IF model is given by the

inverse of Kapp,CS−IF
a :

Kapp,CS−IF
d ≡

(
1 + k−r

kr

)
Kd(

1 + kf
ku

) , (1.37)

where the ratios of the conformational exchange rate constants kr
k−r

and kf
ku

are related to the

CS and the IF steps, respectively. Note that when k−r ≫ kr, the CS step will significantly

contribute to the value of Kapp,CS−IF
d , and the apparent dissociation equilibrium constant

will be higher than the intrinsic Kd. On the other hand, when kf ≫ ku the ratio kf/ku

(KIF
ex ) will significantly affect the value of Kapp,CS−IF

d . Therefore, when KIF
ex > 0 then the

denominator will be always bigger than 1, leading to an apparent dissociation equilibrium

constant Kapp,CS−IF
d that is always lower than the intrinsic Kd. Therefore, the CS and the IF

conformational exchange steps will contribute in opposite ways to the value of the Kapp,CS−IF
d

with respect to the intrinsic Kd.
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1.2 NMR spectroscopy

NMR spectroscopy is an attractive technique to study the structure of biomolecules in so-

lution at physiological temperatures, in a native-like environment [74]. NMR spectroscopy

is also powerful to investigate protein-protein and protein-ligand interactions. It yields

residue-specific information on binding sites, affinities, and exchange constants [39]. Typ-

ically, binding is monitored by observing the NMR resonances of an isotopically labeled

protein in the presence of unlabeled ligand. The binding reaction induces changes in the

chemical environment of spins from residues located at the binding site or undergoing struc-

tural rearrangements due to the binding process. These changes in the chemical environment

will be reflected in the chemical shifts of NMR resonances and/or their line shapes [39, 75].

In addition to provide structural information, NMR is unique in detecting molecular mo-

tions, or dynamics, over a wide range of timescales [74, 75, 47]. Furthermore, NMR has

become extremely useful to study intrinsically disordered proteins, as well as sparsely popu-

lated and transiently formed states that are otherwise difficult to study by other biophysical

techniques [42, 45, 74, 46, 76, 47]. Since NMR spectroscopy was of fundamental importance

to the realization of this thesis, I dedicated a specific chapter to the theory of NMR, starting

with a description of the technique from a semi classical point of view, and ending with a

simple explanation of the most important NMR experiments used in this work.

1.2.1 NMR spectroscopy: A classical view

NMR spectroscopy is similar to other types of spectroscopy, in that light absorption is

necessary to promote transitions between different quantum states. In the case of NMR, it

is the nuclear spin which is perturbed through radiation absorption that promote transitions

from the ground to the excited state. Particularly, NMR exploits the property of nuclear

spin angular momentum of atomic nuclei. The nuclear spin angular momentum S⃗ is an

intrinsic nuclear property, just as mass or charge. The presence of spin angular momentum
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and charge creates a nuclear magnetic moment µ⃗ described by Eq. 1.38:

µ⃗ = γS⃗, (1.38)

where γ is the gyro-magnetic ratio, a quantity that is characteristic of each nuclei. Thus,

we can imagine the nuclear magnetic moment as a magnetic bar.

In general, we will be interested in the z-component of the spin angular momentum, Sz,

and in particular in its eigenfunctions and eigenvalues applied to spin one-half nuclei.

In the presence of a static magnetic field applied along the z-direction of the laboratory

reference frame, the z-component of the spin angular momentum interacts with the applied

external magnetic field. For spin one-half nuclei, the operator Sz has just two eigenfunctions,

ψ+1/2 and ψ−1/2, that obey the corresponding eigenvalue equations:

Szψ+1/2 = +
ℏ
2
ψ+1/2, Szψ−1/2 = −ℏ

2
ψ−1/2, (1.39)

where +ℏ
2
and −ℏ

2
are the eigenvalues of ψ+1/2 and ψ−1/2, respectively. Please note that spin

states ψ+1/2 and ψ−1/2 are also called ψα and ψβ, respectively. This new nomenclature will

be adopted hereafter.

In the absence of a magnetic field, the nuclear magnetic moment assumes all possible

orientations. When an external field B0 is applied (along the z-axis) the magnetic moments

of one-half spins will tend to align with respect to the field and may assume two possible

orientations along the z-direction: the magnetic moments oriented in the same direction as

the magnetic field will be associated with the ψ+1/2 state, while those oriented in the opposite

direction to the magnetic field will be associated with the ψ−1/2 state. The energy of the ψ+1/2

or α state, and of the ψ−1/2 or β state, depends on the strength of the interaction between

the magnetic field and the nuclear magnetic moments, as given by the scalar product:

E = −µ⃗ · B⃗, (1.40)
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Figure 1.5: Orientation of the spin magnetic moments in the absence (A) and presence

(B) of a magnetic field B0 oriented along z. Orientation of a magnetic moment in spherical

coordinates (C).

in which B⃗ is the magnetic field vector. Since the magnetic field is oriented along the z-axis,

and knowing the eigenvalues and eigenvectors of the Sz operator, we can use use Eqs. (1.38)

to (1.40) to obtain the expression:

E = −γℏmsB0, (1.41)

where B0 refers to the static magnetic field along z, γ is the gyromagnetic ratio, an intrinsic

property of each nuclei, and ms is the magnetic quantum number that will be equal to +1
2

for the ground state (ψ+1/2), and −1
2
for the excited state (ψ−1/2) of the spin.

The energy difference between these two states can be easily obtained with Eq. (1.41):

∆E = Eψ−1/2
− Eψ+1/2

= γℏB0. (1.42)

Using the relationship, E = ℏω, we may express ∆E in frequency units, the so called Larmor

equation:

ω0 = −γB0, (1.43)
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where ω0 refers to the Larmor frequency of the nucleus. The Larmor equation states that

the absorption frequency of a transition is given by the value of γ times the strength of

the static magnetic field (1.6). The energy required to promote an NMR transition is low,

thus radio-waves are used to excite the spins. At equilibrium, and in the presence of the

x

B0

y

z

Figure 1.6: Precession of a magnetic moment with larmor frequency ω0 as result of the

presence of the B⃗0 static field oriented in the z direction.

static B0 field, the population in the energy states is not equal. There will always be a little

excess of population in the state with the lowest energy since it is the most probable state.

This population distribution between states is given by the Boltzmann’s distribution law,

according to which the ratio of spin populations in the α and β states will be given by:

Nβ

Nα

= exp

{
−γℏB
kT

}
≈ 1− γℏB

kT
. (1.44)

Here we assumed that kT ≫ −γℏB in the above equation.
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1.2.2 Before the pulse: Magnetization at equilibrium

When an external magnetic field is applied, there will be a slight excess of magnetic moments

oriented towards the direction of the external field (i.e the lowest energy state). This slight

excess will lead to a bulk magnetization. This net equilibrium magnetization is oriented

along z, and it is often called longitudinal equilibrium magnetization (Fig. 1.7):

Mz =M0. (1.45)

Since the static magnetic field was applied along the z-direction, the x and y components of

the magnetization (transverse magnetization) are randomly distributed in the xy plane,

thus the bulk transverse magnetization at equilibrium is zero (Fig. 1.7):

Mx =My = 0, (1.46)

Therefore, at equilibrium the bulk magnetization is represented by a static vector, M⃗, which

is aligned along the z axis, and is fixed in size and direction, it does nor vary over time [77].

1.2.3 Out of equilibrium

When the equilibrium is perturbed, the bulk magnetization moves away from its original

position and, hence, it feels a torque that causes it to precess around the external field at

the Larmor angular frequency ω0 (Fig. 1.8). The torque is a consequence of the interaction

between the bulk spin angular momentum (the magnetization) and the external field. It

produces a change in the angular momentum, an effect that is analogous to that felt by a

spinning top due to the earth gravitational field:

Γ =
dL
dt

= M⃗ × B⃗. (1.47)
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along the magnetic field direction, represented by the vector M0 (right)
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Figure 1.8: The bulk magnetization in presence of the static field B0 (A) at equilibrium,

(B) coming out of equilibrium toward the x-axis due to a pulse on the y-axis, and (C)

returning to equilibrium after the pulse is turned off.
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Multiplying by γ at both sides of the expression and using, M⃗ = γL⃗, we obtain:

dM⃗

dt
= M⃗ × γB⃗. (1.48)

The above equation describes the motion of the macroscopic magnetization in the presence

of an external field in the special case when relaxation is ignored. It is a particular case of

the so called Larmor equations.

1.2.4 The B1 pulse: Excitation of nuclear spins

The ultimate goal of an NMR experiment is to measure the precession of the macroscopic

magnetization to determine the Larmor angular frequency, for which we need to take the

magnetization out of equilibrium. The magnetization is rotated away from its equilibrium

position by the application of a weak oscillating magnetic field along the x or y axes. The

frequency of oscillation of this transverse magnetic field, ωrf , needs to match the Larmor

precession frequency. To facilitate the description and calculations that come with the

appearance of this time-dependent RF field, we need to move to a rotating frame of reference.

This new reference frame is chosen to rotate around the z axis at angular frequency ωrf .

Hence, in the rotating frame, the magnetization angular frequency will be called offset and

will be represented by Ω, which is equivalent to the difference between ω0 (Eq. 1.43) (Larmor

frequency in the laboratory frame) and ωrf (frequency of the RF field modulation):

Ω = ω0 − ωrf = −γB0 − ωrf . (1.49)

Considering that, in the rotating frame of reference, the magnetization precess around B0

with the offset angular frequency, then the Larmor equation may be re-written as:

Ω = −γ∆B. (1.50)
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Combining Eqs. 1.49 and 1.50 brings us to an expression for the static field in the rotating

frame:

∆B = −(ω0 − ωrf )

γ
. (1.51)

It is noteworthy that the “reduced static field” ∆B in the rotating frame will approach zero

when the RF frequency matches the Larmor frequency, which is known as “resonance con-

dition”. Under this condition, the static magnetic field disappears and the magnetization

will precess only around the transverse RF field. The form of the RF field (along x) in the

Laboratory frame B⃗rf is:

B⃗rf = 2B1 cos (ωrf t+ ϕ)̂ı. (1.52)

The RF field is commonly named the B1 field. With some basic math we can re-write the

expression for the B1 field as:

B⃗1 = B1[cos (ωrf t+ ϕ)̂ı+ sin (ωrf t+ ϕ)ȷ̂] +B1[cos (ωrf t+ ϕ)̂ı− sin (ωrf t+ ϕ)ȷ̂]. (1.53)

The perturbing field B1 is time independent in the rotating frame. As long as the RF pulse

is switched on, there will be two magnetic fields: the reduced field ∆B given by −Ω/γ, and

the B1 field. The reduced field ∆B and the B1 field add vectorially to give an effective field

Beff defined as (Fig. 1.9):

B⃗eff = B1 cosϕı̂+B1 sinϕȷ̂+∆Bk̂. (1.54)

In the case when the RF field phase angle is Bx = B1, such that it is fixed and oriented

along the x axis, and Bz = B0, the magnitude of the effective field is given by

Beff =
√
(B1)2 + (∆B)2. (1.55)
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About the Effective field and its construction For each field, the precession

frequency is proportional to the magnetic field with the gyromagnetic ratio γ as the

proportionality constant.

Ω = −γ∆B Larmor frequency in the rotating frame (1.56)

ω1 = −γB1 Precessional frequency about the B1 field (1.57)

ωeff = −γBeff Precessional frequency about the effective field (1.58)

We can re-write the expression of Eq. (1.55) in terms of frequencies:

ωeff =
√

(ω1)2 + (Ω)2. (1.59)

The important idea here is that the magnetization precesses around the effective field in

the rotating frame, and that the precessional frequency ωeff is proportional to the effective

field strength:

ωeff = −γBeff , (1.60)

As the frequency of the B1 field, ωrf , approaches the Larmor frequency ω0, the value of Ω

gets closer to zero (resonance condition). Thus, an on-resonance pulse is all about making

ωrf = ω0 and consequently Ω = 0. In this case the effective field lies along the x axis. During

the on-resonance pulse (Ω = 0) the equilibrium magnetization is rotated from the z axis to

the xy plane. The precession frequency is ω1 and so if the RF field is applied for a time τp,

the angle β that has been covered while rotating the magnetization towards the xy plane is

given by:

β = ω1τp, (1.61)
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Figure 1.9: The effective field B⃗eff is the vector sum of the reduced field ∆B⃗ and the B⃗1

field in the rotating frame. The angle between ∆B⃗ and B⃗eff is defined as θ.

where β is called the flip angle of the pulse. By altering the duration of the RF pulse, we

control the angle through which the magnetization is rotated. The most common flip angles

are π/2 and π. The magnetization rotates around the B1 field according to the right-hand

rule. Therefore, given that the RF (B1) field is aligned along the x axis, the 90° pulse rotates

the equilibrium magnetization from the z to the −y axis. The magnetization ends up along

−y because the rotation is in a positive sense about the x-axis. In general, for a flip angle

β, the z and y components of the magnetization are:

Mz =M0 cos β, My = −M0 sin β. (1.62)
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Figure 1.10: Effect of the applied rf field with x-phase. The effective field, B⃗eff is in the y–z

plane in the rotating reference frame, and the magnetization vector, M⃗ , precesses around

B⃗eff .
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Figure 1.11: During a pulse, the angle β, through which the magnetization has been rotated

is defined by Eq. 1.61. With simple geometry we can determine the y- and z-components of

the magnetization.

1.2.5 After the pulse: Detection of the NMR signal

After the B1 pulse is turned off, the magnetization precesses around the static field B0 at the

Larmor angular frequency ω0 as it relaxes back to its thermal equilibrium position along z.

The only difference is that at this time the transverse magnetization is coherent and give rise

to a non-zero magnetic moment in the xy plane. This precession of the magnetization vector

is what we actually detect in a pulsed NMR experiment. The precession of the coherent

magnetization in the xy plane induces a time dependent current in the receiver coil. This

signal is called the free induction decay (FID), and represents bulk magnetization that

exists in the xy plane. Since the magnetization precesses at frequency ω0, the frequency of

the induced signal is exactly the same resonance frequency of the nuclear spin transition.

However, for reasons that I will not explain at this moment, the NMR instrument actually

detects the offset angular frequency: Ω.

We can visualize what happens to the magnetization while it precess around B0 by taking
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the projections of the magnetization vector on the xy plane. As shown in Fig 1.12, at time

zero the x component of this vector is M0 sin β. Then, as the vector precess with angular

frequency Ω around the z-axis, this initial x-component rotates at the same frequency in

the xy plane. At time t the angle through which the vector has rotated is Ωt. The x

and y components are thus proportional to r cos (Ω0)t and r sin (Ω0)t, respectively, where

r =M0 sin β is the length of the vector. Thus, neglecting relaxation, Mx and My at a given

Figure 1.12: Precession of the magnetization vector in the xy-plane. The angle through

which the vector has precessed is given by ω0t (Top). The x and y components of the

magnetization as a function of time (Bottom). The Fourier transformation of these signals

will give rise to the usual spectrum. Taken from [77]

instant t are given by:

Mx =M0 sin β cosω0t, My = −M0 sin β sinω0t. (1.63)
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There are two processes that account for the relaxation of the magnetization back to equilib-

rium. The first relaxation process arises from a re-alignment of the bulk magnetic moment

along the static field to regenerate the original Boltzman equilibrium distribution associated

with Mz. This relaxation process is known as spin-lattice or longitudinal relaxation. It

involves the transfer of energy from the excited state to the surroundings, and is character-

ized by a relaxation time, T1, or by a relaxation rate constant, R1 (R1 = 1/T1). The second

relaxation process is associated with the dephasing of the coherent transverse magnetization

as it precesses around B0. The time constant for this process is T2 (or R2 = 1/T2), and it

is known as spin-spin or transverse relaxation. R1 and R2 relaxation are caused by sto-

castic fluctuations of dipolar coupling interactions between magnetic dipoles (RDD
1,2 ) and the

anisotropy in the electron density surrounding the nucleus, in other words, the chemical shift

anysotropy (CSA) (RCSA
1,2 ), as molecules move in brownian motion. The loss of coherence of

the transverse magnetization will be additionally caused by inhomogenity in the magnetic

field: R∗
2.

1.2.6 The Bloch Equation

In this thesis we will use the matrix form of the Bloch-McConnell equation to describe

chemical exchange effects in NMR spectroscopy. We will first briefly describe the theory

behind the Bloch equation below.

In order to monitor the motion of the bulk magnetic moment in the presence of the static

magnetic field B0, we will use the classical description developed by Bloch [78]. Therefore,

Eqn. 1.48 may be expanded as follows:

dMx

dt
= γ[MyBz −MzBy], (1.64)

dMy

dt
= γ[MzBx −MxBz], (1.65)

dMz

dt
= γ[MxBy −MyBx]. (1.66)
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In the absence of the applied RF field, the effective field Beff corresponds only to the static

magnetic field along z, i.e. B⃗eff = ∆B k̂, therefore, we may write:

dMx

dt
=Myγ∆B, (1.67)

dMy

dt
= −Mxγ∆B, (1.68)

dMz

dt
= 0. (1.69)

Adding the R1 and R2 relaxation contributions, and using the definition of the Larmor

frequency in the rotating frame (Eq. 1.50), we get:

dMx

dt
= −ΩMy(t)−R2Mx(t), (1.70)

dMy

dt
= ΩMx(t)−R2My(t), (1.71)

dMz

dt
= −R1(Mz(t)−M0). (1.72)

These equations are the famous Bloch equations. They may be written in the more compact

matrix form:

dM⃗

dt
=



−R2 −Ω 0

Ω −R2 0

0 0 −R1


M⃗(t) +R1M⃗0, (1.73)

in which M⃗(t) is:

M⃗(t) = [Mx(t), My(t), Mz(t)], (1.74)

and M⃗0 is the equilibrium magnetization. In the presence of an RF field with phase ϕ, the

effective field will assume the form given by Eqn. 1.54, and, hence, the Bloch equations
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become:

dMx

dt
= −ΩMy(t) + ω1 sinϕMz(t)−R2Mx(t), (1.75)

dMx

dt
= ΩMx(t)− ω1 cosϕMz(t)−R2My(t), (1.76)

dMx

dt
= −ω1 sinϕMx(t) + ω1 cosϕMy(t)−R1[Mz(t)−M0]. (1.77)

These equations may also be written in the compact matrix form:

dM⃗

dt
=



−R2 −Ω ω1 sinϕ

Ω −R2 −ω1 cosϕ

−ω1 sinϕ ω1 cosϕ −R1


M⃗(t) +



0

0

R1M0;


, (1.78)

1.2.7 The Bloch-McConnell equation

Up to now we have been discussing the behaviour of the magnetization originated from an

isolated spin in the presence of the effective field and how we can follow its evolution in time

using the Bloch equations. Now we will see a new scenario in which chemical exchange is

present. Let’s consider a molecule that exists in two different conformations, called states

A and B, that are associated to two different chemical environments resulting in different

NMR chemical shifts for the same spin:

A
kA
⇌
kB

B, (1.79)

where kA and kB account for the rate constants of the forward and reverse reactions. This

situation is analogous to the lock and key model described in section 2.1.1. Therefore, we

will apply the kinetic matrix of the lock and key mechanism (Eq. 1.6), except that the free
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and bound protein states will be from now on called “A” and “B”, respectively:

d

dt


pA

pB


=


−kA kB

kA −kB




pA

pB


, (1.80)

where pA and pB are the populations of states A and B, respectively, and they satisfy the

condition pA + pB = 1. Assuming that the magnetization of each species is proportional to

its population, we may re-write Eq. 1.80 as:

d

dt


M⃗A

M⃗B


=


−kA kB

kA −kB




M⃗A

M⃗B


, (1.81)

where M⃗A and M⃗B stands for the magnetization of states A and B, respectively. Since M⃗

is a three-component column vector as described by Eq. 1.74, the above equation is a 6× 6

matrix. In a compact form, this matrix may be written as:

d

dt


M⃗A

M⃗B


=


−kA I3 kB I3

kA I3 −kB I3




M⃗A

M⃗B


, (1.82)

where I3 is the 3-dimensional identity matrix. The above matrix represents the two-spins

magnetization evolution due to exchange. Summing up the exchange matrix with the Bloch

equation (Eq. 1.78) gives rise to the so called Bloch-McConnell equation that describes the

time evolution of the magnetization of a system of two spins under chemical exchange in the

45



presence of an effective magnetic field:

d

dt


M⃗A

M⃗B


=


M⃗A

0

M⃗B
0


+


MA I3 kB

I3 kA MB




M⃗A

M⃗B


, (1.83)

where

M⃗ i
0 =



0

0

Ri
1pi


, Mi =



−(Ri
2 + ki) −Ωi ω1 sin(ϕ)

Ωi −(Ri
2 + ki) −ω1 cos(ϕ)

−ω1 sin(ϕ) ω1 cos(ϕ) −(Ri
1 + ki)


, (1.84)

for i = {A,B}. Here M⃗ i is the magnetization of the i-state, Ri
j is the longitudinal (j = 1)

or transverse (j = 2) relaxation rate of the i-state, ΩA and ΩB are the offsets.

We will use the Bloch-McConnell equation (Eq. 1.83) to analyse the CEST (Chemical

Exchange Saturation Transfer) experiments to obtain information on exchange parameters,

which will be discussed next.

1.2.8 The Chemical Exchange Saturation Transfer (CEST) exper-

iment

NMR has proved to be a powerful technique to study biological macromolecules in solution.

Biological macromolecules are intrinsically dynamic, exchanging between different confor-

mational states over a wide range of timescales. Often, these states correspond to different

conformations, and, consequently, different chemical environments. Because chemical shifts

depend on the unique chemical environment of the nuclei, NMR can be used to study
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these conformers. Furthermore, NMR becomes fundamental in systems involving sparsely

or transiently populated states, which are otherwise difficult to address by other biophysical

techniques [76].

One of the current NMR methodologies to study chemical exchange phenomena in the

slow exchange time regime is the Chemical Exchange Saturation Transfer (CEST) experi-

ment [76, 79]. By using the CEST tecnnique, it is possible to amplify the signal of a low

populated ’invisible’ excited state in exchange with a major ground state of the molecule.

Therefore, one may detect a low populated species if it exists in chemical exchange with

a ’visible’ highly populated state. In the CEST experiment, a weak field B1 is applied

on-resonance to the excited or major state. This perturbation is then transferred to the

interconverting states via chemical exchange [76]. The frequency offset of the applied B1

field is incremented stepwisely. When it reaches the frequency offset of one or the other ex-

changing partners, it will induce a perturbation leading to a signal saturation if the applied

frequency is close (on-resonance) to the offset of one of the exchanging partners, otherwise

it will have no effect [79]. In summary, the resonances of the minor invisible excited-state of

a molecule can then be visualized through the corresponding signal of the visible and highly

populated ground-state due to saturation transfer from one state to the other [76].

Considering a protein that exchanges between two conformations, A and B, where A is the

highly populated ground-state conformer and B is the sparsely populated excited-state:

A
kA
⇌
kB

B, (1.85)

the population of each species are given by pA = kBA/kex for state A and pB = kAB/kex for

state B, where pA + pB = 1, and kex = kA + kB is the exchange rate (Eq. 1.7). As the state

A is the most populated state, then pA ≫ pB. The resonance frequencies of states A and B

are ωA and ωB, respectively. The result of this experiment is visualized as a profile of I/I0 as

a function of the saturation frequency, where I and I0 correspond to the signal intensity in

47



the presence and absence of saturation, respectively. As pA ≫ pB, a major and intense dip

is observed at the chemical shift of state A. If chemical exchange occurs between states A

and B, and ωA is sufficiently different from ωB, then we will also observe a minor dip at the

chemical shift corresponding to the resonance frequency of state B. The Bloch-McConnell

equation is used to fit the CEST profiles to extract important information, such as the value

of kex, the rate of exchange between species A and B, the population and the resonance of

the ’invisible’ excited-state, pB and ωB, respectively.

In our particular case, we will use the Bloch-McConnell equation to decipher kbex, which

is the rate of exchange between the VirB7Nt-bound and VirB7Nt-unbound states of VirB9Ct.

Here, kbex will be equal to kon[L] + koff .

1.3 Protein thermal stability analysis

The thermal stability of a protein makes reference to the protein’s ability to resist to thermal

denaturation. During the thermal denaturation process the population of the denatured

state (SD) increases, while the population of the native state (SN) decreases as a function

of temperature. At each temperature the sample should be allowed to equilibrate for a

certain time period before the measurement is performed. Considering a protein that unfolds

without the forming intermediates, the equilibrium between the native and denatured states

is written as:

N ⇌ D, (1.86)

where N denotes the native state and D the denatured state. The denaturation equilibrium

constant is defined by:

K =
[D]

[N ]
=
χD
χN

, (1.87)

where [D] and [N] are the concentrations of the protein in the denatured and native states,

respectively. Similarly, χD and χN denotes the mole fractions of the denatured and native
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Figure 1.13: Graphic representation of the CEST experiment. In a system where states

A and B are under exchange at equilibrium, we can observe the signal of the invisible state

B through the saturation transfer to the visible state A, during the CEST experiment. The

resulting CEST profile is a plot of the intensity ratio as a function of the saturation frequency.

The observed dips in the CEST plot correspond to the most populated state (state A, larger

dip) and the least populated state (state B, smaller dip).
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states, respectively.

The stability of a protein is quantified in terms of the Gibbs free energy difference between

the native and denatured states (∆G). Under standard conditions, ∆Go is:

∆Go = ∆Ho − T∆So, (1.88)

where ∆Ho is the enthalpy change of unfolding, T denotes the temperature in Kelvin, and

∆So is the entropy change. At equilibrium:

∆Go = −RT lnK, (1.89)

where R is the gas constant, and K is the equilibrium constant.

The midpoint of a thermal denaturation transition, Tm, is defined as the temperature

where the concentration of molecules in the denatured and native states are equal. At this

point, K = 1 and ∆Go = 0 according to Eq. 1.87 and Eq. 1.89. Therefore, Eq. 1.88 can be

re-written as:

∆S0 =
∆Ho

Tm
. (1.90)

If we combine Eq. 1.88 and Eq. 1.89 gives the formula:

K = exp

{
T∆S0 −∆Ho

RT

}
. (1.91)

Combining Eq. 1.90 and Eq. 1.91 gives:

K = exp

{
∆Ho

R

(
1

Tm
− 1

T

)}
= exp

{
−∆Ho

RT

(
1− T

Tm

)}
. (1.92)

In a protein denaturation experiment that is being monitored by circular dichroism (CD)

spectroscopy, the measured CD signal at each temperature is the weighted sum of the spec-

trum of the native and denatured states. Assuming that there’s a linear relationship between
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the CD signal for each state, and the temperature, the CD spectrum may be expressed as:

Θλ(T ) = (SN × χN) + (SD × χD), (1.93)

where Θλ(T ) denotes the total measured signal at a given wavelength as a function of

temperature, while SN and χN , SD and χD, denote the CD signal and the protein population

in the native and denatured states, respectively. Using Eq. 1.87 and the law of conservation

of mass (χD + χN = 1) we can obtain the following expression:

χD =
K

K + 1
; χN =

1

K + 1
. (1.94)

Replacing Eq. 1.94 and in Eq. 1.93:

Θλ(T ) = SN

(
1

K + 1

)
+ SD

(
K

K + 1

)
. (1.95)

Substituting K using Eq. 1.92 gives the following expression:

Θλ(T ) = SN

 1

1 + exp
{

−∆H
RT

(
1− T

Tm

)}
+ SD

 exp
{

−∆H
RT

(
1− T

Tm

)}
1 + exp

{
−∆H
RT

(
1− T

Tm

)}
 . (1.96)

Rearranging the above expression we obtain:

Θλ(T ) = SN

 1

1 + exp
{

−∆H
RT

(
1− T

Tm

)}
+ SD

 1

1 + exp
{

∆H
RT

(
1− T

Tm

)}
 . (1.97)

Eq. 1.97 describes denaturation curves obtained from CD experimental data having as free

parameters ∆H, T, SN and SD. Thus, the value of the melting temperature, Tm, and the

denaturation enthalpy, ∆H, may be obtained from a non-linear fitting of the experimental

data to Eq 1.97. Often, the CD denaturation curves display sloping CD baselines at the

beginning and/or at the end of the unfolding transitions, where the ellipticity shows a change
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that is almost linear as a function of temperature. This effect could be the result of the

cooperativity of the system, and may be modeled replacing the SN and/or SD signal with a

straight line equation as function of temperature, as observed in Eq 1.98 [80, 81, 82].

SN/D(T ) = mT + b, (1.98)

where T is the temperature, m is the slope and b is the intercept in the y axis.
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Chapter 2

Methodology

2.1 Expression and purification of VirB9Ct

BL21(DE3) Escherichia coli cells harboring the plasmid pET28a containing the gene encod-

ing VirB9Ct (residues 154-255) [16] were grown in either M9 or LB medium supplemented

with 50 µg/ml of kanamycin at 37°C. Protein expression was induced by the addition of 0.5

mM of isopropyl-1-thio-β-D-galactopyranoside (IPTG) when the optical density at 600 nm

(O.D600) reached 0.8, and was carried out overnight at 18°C. Cells were harvested by 1 hour

centrifugation at 5000 rpm and 4°C, and lysed by sonication in lysis buffer (20 mM Tris/HCL

pH 7.5, 1 mM PMSF, 0.5 mg/mL lysozyme). The lysate was clarified by centrifugation at

13000 rpm on a Beckman centrifuge equipped with rotor SS34. The supernatant was loaded

into a Hiprep FF 16/10 SP Sepharose column (GE Healthcare), pre-equilibrated with buffer

A (20 mM Tris/HCL pH 7.5), for separation by cation exchange chromatography. VirB9Ct

eluted during a linear gradient of NaCl with buffer B (20 mM Tris/HCl pH 7.5 and 700 mM

NaCl) over 14 column volumes (CV). Eluted fractions were pooled and loaded into a Ni2+-

HiTrap column (GE Healthcare), pre-equilibrated with buffer A (20 mM Tris/HCl pH 7.5,

200 mM NaCl and 20 mM imidazole), for purification by affinity chromatography. VirB9Ct

eluted during a linear concentration gradient of imidazole with buffer B (20 mM Tris/HCl pH

53



7.5, 200 mM NaCl and 500 mM imidazole). The imidazole was removed by buffer exchange

to 20 mM Tris/HCl pH 7.5, and VirB9Ct was concentrated to a final volume of 1 ml using

an Amicon Ultra Device with cutoff of 3 kDa. Cleavage of the histidines tag was carried out

for three hours by incubation with 100-200 µl of thrombin-agarose resin (Sigma-Aldrich) in

50 mM Tris-HCl pH 8.0 containing 10 mM CaCl2. Subsequently, this sample was loaded

into the Ni2+-HiTrap column equilibrated with buffer A and cut VirB9Ct was found in the

flow-through while the histidines-tag fragment remained tightly bound to the column. The

isolated protein buffer was exchanged to 20 mM sodium acetate pH 5.5 containing 50 mM

NaCl. Concentrated protein samples were stored at 4°C until further use. Protein concen-

tration was calculated from the absorbance at 280 nm using the molar extinction coefficient

ϵ = 17420M−1cm−1. Isotopically enriched protein samples were prepared as described above,

except that the M9 medium contained 13C-glucose and 15N ammonium sulfate, or only 15N

ammonium sulfate, as the only sources of carbon and nitrogen, respectively. Stable isotopes

were used at concentrations of 0.5 g/l and 2 g/l for 15N and 13C, respectively. Isotopically

labeled VirB9Ct samples were used exclusively for NMR experiments as shown in Fig 2.1.

2.2 Expression and purification of VirB9Ct-5OHW

Incorporation of 5-hydroxy L-tryptophan (5OHW) into VirB9Ct was carried out by protein

expression in the E. coli Trp-auxotropic strain CY(DE3) following a protocol based on the

suggestions of Dr.Edgar Llontop and published work by Oliveira-Souza and co-workers [83].

Briefly, E. coli CY(DE3) cells harboring the plasmid pET28a-VirB9Ct (residues 154-255)

were grown in M9 medium supplemented with 50 µg/ml kanamycin, 34 µg/ml chloram-

phenicol, L-Trp (4 g/l), and thiamine (10µg/ml), under constant agitation at 37°C. Protein

expression was induced by the addition of 0.5 mM of IPTG when the OD600 reached 0.6-0.8,

followed by incubation at 37°C for 30 minutes to allow the build up of a sufficient amount

of T7 RNA polymerase. After 30 minutes of induction, cells were harvested and washed
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with M9 medium without any Trp, and centrifugated. The cell pellet was resuspended in

M9 medium supplemented with 50 µg/ml kanamycin, 34 µg/ml chloramphenicol, thiamine

(10µg/ml), and 8 g/L of 5-hydroxy-tryptophan (5OHW), followed by the addition of 0.5

mM of IPTG, and incubated overnight at 28°C. Cells were harvested by centrifugation at

5000 rpm and lysated by sonication in lysis buffer (40 mM Tris/HCl pH 7.5, 1% Triton

X-100, 0.1% SDS, 50 mM Arginine and 50 mM Glutamine) with the previous addition of

1 mM PMSF and lysozyme (0.5 mg/mL). The supernatant from the clarified lysate was

loaded into a Ni2+-HiTrap column (GE Healthcare) previously equilibrated with buffer A

(50 mM Tris/HCl pH 7.5, 300 mM NaCl and 20 mM imidazole) for separation by affinity

cromatography. VirB9Ct eluted during a linear concentration gradient of imidazole using

buffer B (50 mM Tris/HCl, 300 mM NaCl and 500 mM imidazole). Fractions containing

VirB9Ct were pooled and two-times diluted in 50 mM Tris/HCl pH 7.5 (some precipitate

was observed during dilution and the solution became a little blurry). The diluted sample

was loaded into a Hiprep FF 16/10 SP Sepharose column (GE Healthcare), pre-equilibrated

with 50 mM Tris/HCl pH 7.5 for cation exchange chromatography. The protein was eluted

during a linear concentration gradient of 50 mM Tris/HCl pH 7.5 containing 700 mM NaCl.

Fractions containing VirB9Ct-5OHW were pooled and concentrated up to 2 ml using an Am-

icon Ultra device with a cutoff of 3 kDa. Removal of the His-tag, and protein concentration

for storage at 4°C was carried out as described above.

2.3 Preparation of the VirB7Nt peptide

A synthetic peptide with the amino acid sequence TKPAPDFGGR WKHVNHFDEAPTE,

corresponding to VirB7 residues 24 to 46 (VirB7Nt), was purchased from Biomatik. The

peptide is acetylated at the N-terminal end, and amidated at the C-terminal end. Samples

of VirB7Nt were prepared by solubilization of the peptide in 20 mM sodium acetate pH 5.5

with 50 mM NaCl, or in 20 mM sodium phosphate pH 7.5 with 10 mM NaCl. Peptide con-
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centration was calculated by the absorbance at 280 nm using its molar extinction coefficient

(5500 M−1cm−1).

Figure 2.1: General procedure adopted for the expression and purification of the recombi-

nant proteins used for NMR experiments

2.4 NMR measurements

2.4.1 Sample preparation

Samples for NMR measurements were prepared by buffer exchanging VirB9Ct to 20 mM

sodium acetate pH 5.5, containing 50 mM NaCl, using an Amicon Ultra device with 3 kDa

cutoff. Typical protein concentration was 500µM, and all samples contained 10% of D2O.

VirB9Ct:VirB7Nt complexes used for the CEST experiments were prepared at the 1:0.7 and

1:0.8 molar ratios, corresponding to 350 µM and 400 µM nominal VirB7Nt concentrations,

respectively.
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NMR experiments

NMR measurements were performed on a Bruker AVANCE III spectrometer operating at

800 MHz (1H frequency) and equipped with a TCI cryoprobe. The 1HN-CEST experiment

was recorded on a 600 MHz Bruker AVANCE III HD spectrometer, also equipped with a TCI

cryoprobe. All NMR spectra were recorded using 5 mm NMR tubes, and at 35°C unless

otherwise stated. All NMR data were processed with NMRPipe and analyzed using the

CcpNmr Analysis software version 2.4 [84, 85]. Backbone resonance assignments for VirB9Ct

in complex with VirB7Nt were obtained from the BMRB entry 25512 [16]. Assignments

for VirB9Ct in the unbound state were initially performed by Dr. Denize Favaro, who

analysed a set of triple resonance NMR experiments recorded at 7°C . These assignments

are found in Appendix C. The 15N ZZ-exchange HSQC experiment [86] was recorded at

35 °C, on a sample of 15N labeled VirB9Ct and unlabeled VirB7Nt at the substoichiometric

1:06 molar ratio (VirB9Ct:VirB7Nt), using mixing times of 400 ms. The experiment pulse

sequence was based on the fast-hsqc pulse sequence [87], which was altered to allow the

exchange of longitudinal Nz magnetization during the second INEPT transfer period (Fig.

2.2). 15N-CEST experiments were recorded using a Bruker implementation of the experiment

described by Vallurupalli and co-workers (2012) [79]. The 13CO CEST experiment was

recorded in similar fashion as described by Vallurupalli and Kay (2013) [88]. Briefly, the

HNCO pulse sequence was altered to omit the 13CO evolution period, and an exchange

period of longitudinal two-spin order 2NzCOz magnetization was included just before 15N

chemical shift evolution (Fig 2.3). The pulse sequence used for the 1HN-CEST experiment

was based on the experiment described by Sekhar et al. (2016)[89]. Briefly, an exchange

period for longitudinal two-spin order 2HzNz magnetization was included in the middle of

the second INEPT transfer block of the HSQC experiment (Fig 2.4). All CEST experiments

were recorded in pseudo-3D fashion: the carrier frequency of the weak γiB1/2π (where i =

1H, 13C, or 15N) saturation field was incremented stepwisely, followed by the incrementation

of the 15N dimension. Calibration of the γB1/2π saturation fields was done automatically,
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Figure 2.2: Pulse sequence used for the 15N ZZ-exchange experiments. The most relevant

elements are indicated. Power levels, delays, and pulse durations are not in scale.

y 1/2JHN 

1H 

15N 

13C’ 

13Cα

PFG 

-2HzNy 

1/2JHN 

1/2JNC’ 

2NyC’z 

-2NzC’z 2NzC’z 

Tex 

2NyC’z 

T–t1/4 T–t1/4 T+t1/4 T+t1/4 

1/2JHN 

-2NyHz 

1/2JNC’ 

1/2JHN y 

-y 

1/2JHN 

Acquisition 

13CO CEST pulse sequence 

Figure 2.3: Pulse sequence used for the 13CO-CEST experiment. The most relevant ele-

ments are indicated. All pulses applied on 13C were selective pulses. Power levels, delays,

and pulse durations are not in scale.
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Figure 2.4: Pulse sequence used for the 1HN-CEST experiment.The most relevant elements

are indicated. Power levels, delays, and pulse durations are not in scale.

assuming linear amplifiers. Weak saturation fields of γNB1 = 15 and 30 Hz, γCB1 = 25

Hz, and γHB1 = 50 Hz, were used to record the CEST experiments on 15N, 13CO and 1HN

nuclei, respectively. The exchange period, Tex, was set to 400 ms in all cases, except for the

1HN-CEST experiment, in which an exchange period of 150 ms was used due to the faster

2HzNz relaxation rate. CEST I/I0 profiles were calculated and visualized using in-house

scripts made for MATLAB R2015a. 15N-CEST I/I0 profiles, recorded with γNB1/2π = 15

and 30 Hz, were simultaneously fitted to the Bloch-McConnell equation assuming a two-

state exchange model (see Eq. 1.83). The CEST fitting was carried out using Bayesian

statistics, as implemented in an in-house python script described by Cardoso and Rivera at

al. 2020 [90]. Uncertainties in cross peak intensities were taken from the noise level in each

spectrum. The γNB1/2π fields were constrained using a Gaussian prior with a σ = 1% and

centered at 15 Hz or 30 Hz. The bound state chemical shift (ΩB) was restricted using a

Gaussian prior with σ = 5% and centered at the experimental 15N chemical shifts obtained

from Oliveira et al. (2016). We used a Gaussian prior at the bound VirB9Ct population

(pB), which was centered at pB = 0.935 with σ = 0.015. This initial guess was estimated
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from the ratios between the unbound (A-state) and bound (B-state) peak volumes (VB
VA

)

in the 15N CEST spectra, considering that pB
pA

≈ VB
VA

and that pA + pB = 1. Flat priors

were used for the free parameters, which were allowed to fluctuate within the following

ranges: 1.0 ≤ kbex ≤ 150 s−1, 0.8 ≤ pB ≤ 1.0, −500 ≤ ∆Ω ≤ 500 Hz, 0.001 ≤ R1
A ≤ 20 s−1,

0.001 ≤ R1
B ≤ 20 s−1, 1 ≤ R2

A ≤ 200 and 1 ≤ R2
B ≤ 50 s−1, where A refers to the unbound

state, and B to the bound state. MCMC analysis were carried out only for a few fitted

residues due to the high computational cost, using 100 chains of 2500 points each, with

a burning of 2000 points. Chemical Shift Differences (CSD) between bound and unbound

VirB9Ct were calculated using Eq 2.1 [91]:

CSD =

√
1

2
[δH2 + (0.14δN2)], (2.1)

where δH and δN are the differences in the 1H and 15N resonances of the bound [16] and

unbound VirB9Ct at 35°C.

2.5 Circular Dichroism

Circular Dichroism (CD) spectra were recorded using a Jasco J720 (Jasco, Japan) equipment

at 25°C, in 1 mm path-length quartz cells. Far UV-CD spectra were recorded from 190 to

260 nm using integration step of 1 nm, scanning speed of 50 nm/min and accumulation of 6

scans. Samples were prepared at 10 µM protein concentration in 20 mM sodium phosphate

pH 7.26 with 10 mM NaCl. A spectrum of the buffer was recorded with the same acquisition

parameters as the protein sample and subtracted as blank. The deconvolution of the VirB9Ct

and VirB7Nt CD spectra was carried out with the online server of DICHROWEB using the

CDSSTR method and dataset # 7, that contains globular and denatured protein spectra

[92, 93, 94] . Denaturation experiments were performed in a Jasco J-815 spectrometer in a 1

mm path-length cell. Far UV-CD spectra were recorded as a function of temperature within

the 190-260 wavelength range, using integration steps of 1 nm, scanning speed of 100 nm/min
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and accumulation of 3 scans. The temperature was varied from 25°C to 95°C in steps of 5°C.

Samples of the unbound VirB9Ct and the 1:1 VirB9Ct-VirB7Nt complex were prepared at 24-

30 µM in 20 mM sodium phosphate pH 7.26 and 10 mM NaCl. Temperature denaturation

by CD was also monitored at specific wavelengths at 215 nm for changes in β-type structures

and 233 nm for changes in signals arising from exciting coupling effects of aromatic residues.

The denaturation curves were fitted using Eq 1.97 and Bayesian statistics as described in

section 2.8. We used an in-house python program to model our data to Eq 1.97 and obtain

values for the parameters Tm and ∆H. The fitted free parameters were ∆H, Tm, b and m

which are the intercept and slope that describes the signal of the native protein (SN) shown

in Eq 1.98, and SD which is the signal of the denatured protein, in the denaturation curve.

We used 300 chains and 1500 points each in our MCMC analysis, with a burning of 500

points. In addition, we used flat priors for the free parameters, in which 20 ≤ ∆H ≤ 100 ,

343°C ≤ Tm ≤ 363°C, 5.0 ≤ b ≤ 30, −0.1 ≤ m ≤ 0.0 and −8 ≤ SD ≤ −1.

2.6 Fluorescence spectroscopy

All fluorescence spectra were recorded using a Hitachi F-7000 FL spectrofluorometer in the

laboratory of Prof. Iolanda M. Cuccovia.

2.6.1 ANS Fluorescence

The fluorescence spectra of 1-anilino-8-naphthalenesulfonic acid (ANS) were recorded using

using an excitation wavelength of 375 nm, emission wavelength from 400 nm to 650 nm, and

temperature of 25°C. A 2 mM ANS stock solution was prepared in 50 mM NaCl and 20 mM

sodium acetate buffer (pH 5.5). Stock protein and peptide solutions were prepared in same

buffer. The ANS concentration was estimated using the molar extinction coefficient at 350

nm of 4950 M−1 cm−1 [95]. Samples consisting in 10 µM of protein and/or peptide plus 250

µM of ANS in 50 mM NaCl and 20 mM sodium acetate (pH 5.5), were pre-incubated for 30
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minutes before fluorescence measurements.

2.6.2 Trypthophan Fluorescence

The intrinsic tryptophan fluorescence of VirB9Ct, VirB7Nt, and of VirB9Ct:VirB7Nt com-

plexes was recorded using excitation wavelenght at 280 or 295 nm, and emission scan from

280 nm to 450 nm. The concentration of all protein samples was 10 µM in 20 mM sodium

phosphate pH 7.5 and 10 mM NaCl. The fluorescence of VirB9Ct-5OHW was monitored

with excitation wavelengths at 280, 295, 310 and 320 nm. Samples of VirB9Ct-5OHW were

prepared in 20 mM sodium phosphate pH 7.5 and 10 mM NaCl.

2.6.3 Stopped flow kinetics

Kinetic experiments to monitor the interaction between VirB9Ct and VirB7Nt were carried

out using a Applied Photophysics stopped-flow spectrofluorometer in the laboratory of Prof.

Iolanda M. Cuccovia. The reaction course was followed measuring the Trp fluorescence

emission at 350 nm, with excitation wavelenght at 280 nm. Samples were prepared in 20

mM sodium acetate buffer pH 5.5, containing 50 mM of NaCl. The experiments in pseudo-

first order conditions were carried out with 1 µM of VirB9Ct and increasing the VirB7Nt

peptide concentration from 10 up to 40 µM. The experiments under reverse pseudo-first

order conditions were carried out by keeping the concentration of VirB7Nt constant at 1

µM, while varying the concentration of VirB9Ct from 10 up to 40 µM. Each trace was

fitted to either single or double exponential functions using the proData software (Applied

photophysics) to extract the observed rate constant (kobs) at each concentration. Each

kobs corresponds to the average kobs value from 3-5 fitted traces. The behavior of kobs as

a function of protein or peptide concentration was fitted to a one-step or to a two-step

binding mechanism (Eqs 1.7, 1.15, or 1.17), to extract the values of the fundamental rate

constants. To this end, we developed an in-house program written in python that uses

Bayesian statistics as described in section 2.8. Briefly, k1obs and k2obs, obtained at 25 °C
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as a function of [L], were simultaneously fitted to the CS mechanism (discussed in the

subsection 3.3.2). Fittings were carried out setting kr, k−r, kon and koff as free parameters.

MCMC sampling was carried out with 400 chains of 1000 points each, and a burning of 300

points. In addition, we used flat priors for the free parameters, in which 0.001 ≤ kr ≤ 10.0,

0.001 ≤ k−r ≤ 10.0, 0.001 ≤ kon ≤ 10.0 and 0.001 ≤ koff ≤ 10.0. The kinetic data obtained

at 35°C in excess of VirB7Nt and in excess of VirB9Ct were used to simultaneously fit the

behavior of kslow (k2obs) and kfast (k
1
obs) as a function of [L] to the CS or to the IF mechanism

(subsection 3.3.2). We set kr, k−r, kon and koff as free parameters in the CS model, while kon,

koff , kf and kuf were set as free parameters in the IF model. MCMC sampling was carried out

with 400 chains of 1500 points each, and a burning of 500 points. In addition, we used flat

priors for the free parameters, in which−2.0 ≤ kr ≤ 2.0, −2.0 ≤ k−r ≤ 2.0, −2.0 ≤ kon ≤ 2.0,

−2.0 ≤ koff ≤ 2.0, −1.0 ≤ kf ≤ 2.0 and −2.0 ≤ kuf ≤ 2.0. The fitting of the combined CS-

IF mechanism at 35°C, discussed in the subsection 3.3.2, was carried out by simultaneously

fitting k2obs obtained excess of VirB7Nt to the CS fast binding approximation (Eq 1.13), as well

as k1obs and k
2
obs obtained in excess of VirB9Ct, i.e. reverse pseudo-first order condition, to the

IF model (Eq 1.15). We set kr, k−r, kon, koff , kf and kuf as free parameters. The value ofKapp
d ,

extracted from ITC at 35°C, was also given as input for the fitting as a Gaussian prior with

a value centered at 0.723 µM and a confidence interval of 0.082 µM. MCMC sampling was

carried out with 200 chains of 3000 points each, and a burning of 2000 points. In addition,

we used flat priors for the free parameters, in which 0.001 ≤ kr ≤ 10.0, 0.001 ≤ k−r ≤ 10.0,

0.001 ≤ kon ≤ 10.0, 0.001 ≤ koff ≤ 10.0, 0.001 ≤ kf ≤ 10.0 and 0.00001 ≤ kuf ≤ 2.0.

2.7 Thermodynamic experiments

2.7.1 Isothermal Titration Calorimetry

Isothermal titration calorimetry experiments were performed on a VP-ITC micro calorimeter

(MicroCal incorporated) at the laboratory of Prof. Iolanda M. Cuccovia. Protein and
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peptide samples were prepared in the same buffer that consisted in 20 mM sodium acetate

pH 5.5 and 50 mM NaCl. All measurements were performed in triplicate, at temperatures

of 35°C unless otherwise stated, with a control experiment injecting VirB9Ct in the cell filled

with buffer solution. Titrations of the peptide with the protein were carried out with 20

µM of VirB7Nt peptide in the calorimeter cell and 200 µM of VirB9Ct in the syringe using

injections of 5 µl. Similarly, measurements for the binding reaction between VirB9Ct-5OHW

and VirB7Nt were performed with 16 µM of VirB7Nt peptide in the calorimeter cell and 160

µM of VirB9Ct-5OHW in the syringe using injections of 5 µl. The OriginLab7.0 software

was used for data analysis using the standard supplier software for Kd and ∆H estimation.

A set of ITC measurements of VirB9Ct-VirB7Nt binding interaction were performed with

protein sample prepared at 150µM and peptide prepared at 10, 15 and 20 µM in buffer 20 mM

sodium acetate pH 5.5 and 50 mM NaCl. The resulted isotherms, that crossed each other at

the same inflexion point, were simultaneously fitted to the one-site binding model to obtain

an accurate value of Kapp
d . For this, we used an in house python program based on the code

described by Cardoso and Rivera, et al (2020) [90]. Briefly, the stoichiometry of the complex

was constrained at n = 1 with a narrow Gaussian prior with σ = 0.01, while the peptide

concentrations were allowed to vary as free parameters. We considered the dissociation

constant Kd, and the molar binding enthalpy (∆H) as free parameters. As mentioned by

Cardoso and Rivera, et al (2020) [90], we included a set of nuisance parameters involved

in the theory, among which are the protein concentration in the syringe [P], the ligand

concentration in the cell [L]tot and the heat offset Q0. The calibration of the protein and

ligand concentration values were performed in the global fitting of the ITC binding curves.

For the MCMC analysis we used 100 chains with 4000 points each, and a burning of 2500

points. In addition, we used flat priors for the free parameters, in which 0.01 ≤ Kd ≤ 100

and −40 ≤ ∆H ≤ 2.0. For more details see the work of Cardoso and Rivera, et al (2020)

[90], https://github.com/jodarie/CalBayS_v1.
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2.7.2 Differential Scanning Calorimetry

Differential scanning calorimetry experiments were performed on a VP-DSCmicro-calorimeter

(MicroCal incorporated) at the laboratory of Prof. Iolanda M. Cuccovia. All samples were

prepared in the same buffer, which consisted in 20 mM sodium acetate pH 5.5 and 50 mM

NaCl. The protein concentration of the unbound VirB9Ct, and of the VirB9Ct:VirB7Nt com-

plex was 300 µM, at the 1:1 molar ratio. All measurements were performed in triplicate and

were reproducible. The two protein systems showed some degree of reversibility in the tran-

sition, once the system was cooled down after the first run. The denaturation curves were

integrated in order to determine the value of ∆H, using the scipy funtion integrate-

romberg that estimates the definite integral using the Romberg’s method. We used the

Nelder-Mead method as optimization algorithm via the minimize function in python.

2.8 Data analysis based on Bayesian inference

The data analysis and in-house python codes used in this thesis were done in collaboration

with Dr. Jose David Rivera Echeverri. The parameter estimations of the model given the

experimental data were carried out using Bayesian inference. This powerful approach allows

us to add prior (extra) information taken from other sources, which improves our predictions.

It allows us to determine the probability of a given parameter from the model (posteriori),

based on the probability of the data given a theoretical hypothesis (likelihood). In other

words, the Bayes theorem tells us that the prior information about the hypothesis is updated

according to the knowledge of the observed data via the likelihood function, then

P(H(Θ)|D) ∝ L(D|H(Θ))× pr(H(Θ)), (2.2)

where Θ = (θ1, θ2, ..., θn) is the parameter vector of the model, P(H(Θ)|D) is known as

the posteriori probability, H(Θ) is the hypothesis or the model, D represents the observed
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data, L(D|H(Θ)) is the likelihood function and pr(H(Θ)) is the prior probability. The

posteriori probability is a proportional relationship in which the proportionality constant is

called evidence, and it is related to the probability of the observed data. In practice we are

interested in constraining the model parameters based on the posteriori distribution, then

the proportional factor (i.e. evidence) is independent of the parameters, so it is simply a

constant for our purposes.

In order to constrain the model parameters, i.e. to find the parameter values that best

fit the model with the observed data, we marginalize the posteriori probability,

P(θi|D) =

∫
Ω

P(H(Θ)|D)dθ1dθ2...dθi−1dθi+1...dθn, (2.3)

so as to obtain the probability distribution function of the parameter θi given the observed

data, i.e. the marginal distribution, P(θi|D). The best fit value of θi is considered as being

the median of the marginal distribution, and the 1σ interval the confidence interval (i.e. the

interval defined by the 16th and 84th percentiles), which we assume to be the θi uncertainty.

The posteriori probability distribution function was sampled using the Markov Chain

Monte Carlo (MCMC) method developed by Daniel Foreman-Mackey, David W. Hogg,

Dustin Lang and Jonathan Goodman “emcee: The MCMC Hammer”, [96], which was

implemented in the emcee python package,https://emcee.readthedocs.io/en/

stable/ . In order to optimize the computing time cost, we used the maximum of the

posteriori as initial guess in the MCMC algorithm. The maximum of the function was

determined using the differential evolution function, a population-based meta-

heuristic search algorithm, that optimizes a problem by iteratively improving a candi-

date solution based on an evolutionary process as described by Storn et al. (1997) [97].

The differential evolution method is implemented in the scipy python package, https:

//scipy.github.io/devdocs/index.html.
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Chapter 3

Results and discussion

3.1 Structural characterization of unbound VirB9Ct

3.1.1 Secondary and tertiary structures

Previous NMR observations about VirB9Ct suggested that it is only partially folded in the

free form, becoming well folded upon binding to the N-terminal tail of VirB7 (VirB7Nt)

(residues 24-51) [16] [11]. We wondered whether VirB9Ct could be a molten globule in

the unbound state, and whether such molten globule could be structurally characterized in

atomic detail. To obtain information about the secondary structure content of VirB9Ct we

carried out measurements of CD spectroscopy both in the absence (Fig. 3.1 panel A) and in

the presence of VirB7Nt (Fig. 3.1, panel B). The CD spectrum of VirB7Nt indicates that it

behaves as a random coil (Fig. 3.2, panel A), which is consistent with the expected for short

peptides in aqueous solution, and with previous measurements of backbone 15N relaxation

rates made with the full-length VirB7 [11]. Curiously, the unbound VirB9Ct CD spectrum

was similar to that of the complex (Fig. 3.1,panel A and B), showing a negative band at

218 nm characteristic of peptide bond transitions associated to β type structures [98], and

consistent with the β-sandwich structure of VirB9Ct in the bound state [16]. A second

band observed at 232-233 nm with positive ellipticity probably arises from contributions
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of aromatic residues, that seems to be significant in proteins with low helical content [99].

Positive CD bands in the 225-230 nm region may result from interactions of aromatic groups

(Phe, Tyr, Trp) with neighboring peptide groups or between themselves, giving rise to

exciton coupling effects [99, 100, 101, 93]. VirB9Ct contains 1 Trp, 8 Tyr and 6 Phe residues,

so its aromatic residue content is significant. Particularly, the Tyr residues are located very

close to each other in the VirB9Ct three-dimensional structure, what could perhaps explain

the exciton coupling effect observed at 233 nm. We used the software Dichroweb [92, 93]

to deconvolute the CD spectra from the unbound VirB9Ct and VirB7Nt, to obtain their

content of secondary structure (Fig. 3.2). According to this analysis, VirB7Nt contains 14%

of β type content, 58% of disordered structure and 16% of turns. On the other hand, the

unbound VirB9Ct contains 37% of β type structure in comparison with the 47% of β type

content of the VirB7Nt-bound protein. This result is expected given that VirB9Ct folds and

become more stable upon binding to VirB7Nt [16]. Indeed, we did not expect the unbound

and bound VirB9Ct forms to present similar proportions of β type content. On the contrary,

we though that the unbound VirB9Ct would display a high content of disordered structure

and few secondary structure elements, since our initial hypothesis was that it had a molten

globule-like structure. Thus, VirB9Ct, both in the free and in the bound states, display

similar secondary structure content in terms of β-type structures.

The hydrophobic probe 8-Anilino-1-naphthalenesulfonic acid (ANS) has been extensively

used to identify exposed hydrophobic sites in partially folded proteins. Binding of ANS to

hydrophobic patches is accompanied by a strong increase in its fluorescence, with a shift

of the spectrum towards shorter wavelengths [102, 103]. Therefore, we used the ANS as a

probe to compare the amount of solvent exposed hydrophobic surface in the unbound and

the bound states of VirB9Ct. Fig. 3.3 shows the fluorescence spectra of ANS acquired in

the absence and presence of VirB7Nt, VirB9Ct, and the complex. The addition of VirB7Nt

does not affect the ANS fluorescence (Fig. 3.3, panel B). In contrast, addition of VirB9Ct

resulted in a small but significant increase in the ANS fluorescence intensity, accompanied
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Figure 3.1: CD spectra of (A) the unbound VirB9Ct and (B) the VirB9Ct-VirB7Nt complex.

As a note of caution, CD signals below 200 nm are low resolved

Figure 3.2: Deconvolution of the CD spectrum from (A) VirB7Nt and from (B) VirB9Ct

using the Dichroweb online server [94]. As a note of caution, CD signals below 200 nm are

low resolved

69



by a blue-shift of the maximum wavelength, while a smaller effect was observed upon the

addition of the complex (Fig. 3.3, panel B). These observations suggest that VirB9Ct exposes

to the solvent a slightly larger hydrophobic surface in the free state than when in complex.

DSC denaturation experiments showed reversible thermal transitions at a melting tem-

perature Tm ≈ 68-70°C for the unbound VirB9Ct and for the complex (Fig. 3.3). This finding

was somehow unexpected, since VirB7Nt binding was thought to “stabilize” VirB9Ct, which

should be reflected in an increase in the Tm [104, 105, 106, 107]. A significantly higher

enthalpy of unfolding (area under the transition curve) was observed for the thermal de-

naturation experiment of the complex (29.57 kcal/mol) in comparison with the free protein

(10.42 kcal/mol) (Fig. 3.3). Two possible explanations could be proposed: it is possible that

during thermal denaturation of the complex, both the unfolding of the protein (VirB9Ct) and

the release of VirB7Nt occurs within a single thermal transition, accounting for an increase

in ∆H due to the coupling between unfolding and dissociation equilibrium [108, 109, 110].

Alternatively, the lower ∆H of unfolding of the unbound state could arise from an ensemble

of VirB9Ct conformations, from which poorly folded conformations will not necessarily con-

tribute to a significant change in heat capacity, diminishing the contribution to the enthalpy

[111, 112]. The fact that VirB9Ct displays the same Tm as the complex, is consistent with

the observation that peptide binding does not lead to a significant increase in the secondary

or tertiary structure contents of VirB9Ct.

Since both the complex and the free VirB9Ct undergo thermal denaturation at the same

temperature (Tm), then the large ∆H of unfolding observed for the complex would imply a

large ∆S of unfolding. Similarly, the small ∆H for the unfolding of the unbound VirB9Ct

implies a small ∆S of unfolding. Considering that the final denatured states are equivalent,

the low ∆S of unfolding observed for VirB9Ct must result from the high entropy of the

unbound sate [113, 112, 111]. Indeed, NMR experiments showed previously that VirB9Ct is

more flexible in the free state than when in complex with VirB7Nt [16] [11].

To confirm that the observed DSC transitions were associated with the thermal denat-
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Figure 3.3: Comparison of the (A) DSC transition curves obtained for the thermal denat-

uration of unbound VirB9Ct (green) and bound VirB9Ct(red) and (B) the ANS fluorescence

measured in the absence (black), or presence of VirB7Nt (blue), VirB9Ct (green) or the

VirB7Nt:VirB9Ct complex (red).

uration of the free protein and the complex, we investigated the effect of the temperature

increase on the secondary structure content of the unbound VirB9Ct and the complex. To

this end, CD spectra were recorded as a function of temperature in the range from 25 up to

95 °C. The denaturation process of the unbound VirB9Ct and the complex showed to be re-

versible as indicated by the little loss of signal observed after cooling down (see Fig. 3.4, top

right and left). Both the complex and the unbound VirB9Ct displayed similar denaturation

patterns, where it was observed a drop in ellipticity of the shoulder at 233 nm while a minor

ellipticity change was noted at 218 nm (Fig. 3.5, panel A). Thus, we chose to measure the

ellipticity at 233 nm as a function of temperature in order to calculate the Tm of the two

systems.

Both the complex and the unbound VirB9Ct CD spectra showed a clear decrease in

ellipticity at 233 nm as the temperature was increased (Fig. 3.5, panel B). Since a positive

CD band at this position reflects interactions between aromatic groups in close proximity
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Figure 3.4: CD spectra showing in (A) and (B) the reversibility of the thermal denatu-

ration, and in (C) and (D) the thermal denaturation of the unbound VirB9Ct (green) and

bound VirB9Ct (red), respectively.
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in the structure, these changes suggest a loss in the tertiary structure as a function of

temperature. In agreement with the DSC data, the thermal denaturation monitored at 233

nm revealed a reversible transition with the same Tm for both the complex and the unbound

VirB9Ct, (Fig. 3.3, panel A). Fitting of the CD denaturation curves (see panels C and D of

Fig. 3.5) to Eq. 1.97, yielded a ∆H ≈ 57 kcal/mol for both unbound VirB9Ct and complex,

and a Tm ≈ 78.40°C (see the parameters fitting correlations in Fig. 3.6, panel A and B),

which is a little bit higher than that obtained by DSC (70°C) [114]. The reason for the

slightly different Tm values obtained by DSC and CD is unclear, but it should be considered

that DSC measures changes experienced by the whole system (protein and solvent) that

probably are not immediately translated into structural changes detectable by CD [115]. As

observed in panels A from Fig. 3.5, the signal at the 215 nm band from VirB9Ct arising from

β structure content is poorly affected, indicating preservation of secondary structure in the

denatured state.

In summary, even though the unbound VirB9Ct displayed greater ANS fluorescence in-

tensity than the complex, this difference is small. Overall, the CD and the DSC data suggest

that VirB9Ct retains most of the secondary and tertiary structures of the bound state, de-

spite having its hydrophobic interior a bit more exposed to the solvent. This is opposite to

what was expected for a molten globule or a partially folded protein [116]. Hence, despite

being highly flexible, VirB9Ct seems to be folded in the free state.

3.1.2 Three-dimensional structure and dynamics

Backbone resonance assignment of unbound VirB9Ct at 7°C

Qualitatively, the 1H-15N HSQC spectrum of unbound VirB9Ct at 35°C indicates that the

free protein is highly flexible, presenting conformational exchange processes at intermediate

exchange rates in the NMR time scale. In contrast, the spectrum of VirB9Ct in complex is

well resolved, characteristic of folded proteins [16]. Since the NMR spectra of the unbound

and the bound VirB9Ct samples were considerably different, we became surprised to find that
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Figure 3.5: The ellipticity measured as a function of temperature (A) of unbound VirB9Ct

at 233 and 215 nm. (B) of unbound (green) and bound (red) VirB9Ct at 233 nm. (C) The

denaturation CD curves shown in B and their fitting to Eq. 1.97 shown as black lines.
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A B

Figure 3.6: Triangle plots showing the correlations between the parameters adjusted to fit

the CD denaturation curves from the unbound VirB9Ct(A) and the bound VirB9Ct (B) to

Eq. 1.97.
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these two states have similar secondary structure contents as indicated by CD spectroscopy.

Thus, we aimed to determine the secondary structure propensities of the unbound VirB9Ct

in more detail by NMR spectroscopy. To assign the backbone resonances of the protein,

we lowered the temperature to restrict its dynamics. The NMR spectrum of the unbound

VirB9Ct recorded at 7°C is qualitatively consistent with a rigid protein (Fig. 3.7, panel A).

Prof. Denize Favaro (IQ-UNICAMP) analyzed a set of multidimensional triple resonance

NMR experiments recorded with the unbound VirB9Ct sample at 7°C. She identified the

backbone resonances (1H, 15N, 13Cα, 13CO) of 70 of the VirB9Ct amino acids (Fig. 3.7A and

3.7B) (listed in Appendix C), except for residues located in β-strands β1 and β2, which

form the VirB7Nt binding site (Fig. 3.7, panel B), and whose cross peaks seem to be missing.

The assigned backbone chemical shifts of the unbound VirB9Ct at 7°C were used as input

for TALOS [117] to predict the secondary structure content of the protein. As observed in

Fig. 3.8, the β strands β3 to β8 are preserved in the unbound protein, as well as the short

helical propensity in the inter-strand loop between β3 and β4 [16]. Since we do not have

assignments for residues in β1 and β2, we do not have secondary structure information for

this region. Curiously, we observed in Fig. 3.8 that an additional α-helix could be formed

in the inter-strand loop between β4 and β5 in the unbound VirB9Ct, which is absent in the

structure of the bound state.

To compare the secondary structure propensities of the unbound and the bound states of

VirB9Ct at the same temperature, 35°C, and to obtain information about the residues in the

binding interface, we attempted to assign the backbone resonances at higher temperatures.

Backbone resonance assignments of unbound VirB9Ct at 35°C

The assignments of the 1H-15N cross peaks at low temperature (Fig. 3.7) were transferred

to the spectrum recorded at 35°C using a temperature series of VirB9Ct 1H-15N HSQCs,

starting at 7°C and going up to 35°C in 3°C steps (Fig. 3.9). Using this approach, we

transferred almost all of the assignments obtained at 7°C to the spectrum recorded at 35°C.
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Figure 3.7: 1H-15N HSQC spectrum of the unbound VirB9Ct at 7°C. The assigned peaks

are indicated. (A) Mapping of the assigned residues on the structure of VirB9Ct in complex

(B).
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Figure 3.8: Talos predicted secondary structure for (A) bound VirB9Ct using the assign-

ments from VirB9Ct in complex at 35°C [16] and (B) unbound VirB9Ct using the resonance

assignments obtained at 7°C. The secondary structure of VirB9Ct in the complex is shown

on top. The black stars highlight the regions of unbound VirB9Ct that were not assigned.
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Some of the assignments could not be transferred because the signals became overlapped or

were lost in the noise level as the temperature was raised. The assigned cross peaks in the

spectrum of the unbound VirB9Ct at 35°C are shown in Fig. 3.10.
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Figure 3.9: Assignment transfer of unbound VirB9Ct resonances to higher temperatures.

The colors indicate the temperature in which each spectrum was recorded: orange corre-

sponds to 280 K, lilac 286 K, magenta 292 K, blue 298 K and gray 308 K.

To obtain additional assignments at 35°C we prepared a NMR sample of the complex

at the substoichiometric 1:06 (VirB9Ct:VirB7Nt) molar ratio, and recorded a ZZ-exchange

15N-HSQC experiment. To identify the exchange cross peaks we compared the ZZ spectrum

with the HSQC spectra of the unbound and the bound VirB9Ct (Fig. 3.12). As a control,

we looked for correlations among cross peaks already assigned with help of the temperature

series. Using this approach, we assigned additional 12 cross peaks of the unbound VirB9Ct

as shown in Table 3.1 and Figs. 3.11 and 3.13. Most of them are located at or near the

binding site with VirB7Nt (Fig. 3.11).
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Figure 3.10: Assignment of unbound VirB9Ct at 7°C (spectrum in orange) and assignments

that could be transferred to 35°C (spectrum in green).
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Figure 3.11: The residues of the unbound VirB9Ct that were assigned by the analysis of

the ZZ exchange spectrum are colored green. The structure of VirB9Ct is shown in grey,

while VirB7Nt is shown in black.
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Figure 3.12: ZZ exchange spectrum recorded at 35°C on a sample of 15N-VirB9Ct:VirB7Ct

at 1:06 molar ratio (shown in light blue). The black squares on the right are zoomed-

in regions showing some of the assigned residues and the superposition with the unbound

VirB9Ct 1H-15N-HSQC spectra (in green).
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Table 3.1: Assignments of unbound VirB9Ct obtained by the ZZ-exchange analysis at 35°C.

Residue number 1H δ (ppm) 15N δ (ppm)

195 8.09586 118.7364

251 7.91738 127.81049

164 9.31115 121.90374

177 7.62078 121.09657

178 7.05866 121.91286

199 7.37857 118.97314

185 9.51281 118.47092

255 7.92818 128.11445

198 7.2545 118.1891

179 7.08988 117.78742

207 7.84351 120.24858

169 8.65484 119.87029
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Figure 3.13: 15N HSQC spectrum of the unbound VirB9Ct showing all the assigned residues

obtained by temperature transfer from 7 to 35°C and by ZZ-exchange at 35°C.
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Backbone resonance assignments at 35 °C obtained using CEST

To obtain additional backbone 15N and 1H resonance assignments, and to assign the 13CO

resonances of VirB9Ct in the unbound state, we recorded Chemical Exchange Saturation

Transfer (CEST) experiments of the complex in the presence of a slight excess of free

VirB9Ct. To this end, a 15N-CEST experiment was recorded on a sample of VirB9Ct contain-

ing sub-stoichiometric VirB7Nt concentrations at the 1:0.7 molar ratio (VirB9Ct:VirB7Nt).

The 15N-CEST profile of some of the residues showed two dips, corresponding to two VirB9Ct

exchanging states (Fig. 3.14). However, VirB9Ct in complex does not undergo conforma-

tional exchange at the millisecond time scale on its own, as showed by previous NMR data

[16]. Interestingly, after further addition of VirB7Nt up to the 1:0.8 molar ratio, we noticed

that the smaller dip decreased or disappeared (Fig. 3.14, black line), indicating that it cor-

responded to the free VirB9Ct in slow exchange equilibrium with the bound state (larger

dip).

To obtain 13CO chemical shifts, which are more informative about secondary structure

than 15N chemical shifts, we recorded a 13CO-CEST experiment (3.15, top) on a 13C/15N dou-

bly labeled complex sample prepared at the 1:0.7 (VirB9Ct:VirB7Nt) molar ratio (Fig. 2.3).

Furthermore, to obtain 1HN chemical shifts for the free state, we attempted to record a 1HN-

CEST experiment on a 15N-labeled sample of VirB9Ct in complex with unlabeled VirB7Nt,

prepared at the same molar ratio. Unfortunately, the 1HN-CEST experiment did not show

any dip due to exchange (3.15, bottom). We suspect that the reason for the lack of chemical

exchange contribution in this experiment was the fact that we had to decrease the mag-

netization exchanging period (Tex) from 400 ms used in the 15N and in the 13CO-CEST

experiments, to 150 ms in the 1HN-CEST experiment. This was necessary to compensate

for the very fast relaxation of the 2HzNz two spin order magnetization, compared with

the longer longitudinal relaxation rate of 13CO spins. The shorter exchanging period was

probably not sufficient to the allow the build up of exchanging magnetization.

The assigned chemical shifts of the 15N and 13CO spins, obtained using CEST exper-
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Figure 3.14: 15N CEST profile of F237. The experiment was recorded with a sample of

VirB9Ct containing sub-stoichiometric VirB7Nt concentrations at the 1:0.7 molar ratio (red

line) and 1:0.8 molar ratio (black line).
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Figure 3.15: CEST experiments recorded at 35°C on a sample of 15N-VirB9Ct:VirB7Nt at

1:0.7 molar ratio, showing in blue the 13CO-CEST profiles (Top) and in yellow the 1HN-

CEST profiles (Bottom) of chosen VirB9Ct residues.

iments, as well as random coil 15N and 13CO chemical shifts predicted using the software

ncIDP [118], were used to calculate secondary chemical shifts and, hence, to obtain infor-

mation on the secondary structure content of the unbound VirB9Ct. The same analysis

was carried out using the chemical shifts of the bound VirB9Ct obtained by Oliveira and

co-workers [16]. A comparison of the 15N and 13CO secondary chemical shifts of the bound

and unbound VirB9Ct is shown in Fig. 3.16. It is worthy noting that β-strand β1 displays

smaller 13CO and 15N secondary chemical shifts in the unbound state, suggesting that it is

unfolded. A similar tendency is observed for β2, however, the magnitude of the difference

is not as large, suggesting that this strand is partially folded in the free state (Fig. 3.16).

Overall, the other β-strands seem to be preserved in the unbound state.

The assignments for the 1H-15N cross peaks in the HSQC spectrum of the unbound

VirB9Ct were compared to the assignments of the bound protein at the same temperature.

Chemical shift perturbations (CSP) were calculated using Eq. 2.1, [91]. This analysis shows
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Figure 3.16: Secondary Chemical Shifts (SCS) calculated using the random coil chemi-

cal shifts predicted with ncIDP (https://st-protein02.chem.au.dk/ncIDP/) [118]

and the 15N and 13CO-CEST chemical shift data for unbound VirB9Ct, shown in green, and

VirB9Ct in complex, shown in red.
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that the residues most affected by the presence of VirB7Nt were located in the β1, in the β1-β2

inter-strand loop, β5, β4-β5 loop, β7, and residue V247 in β8 (Fig. 3.17A and 3.17B). A close

inspection of these regions shows that β-strands β1, β8 and β7 form an antiparallel β-sheet

where VirB7Nt lies on, which explains the significant changes in chemical shift. Curiously,

the β5 and the β4-β5 loop are located far away from the VirB7Nt binding site. It is interesting

that TALOS indicated that residues in in the β4-β5 loop have a tendency to assume helical

conformation (Fig. 3.8), suggesting that this loop undergoes a major structural change upon

complex formation.

β5

β1

β7

β8

A

B

Figure 3.17: Chemical shift perturbation calculated using Eq. 2.1 between unbound and

bound VirB9Ct (A) and its mapping on the structure of VirB9Ct in complex (B).
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Fitting the CEST profiles to the Bloch-McConnell equation

We fitted the 15N CEST profiles obtained with the 1:0.7 sample to the Bloch McConnell

equation (Eq. 1.83). Two CEST experiments were recorded using saturation frequencies

γB1/2π of 15 and 30 Hz. The two CEST profiles were fitted simultaneously to decrease

the degenerescence of the free parameters. Only residues displaying two dips were fitted as

exemplified for I179 and R241 in Fig. 3.18 (Appendix C). From the fitting we could extract

the value of the binding equilibrium exchange rate kbex (kbex = kon[L] + koff) (Eq. 1.5), the

population of the bound state (pB), as well as the chemical shift of the unbound state for

each fitted residue (Fig. 3.18). Fitted kbex values varied from ∼ 10 s−1 to ∼ 160 s−1, and pB

varied between 0.83 and 0.97. A close inspection of the fitted CEST profiles showed that

the highest kbex were from residues whose CEST profiles did not show a clear separation

between the dips corresponding to the unbound and bound VirB9Ct states. For example,

R241 (Fig. 3.18D) whose CEST profile displayed a small shoulder corresponding the unbound

state, yielded the highest kbex. In contrast, residues displaying a clear separation between the

two dips, as I179 (Fig. 3.18A), yielded the lowest values of kbex. Indeed, the analysis of the

correlations between the parameters distributions (triangle plots) that were obtained using

MCMC (2.8), indicated that residues with few separation between the two dips, such as R241

or D168 (see D168 CEST profile in Appendix C), presented increased correlations between

parameters (Appendix C). This means that any change in one parameter will affect the

value of the other, reflecting a compensation in the fit which can mislead the best fit values

(Appendix C). In contrast, residues with well defined dip separation, such as I179 or Y165

(Fig. 3.18, Appendix C), presented weaker correlations between parameters (Appendix C).

Despite simultaneously fitting two CEST curves with well separated dips, we observed

that kbex and pB tend to be highly correlated in all residues. Therefore, we used a prior

information of the value of pB to increase the accuracy of kbex. The initial guess for pB

was obtained from the intensity ratios between the NMR signals from VirB9Ct Ala215 and

Thr234 bound and unbound states in the CEST experiment. To obtain accurate kbex values
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we chose a cut-off of |∆Ω| > 160 Hz ∼ 2 ppm to select the best residues to analyse. The

selected residues are highlighted by a gray circle in Fig. 3.18 panel B and the zoomed in

region in panel C. In that logic, the best value of kbex is ≈ 15-20 s−1, while pB is ≈ 90-93%

of the total VirB9Ct population. This analysis also showed that our VirB7Nt concentration

was underestimated.

To identify the regions with the highest 15N chemical shift difference between the bound

and unbound states, we mapped the ∆Ω distribution (applying the |∆Ω| > 2 ppm cutoff) on

the NMR structure of VirB9Ct in complex. Similarly, we also mapped the kbex distribution.

As observed in Fig. 3.19 panel A, the VirB9Ct regions displaying the greatest 15N chemical

shift differences correspond to the β-sheet over which VirB7Nt lies on, and the β1 and β2,

which is consistent with the VirB7Nt binding site. The distribution of kbex values within the

structure of VirB9Ct follows a similar pattern.

3.2 The thermodynamics of the VirB9Ct-VirB7Nt com-

plex

In protein-ligand interactions the binding energy depends on critical aspects of the in-

termolecular interface, such as the interface size, residue composition, the structural and

thermodynamic properties of the solvent and the flexibility of the interacting partners

[119, 73, 120]. The formation of hydrogen bonds and van der Waals interactions during

binding contribute favorably to the binding enthalpy, while the desolvation of non-polar and

polar groups contributes favorably to the binding entropy. On the other hand, folding of

disordered and flexible regions contributes unfavorably to the binding entropy as confor-

mational degrees of freedom are reduced upon binding [121]. Therefore, in coupled folding

and binding interactions as those observed in IDPs/IDRs, the energetics of folding also con-

tributes to the measured thermodynamics. Here we used isothermal titration calorimetry

(ITC) to investigate the thermodynamics of the VirB9Ct-VirB7Nt complex formation, in view
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Figure 3.18: Fitting of the 15N-CEST profiles to the Bloch McConnell equation (1.83)

showing in (A) and (D) the fitting of I179 and R241 at 15 and 30 Hz, respectively. Plot of

pB vs kex obtained from the fitting (B) and an update of this plot using residues displaying

a |∆Ω| > 2 ppm (C).
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Figure 3.19: Color coding the values of kbex (A) and |∆Ω| (B) with the ∆Ω > 2 ppm cutoff

on the structure of VirB9Ct in complex.

that the two proteins are intrinsically flexible and become structured upon binding. We first

wanted to measure a more accurate value of the binding affinity (Kapp
d ) for the VirB9Ct-

VirB7Nt binding interaction. For this, we performed three ITC binding measurements at

35°C with different ligand concentration within the cell in such a way that the isotherms

will cross in a mutual point just in the inflexion point, which determines the stoichiometry

of the reaction. Subsequently, these three isotherms were fitted simultaneously to calculate

the value of Kapp
d . The reason of this strategy is because we have noticed that there is a

significant error in the determination of the binding affinities by ITC due to the uncertainties

in the measurement of protein concentration using spectroscopic techniques.

The Kd value obtained by techniques such as ITC is an overall measure of the binding

affinity, that include the contributions of conformational rearrangements to the value of Kd

(see Background theory). Having said that, we refer to the binding affinity measured by ITC

as Kapp
d that makes reference to the apparent value of Kd measured by ITC, and we refer to

the intrinsic binding affinity as K int
d defined as the ratio koff/kon. As observed in Fig. 3.20
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panel A, the experimental isotherms were measured at 35°C at 10, 15 and 20 µM of ligand

concentration. Panel B of Fig. 3.20 shows the simultaneous fitting of these three curves to a

one binding site model, using an in-house Python program described by Cardoso and Rivera

et al. (2020) [90]. Our data yielded a value of Kapp
d = 0.7 µM using this approach, which is

∼ 1.5 times the value of the Kapp
d reported in the literature by Olivera et al. (2016), who

had measured a value of 1 µM at 35°C [16].

In addition, we measured the binding energetics of complex formation at three differ-

ent temperatures, 10, 25 and 35°C, as shown in Fig. 3.21, panel A. The values for the

thermodynamic parameters at the three temperatures are shown in table 3.2, as well as in

Fig. 3.21 panel B. The binding interaction was exothermic at the three temperatures and

yielded a ∆G ≈ −9 kcal/mol (see Fig. 3.21, panel B). Because there is a linear relation-

ship between the change in enthalpy and the change in entropy, thus favorable changes in

binding enthalpy are compensated by opposite changes in entropy and vice versa, which

results in small changes in binding affinity over a range of temperatures [122]. This is the

so-called enthalpy-entropy compensation and it appears to be a general consequence of the

formations and disruptions of weak non-covalent interactions [122, 73]. In systems where

binding is coupled to folding as often experienced by IDPs and IDRs, the enthalpy-entropy

compensation is even more evident given the lost of conformational freedom upon binding.

The conformational rearrangement experienced by the protein is coupled to a favorable en-

thalpic component due to the formation of hydrogen bonds and van der Waals interactions

within the disordered domain or region, and to an unfavorable entropic contribution arising

from the loss of conformational degrees of freedom associated to folding [121]. For example,

we can consider the binding thermodynamics of the HIV-1 envelope glycoprotein gp120,

which contains intrinsically disordered regions. The binding of gp120 to the human CD4

receptor or to the MAb 17b antibody in the disordered regions is accompanied by folding,

while the binding of the MAb b12 antibody to an structured region of gp120 do not induce

conformational rearrangements [121, 123, 124, 125, 126]. The binding thermodynamics of
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Figure 3.20: Calorimetric titrations of VirB7Nt with VirB9Ct at 35°C. Three experiments

were performed with different VirB7Nt concentrations (A) and their simultaneous fitting to

the one-site binding model (B) using the method described by Cardoso and Rivera et al.

2020 [90].
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CD4 and MAb 17b are characterized by similar ∆G values with very large favorable binding

enthalpies (-39.0 and -28.7 kcal/mol) and a extremely large unfavorable entropy penalty

(27.3 and 17.2 kcal/mol). These large favorable enthalpy and unfavorable entropy changes

is associated to processes in which binding is coupled to large conformational changes. In

contrast, binding of MAb b12 to gp120 presents a completely different thermodynamic sig-

nature, with a ∆H of ∼ -9 kcal/mol and a binding entropy of ∼ -3 kcal/mol, reflecting a

binding mostly driven by the enthalpic term and without inducing any conformational struc-

turing [121, 125, 124, 126]. Similarly, by comparing our ITC data of the VirB9Ct-VirB7Nt

interaction at 35°C, we observed that the binding thermodynamics is favourable with a large

and favorable change in enthalpy (∆H = −28.61 Kcal/mol) that compensates the strongly

unfavorable change in entropy (−T∆S = 18.48 Kcal/mol). This is expected since the forma-

tion of the VirB9Ct-VirB7Nt complex involves the occurrence of new contacts in the binding

interface along with a decrease in VirB9Ct and VirB7Nt intrinsic flexibility.

In order to obtain more information about VirB9Ct and VirB7Nt folding upon binding

interaction, we calculated the change in heat capacity (∆Cp), determined by plotting the

values of ∆H as a function of temperature and calculating the slope of the temperature-

dependent ∆H curve with a linear regression analysis. ∆Cp is a parameter that measures

the change in heat with temperature at constant pressure, and it is strongly correlated to

the solvent-exposed surface area being buried upon complex formation, therefore it provides

a link between thermodynamic data and structural information [122, 73]. During binding

and folding, the burial of hydrophobic residues with the concomitant displacement of water

molecules is associated with a decrease in heat capacity, and the ∆Cp is consequently neg-

ative and proportional to the amount of surface involved [122, 121]. A small binding heat

capacity is usually indicative of no significant conformational change, while a large binding

heat capacity is usually indicative of a large conformational change. When the structuring

of an intrinsically disordered protein along with ligand binding involves a large number of

residues, the magnitude of the apparent binding heat capacity change will be considerably
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large [127, 121]. For example, the binding interactions of CD4, MAb 17b or MAb b12 to the

gp120 glycoprotein, results in ∆Cp values of -1.3, -1.8 and -0.4 kcal/(K mol), respectively.

As expected, the heat capacities changes of the systems experiencing folding coupled to

binding (CD4 and MAb 17b) are about three to fourfold larger than the binding of gp120

to MAb b12, which reflects the smallest ∆Cp value because the dehydration is associated

primarily with the binding interface [121]. Comparing to the data obtained from the binding

of VirB9Ct to VirB7Nt, we obtained a ∆Cp = -0.23 kcal/(K mol), which is a small value for

a binding process primarily driven by burial of hydrophobic surfaces and large conforma-

tional rearrangements. This is nevertheless expected, considering that in our study we have

evidence from NMR CEST data, CD spectroscopy and denaturation assays by DSC and CD

that VirB9Ct populates a bound-like conformation in the free state and that the region of

VirB9Ct involved in a significant conformational change is limited to the binding interface

with VirB7Nt. On the other hand, VirB7Nt also folds upon binding to VirB9Ct, but it forms

only a small β strand that complements one of the β strands of VirB9Ct, without involving

the burial of a large solvent-exposed region and consequently releasing less water molecules.

The above arguments suggest that the expected contributions to ∆Cp are minimum even

though VirB7Nt is an intrinsically disordered protein and, as well as VirB9Ct, gets structured

upon binding.

Table 3.2: Values for the thermodynamic parameters obtained in the VirB9Ct-VirB7Nt

binding isotherms at 10, 25 and 35°C.

Temperature n Kapp
d (µM) ∆G(kcal/mol) ∆H(kcal/mol) −T∆S(kcal/mol)

10°C 0.89 0.03 −9.64 −21.05 11.40

25°C 1.14 0.40 −8.79 −22.79 13.99

35°C 1.02 0.72 −8.56 −28.17 19.62
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A

B C

Figure 3.21: (A) Calorimetric titrations of VirB7Nt with VirB9Ct at 10, 20, and 35°C. (B)

Thermodynamic values obtained from the fittings of the binding isotherms shown in A to

a one binding site model. (C) Plot of ∆H as a function of temperature to determine the

value of ∆Cp.
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3.3 The VirB9Ct-VirB7Nt binding mechanism

3.3.1 Insights from NMR spectroscopy

Additional unbound states are in equilibrium with the bound VirB9Ct

We observed that depending on the location on the structure, VirB9Ct residues displayed

characteristic CEST profiles reflecting the more ‘dynamic’ or ‘structured’ regions of the

protein. Specifically, some residues displayed a single CEST dip, indicating that they do not

experience chemical shift changes upon binding to VirB7Nt, and hence they are located far

away from the binding interface. Other residues displayed 2 dips indicating that they undergo

large chemical shift changes upon binding and experience slow exchange equilibrium between

bound and unbound states, and other residues displayed more than two dips, indicating

that VirB9Ct populates two or more unbound states as observed for R172 (Fig. 3.22). In

all cases the smaller dips of the unbound states decreased in intensity with the addition

of more VirB7Nt peptide, indicating that they are in equilibrium with the bound VirB9Ct

(Fig. 3.22). We grouped all the residues displaying similar CEST profiles and mapped

the different residue groups on the structure of VirB9Ct in complex (Fig. 3.23). Curiously,

residues that displayed two CEST dips, such as N245 and L249, were mainly located near

the VirB7Nt binding site. Residues that displayed three CEST dips tend to locate at β1,

β2, and at the β1-β2 inter-strand loop. Finally, residues that did not show conformational

exchange were located far from the VirB7Nt binding site, most of them in the antiparallel

β2-β3-β5-β6 β-sheet (Fig. 3.23). The above suggests that residues located in the VirB7Nt

binding site, particularly at the β1, display complex dynamics in the free state.

Dynamics of the unbound VirB9Ct

Having found that three or more unbound VirB9Ct states were in equilibrium with the

bound state, we decide to characterize the slow time scale dynamics of the unbound protein

by CEST. To this end we carried out 15N CEST experiments of VirB9Ct alone. We observed
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Figure 3.22: 15N CEST experiment of R172 in a sample of VirB9Ct containing sub-

stoichiometric VirB7Nt concentrations at the 1:0.7 molar ratio (red line) and 1:0.7 molar

ratio (black line).

two types of behavior: on one hand some residues showed more than two dips in their

CEST profiles, indicating the occurrence of slow conformational exchange at the millisecond

time scale (see Fig. 3.24, top residues Y164 and S176), on the other hand other residues

displayed a single CEST dip indicating the lack of conformational fluctuations at this time

scale (Fig. 3.24, top residue H214). When mapping the two residue groups on the structure

of the complex we did not observe a clear trend with respect to the proximity to the VirB7Nt

binding site. However, residues showing slow time scale dynamics tend to group in the center

of the antiparallel β-sheet that forms the VirB7Nt binding site (Fig. 3.24), and a few of them

were found in the opposite β-sheet. Despite few exceptions, most residues located on the

edges of the β strands did not show conformational exchange, suggesting that these regions

are rigid, and that the main beta-sandwich structure could be preserved in the absence of

VirB7Nt. Curiously, the structure distribution of residues displaying complex dynamics is

not the same as that observed on the CEST experiment carried out with the complex.
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b2

VirB7Nt

b1

VirB7Nt

Y169

N245

V231

T228

A

B

Figure 3.23: 13CO and 15N CEST experiments of a sample of VirB9Ct containing sub-

stoichiometric VirB7Nt concentrations at the 1:0.7 molar ratio, showing in (A) the CEST

profiles for selected residues of VirB9Ct displaying three states (blue), two states (Lime

green), one state (yellow) and in (B) their location on the structure of VirB9Ct in complex.
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H214

T164

S176

Figure 3.24: 15N CEST profiles of unbound VirB9Ct depicting the profiles from Y164

and S176 that display several dips, and from H214 displaying a single dip (Top). Residues

displaying a single dip are colored yellow, and those with several dips are colored maroon

on the structure of VirB9Ct in complex (Bottom). The VirB7Nt peptide is shown subtly in

blue to indicate the binding site. Residues that could not be assigned at 35oC are shown in

gray.
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The residues that displayed complex dynamics in their CEST profiles, also showed broad

line widths in the HSQC spectrum, hence their CEST profiles were highly noisy. Improve-

ment of the signal-to-noise ratio in the CEST experiment was achieved by decreasing the

temperature to 28°C. The CEST experiment carried out at lower temperature showed profiles

with more defined dips compared to those observed at 35°C (see Fig. 3.25). As observed

for T173 (Fig. 3.25), at 28°C we may differentiate three conformational states that were

otherwise difficult to identify at 35°C. In addition, lowering the temperature slows down

conformational exchange rates, leading to a shift of the equilibrium towards a predominant

conformation as observed in the 15N-1H HSQC experiment recorded at 7°C. Similarly, the

unbound states of S176 and V239 of free VirB9Ct became better resolved by 15N CEST at

28°C compared to 35°C (Fig. 3.25).
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Figure 3.25: Comparison of the 15N CEST profiles of unbound VirB9Ct

at 35 °C (Top) and at 28 °C (Bottom.)

We did not detect the exchange equilibrium between unbound and bound VirB9Ct at

28 °C, only at 35 °C (Fig. 3.26). A possible explanation is that at lower temperatures, the

binding affinity increases as a consequence of a higher kon or a lower koff , which decreases

kbex making the exchange too slow to be observed by CEST.
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Figure 3.26: Comparison of the 15N CEST profiles of unbound and bound VirB9Ct at 35

°C (Top) and at 28 °C (Bottom). The 15N CEST profiles of unbound VirB9Ct are shown

in gray, while for bound VirB9Ct they are colored.

VirB9Ct samples the bound conformation

In order to evaluate if the unbound VirB9Ct will visit the bound conformation even in the

absence of VirB7Nt, we compared the 15N CEST profiles obtained with samples of VirB9Ct

alone and samples containing sub-stoichiometric VirB7Nt concentrations at 35°C. We com-

pared the profiles of 58 VirB9Ct residues for which it was possible to obtain 15N CEST data

with the bound and unbound samples. We clustered them according to the CEST effect

observed in the presence and absence of VirB7Nt. Some residues, exemplified by M194 and

T228 (Figs 3.26-3.27), displayed a single CEST dip in the absence and presence of VirB7Nt

and at the same or nearly the same 15N chemical shift, indicating that they did not experi-

ence chemical shift changes at the millisecond timescale observable by CEST. These residues

will be classified as type I. They were located on the β strand edges and far from the VirB7Nt

binding site (Fig. 3.27). Other residues (type III) exemplified by V220 (Fig. 3.26) and F237

(Fig. 3.27), displayed a single conformational state in the absence of VirB7Nt (a single CEST

dip), and a single unbound state in its presence (two CEST dips). Clearly, type III residues
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are relatively rigid in the unbound state, but experienced a change in their 15N chemical

shift upon binding to VirB7Nt due to the proximity with the peptide aromatic residues, or to

a change in the protein conformation. Type III residues are mainly located in the antipar-

allel β1-β4-β7-β8 β-sheet, over which VirB7Nt lies on (Fig. 3.27). Residues classified as type

II, IV, and V have in common several unbound states indicated multiple CEST dips, or a

broadened CEST dip, in the 15N CEST profiles of the unbound VirB9Ct sample. The differ-

ence between them lies on their CEST profile observed in the presence of VirB7Nt. Type V

residues, such as S176 (Fig. 3.26) and Y164 (Fig. 3.27), display two or more CEST dips in

the unbound sample, one of which coincides with that of the unbound state in the presence

of VirB7Nt. This observation is a strong suggestion that the unbound VirB9Ct samples the

”bound” conformation even in the absence of the peptide. Type II residues exemplified

by R210 (Fig. 3.27) are mostly are located at the VirB9Ct antiparallel β2-β3-β5-β6 β-sheet,

opposite to the VirB7Nt binding site. Despite their dynamics in the unbound state, binding

to VirB7Nt does not lead to a significant 15N chemical shift change (Fig. 3.27). In contrast,

type IV residues exemplified by V239 (Fig. 3.27) and T173 (Fig. 3.26), experienced slow

conformational exchange in the unbound state but binding to VirB7Nt caused a significant

15N chemical shift change. Type IV residues are located in the VirB7Nt binding region.

The observation that some residues display multiple conformations in the unbound state,

one of which shares the same 15N chemical shift as the bound state (type V), suggests that

VirB9Ct binds VirB7Nt according to a conformational selection mechanism. On the other

hand, the observation that other residues displaying one or multiple conformations in the

unbound state, do experience a 15N different chemical shift upon binding (types III and

IV), suggests a IF mechanism. How to reconcile these two different observations? Perhaps

one alternative is to consider that the 15N chemical shift of the bound VirB9Ct contains not

only the contribution of the secondary structure of the protein, but also the contribution of

the chemical environment conferred by the proximity with the peptide, such as ring current

effects. An accurate analysis of CS versus IF based on VirB9Ct chemical shifts, will require
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Figure 3.27: Residue classification according to their 15N CEST profile in the bound and

unbound states, showing the five types of VirB9Ct residues (A) and their localization on the

structure of VirB9Ct in complex, shown in surface (B) and ribbon (C) representations.
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the separation of these two contributions.

3.3.2 The kinetics of VirB7Nt - VirB9Ct association

Can we use the Tryptophan fluorescence to follow VirB7Nt binding to VirB9Ct?

The intrinsic tryptophan fluorescence is highly sensitive to the local environment[128].

VirB7Nt and VirB9Ct have each a single W residue. The VirB7Nt and the VirB9Ct W residues

are located at approximately 17 Å from each other in the structure of the complex; hence,

they experience different chemical environments. While the VirB9Ct W177 is located in the

β1-β2 inter-strand loop and exposed to the solvent, the VirB7Nt W34 is buried in a pocket

on the surface of one of the two antiparallel β-sheets from VirB9Ct, the one composed by

strands β1-β8-β7-β4 (Fig.3.28) [16]. It is noteworthy that the substitution W34A abolished

binding of VirB7Nt to VirB9Ct, preventing the T4SS assembly and causing loss of bacterial

killing activity via the T4SSXAC [16]. Therefore, W34 is essential for the interaction with

VirB9Ct.

Considering that the indole ring fluorescence is sensitive to the surrounding environment,

conformational changes, ligand binding and protein denaturation, could change the emission

spectra of tryptophan [128]. Thus, the tryptophan fluorescence could be an excellent tool

to monitor the interaction between VirB7Nt and VirB9Ct. Indeed, binding of VirB7Nt to

VirB9Ct leads to an increase in the tryptophan fluorescence as shown in Fig. 3.29.

Given that W34 (VirB7Nt) is located at the complex interface, while W177 (VirB9Ct)

is located further away (Fig. 3.28), we considered that W34 should be the best probe

to monitor the binding interaction. Thus, to selectively excite one of the two tryptophan

residues, we replaced W177 by the analogue 5-hydroxy-tryptophan (5OHW) (Fig. 3.30-

B). The advantage of using 5OHW is that it can be specifically excited at 310-320 nm

(Fig. 3.30-C) even in a tryptophan background environment [83]. To incorporate 5OHW

in VirB9Ct, we expressed this protein in a Trp-auxotropic E.coli strain in the presence

of 5OHW as tryptophan source. To test whether the W177 substitution for the 5OHW
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Figure 3.28: NMR solution structure of the complex showing VirB9Ct in gray and VirB7Nt

in blue. The tryptophan residues of VirB9Ct (W177) and VirB7Nt (W34) are colored green

and red, respectively.
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Figure 3.29: The tryptophan fluorescence spectrum changes when VirB7Nt binds to

VirB9Ct (A) Superposition of the fluorescence spectra from W34 in VirB7Nt (blue), W177

in VirB9Ct (green), and from the complex (red). (B) Comparison of the fluorescence spec-

trum of the complex (red) with the sum of the fluorescence spectra of VirB7Nt and VirB9Ct

(purple).

analogue affected the structure of VirB9Ct or the affinity for VirB7Nt, we performed CD and

ITC measurements, and compared with the same measurements done with the wild type

protein (Fig.3.31). VirB9Ct-5OHW displayed a CD spectrum similar to that of unbound

VirB9Ct. The dissociation equilibrium constant (Kd) obtained by ITC was 0.72, consistent

with that obtained for the wild type VirB9Ct binding to VirB7Nt (Fig.3.31 and Table 3.2).

To verify the incorporation of 5OHW into VirB9Ct, the fluorescence emission spectra of

the protein was recorded using a range of excitation wavelengths. In contrast with VirB7Nt,

VirB9Ct-5OHW emitted fluorescence when excited not only at 280-295 nm but also at 310-

320 nm, confirming the presence of 5OHW (Fig. 3.32-A and Fig. 3.32B). The same behavior

was observed for the complex formed by VirB7Nt and VirB9Ct-5OHW (Fig. 3.32-B and

Fig. 3.32-C ).

Comparison of the fluorescence spectra of the unbound VirB9Ct and the VirB7Nt-VirB9Ct

complex recorded at the same protein concentrations, showed that the incorporation of
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htp

Figure 3.30: Structure of (A) L-tryptophan and (B) 5-hydroxy-tryptophan. Absorbance

(C) and emission (D) spectra of the tryptophan and some of its analogues. Pictures taken

from Principles of Fluorescence Spectroscopy. [128]
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Figure 3.31: Characterization of the VirB7Nt binding affinity by ITC from VirB9Ct-5OHW

or VirB9Ct (A). Comparison of the CD spectrum from the unbound VirB9Ct without (blue)

and with 5OHW (red) incorporated at position 177 (B).
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Figure 3.32: Emission fluorescence spectra of (A) VirB7Nt, (B) VirB9Ct-5OHW and (C)

the VirB7Nt: VirB9Ct-5OHW complex using different excitation wavelengths: 280 nm (blue),

295 nm (orange), 310 nm (green), and 320 nm (yellow).
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5OHW into VirB9Ct allowed the selective excitation of the tryptophan at position 177. Un-

fortunately, the fluorescence spectrum of 5OHW at position 177 does not seem to be affected

by the binding of VirB9Ct to VirB7Nt (Fig. 3.33), and, consequently, the 5OHW probe at

this position is not a useful tool to monitor the interaction. Considering that the 5OHW flu-

orescence spectra is independent of the excitation wavelength, the spectrum change observed

upon VirB7Nt binding to VirB9Ct with the λex = 280 nm (Fig. 3.33) could be attributed

to the polarity change in the surroundings of W34. The fact that VirB7Nt tryptophan is

affected by the presence of VirB9Ct, leading to an increase in the intensity of fluorescence

upon complex formation, is consistent with its location at the complex interface, while W177

is exposed to the solvent and less susceptible to the binding interaction. Therefore, we used

the excitation wavelength at 280 nm to monitor the interaction of VirB7Nt with VirB9Ct,

since the local environment of VirB7Nt tryptophan is perturbed during complex formation,

which can give us information about the interaction mechanism.

Figure 3.33: Fluorescence emission spectra of VirB7Nt (blue), VirB9Ct-5OHW (green) and

complex (red) recorded using excitation wavelenghts at (A) 280 nm or (B) 310 nm.
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The kinetics of VirB7Nt - VirB9Ct association at 25°C

We measured the association kinetics between VirB7Nt and VirB9Ct at 25°C by stopped-

flow fluorescence. Upon mixing the two proteins under pseudo first order conditions for

VirB7Nt or VirB9Ct, the time course of the fluorescence intensity change was monitored

using λex = 280nm and λem = 350nm as shown in Fig. 3.34.
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Figure 3.34: Stopped-flow kinetic traces at 25°C showing the fluorescence intensity change

over the time course of the reaction. The different colors indicate the concentrations of

VirB7Nt in the presence of 1 µM of VirB9Ct (pseudo-first order condition for VirB7Nt) (A) or

the concentrations of VirB9Ct in the presence of 1 µM VirB7Nt (pseudo-first order condition

for VirB9Ct) (B). λex = 280 nm; λem = 350 nm. The fluorescence intensities were normalized

according to the value of the plateu.

The VirB9Ct concentration ([P]) was kept constant, while the concentration of VirB7Nt

([L]) was increased under pseudo-first order conditions (large excess of VirB7Nt over VirB9Ct)

(Fig. 3.34A). Fitting of the experimental traces to mono and bi-exponentials (Eqns. 1.2 and

1.10) indicated that the association kinetics is biphasic under our experimental conditions

(Fig. 3.35, A and B), an observation that is consistent with coupled folding and binding
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events [22].
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Figure 3.35: Fitting of the stopped-flow experimental curves obtained at 25°C to Eqns.

1.2 or 1.10. (A) and (B) shows the same kinetic trace under excess of VirB7Nt, while (C)

and (D) shows the same kinetic trace under excess of VirB9Ct.

Fittings of the kinetic traces acquired at increasing VirB7Nt or VirB9Ct concentrations

to Eq. 1.10 (Figs. 3.34 and 3.35), allowed us to observe the behavior of the two kinetic rate

constants, k1obs and k
2
obs, as a function of the free ligand concentration (or the complex molar

ratio). This analysis showed a ill resolved kinetic fast phase (k1obs) that increased with the

ligand concentration ([L]) (Fig. 3.37-B), and a slower kinetic phase (k2obs) that increases hy-

perbolically with [L] (Fig. 3.37-A). This scenario, the appearance of two kinetic phases that
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increase with the free ligand concentration can be equally described by the conformational-

selection (CS) or induced-fit (IF) mechanisms as shown in Fig. 1.4 and discussed in the

“Background theory” chapter, section Kinetics of protein-protein interactions. The discrim-

ination between these two mechanisms is only possible for the CS case when the slow phase

(k2obs) is independent or decreases with [L] (Fig. 1.4). [55].
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Figure 3.36: Observed rate constant (red dots) at 25°C as a function of the complex molar

ratio, determined under conditions of excess of VirB9Ct. A linear fit of this curve (shown as

a red line) yielded the value of kon = 2.08± 0.03 s−1M−1

As discussed in the Background theory chapter, subsection 1.1.2, the ambiguity between

the CS and the IF mechanisms can be solved by performing the same kinetic experiment

under reverse pseudo-first order conditions, i.e varying the concentration of VirB9Ct while

keeping the VirB7Nt concentration constant. As explained earlier (see section 1.1), in the

conformational selection mechanism, a pre-equilibrium of conformations is sampled by the

macromolecule before ligand binding, hence, only a single kinetic phase corresponding to the

binding step will be observed when the kinetics experiment is performed under conditions

of excess of the macromolecule (reverse pseudo-first order conditions). In contrast, in the

induced-fit mechanism, the two kinetic rate constants should display the same behavior
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Figure 3.37: Observed rate constants at 25°C as a function of the complex molar ratio,

determined under conditions of excess of VirB7Nt. The slow (k2obs) and fast (k1obs) phase

observed are shown in (A) as orange dots and (B) as blue dots, respectively. Simultaneous

fitting of these curves (shown as continuous lines in black) using Eq. 1.17 for the CS model,

yielded values for the rate constants k−r, kr, koff and kon, shown in table 3.3.
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as a function of the ligand and the macromolecule concentrations, i.e. under the pseudo-

first order or reverse pseudo-first order conditions. This statement holds true because the

conformational rearrangements in the IF mechanism occur after the binding event, so there

is really no difference whether VirB7Nt or VirB9Ct is in excess during the experiment (see

Background theory, subsection 1.1.2).

Therefore, to disambiguate the binding mechanism between VirB7Nt and VirB9Ct at 25

°C, we repeated the stopped-flow experiment under reverse pseudo-first order conditions

(Fig. 3.34B). Analysis of the kinetic traces yielded a single rate constant (Fig. 3.35, C

and D) that increased linearly with protein concentration ([P]) as shown in Fig. 3.36. This

behavior indicates that in excess of VirB9Ct only the binding step is observed, in agreement

with a conformational-selection mechanism.

This linear kinetic curve was analysed quantitatively using Eqn. 1.7, yielding a value

of kon = 2.08± 0.03 s−1M−1, assuming the simplest model involving just a binding step

(Scheme 1.5). The intercept in the “y” axis corresponds to the value of koff , which in our

fit yielded a value of -4.157 s−1. As we know, a negative value for a rate constant does

not make sense, moreover we can not trust in this value of koff since the intercept would

be experimentally accurate only if it was possible to follow the reaction in the range where

the protein concentration in excess (in this case VirB9Ct) is comparable to the apparent

equilibrium dissociation constant Kapp
d , which for our system is around ∼ 0.4− 0.7 µM.

Therefore, in this case the value of koff is poorly estimated from the intercept of the straight

line, and we should perform displacement experiments in order to measure an accurate value

of koff (see reference [50], pages 30-33).

We may estimate the value of the other rate constants of the CS model by inspecting

both phases in excess of VirB7Nt at their limiting values. According to Table 1.1 subsection

1.1.2, in the CS model, the upper limit of the slowest phase (k2obs(∞)) unequivocally defines

kr, but the lower limit depends on the value of koff and the sum of kr + k−r [54]. Since our

slowest relaxation k2obs increases with [L], it implies the condition of k−r + kr > koff < kr
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and, therefore, the lower limit for k2obs(0) tends to koff [55]. Regarding k1obs, the upper limit

k1obs(∞) grows linearly with [L] as kon[L] and the lower limit k1obs(0) approaches the value

of k−r + kr (See Table 1.1 in the subsection Conformational-selection in the general case)

[54, 55]. In our case and accordingly to these limits, we can estimate that 6.0 ≤ kr ≤ 7.0,

0.0 ≤ koff ≤ 3.0 and 0.0 ≤ k−r ≤ 1.0 since k−r + kr ≈ 7.0.

To further confirm or assumptions regarding the values of the kinetic constants, we used

Eq. 1.17 to model our kinetic curves in excess of ligand to the CS model. Except for the

value of kon, the fitted values are in agreement with the expected based on the analysis of the

limiting values (see Table 3.3). However, we must have in mind that the fast phase in excess

of VirB7Nt was low resolved and thus we can not have certainty on the values obtained by

the fitting of these curves. However, we can have a general idea of the relative values for

the rate constants. Particularly, the value of koff should be around 3.0 s−1 according to the

inferior limit analysis of k2obs, but our fitting to the CS model yielded a value of 0.42 s−1,

which is considerably different. However, about the value of koff we can certainly infer that

it should be lower than kon and it should be in the range of 0.42 s−1 < koff < 3.0 s−1. In

contrast, we do have accuracy in the value of kon determined by linear regression analysis of

the experimental kobs obtained in excess of VirB9Ct.

We may calculate the intrinsicK int
d value for the interaction between VirB7Nt and VirB9Ct

at 25°C through Eq. 1.31, and using the value of Kapp
d from ITC at 25°C (∼ 0.4µM). Our

calculations indicate that at conditions where kr ≫ k−r the value of Kapp
d ≈ K int

d . Thus,

K int
d ≈ 0.4µM and therefore the value of koff defined as K int

d = koff/kon is ∼ 0.76− 0.83 s−1,

which is within the range expected for koff .

Recalling our NMR CEST data at 28°C, we see that in the absence of VirB7Nt we observed

exchange between defined states of unbound VirB9Ct, while in the presence of the peptide at

1:07 molar ratio, we couldn’t see exchange between the bound and unbound states of VirB9Ct,

and only the bound state was observed. Analyzing together with our kinetic data at 25°C,

we can infer now why we didn’t observed exchange in our CEST experiments at 25°C in the
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Table 3.3: Kinetic rate constants obtained for the interaction between VirB7Nt and VirB9Ct

according to the CS using the kinetic data at 25°C. 1This value was extracted from linear

fitting of the relaxation in excess VirB9Ct with the one-binding step model (for details see

the main text). The values highlighted in red are poorly estimated by the fitting

Model T (°C) kP
∗→P

r (s−1) kP→P∗
−r (s−1) kon(10

−6 s−1M−1) koff(s
−1)

CS 25 ≈ 6.00 ≈ 0.38 ≈ 0.57 ≈ 0.42

Lock and key 25 −− −− 2.081 −4.16

presence of VirB7Nt but did at 35°C. For instance, we saw that the value of Kapp
d ≈ K int

d

at 25°C is lower than at 35°C (Table 3.2), which translates into an increase in complex

affinity, perhaps by the lower value of koff compared to kon at this temperature, preventing

conformational exchange from being seen by CEST NMR measurements. Moreover, as a

consequence of temperature, kr (rate constant for the P
∗ → P transition) is greater than k−r

(rate constant for the P → P∗ transition) at 25°C (see Table 3.3), which means that almost

all molecules of VirB9Ct are in the active P state ready to bind ligand (P∗ ⇌ P + [L] ⇌ PL),

making the switch to the P∗ state even harder to occur. Similarly, we can notice that the time

constant (1/(k−r+kr)) of the exchange between unbound VirB9Ct states is ≈ 0.157 s, which

is within the millisecond time scale for events observable by CEST. The above assumptions

shows consistency between our thermodynamic, kinetic and NMR data, and support our

conclusions so far.

The kinetics of VirB7Nt - VirB9Ct association at 35°C

To evaluate the VirB7Nt:VirB9Ct association mechanism at the same conditions that were

used for NMR spectroscopy, we repeated the stopped-flow kinetic measurements at 35°C.
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We mixed the two proteins and monitored the change in fluorescence as a function of time

under pseudo-first order conditions as shown in Fig. 3.38.
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Figure 3.38: Stopped-flow kinetic traces recorded at 35°C showing the change in trypto-

phan fluorescence intensity over the time course of the binding reaction. The different colors

indicate the excess concentration of VirB7Nt (A) or VirB9Ct (B).

The kinetics was biphasic under conditions of excess of VirB7Nt (Fig. 3.39A and 3.39B),

which suggests that the interaction mechanism involves at least two steps [39, 55, 22]. In

this experiment we observed that the faster phase k1obs increases linearly with the increase

in ligand concentration [L], while the slower phase k2obs decreases hyperbolically with [L]

(Fig. 3.40A). The decreasing behavior of k2obs with the free ligand concentration is a kinetic

signature of the conformational-selection mechanism as described in Background theory,

section 1.1. The existence of a conformational VirB9Ct pre-equilibrium is in agreement with

the analysis of the unbound VirB9Ct dynamics by NMR at 25 and 35°C as described pre-

viously. However, in contrast with the behavior observed at 25°C (Fig. 3.36), at 35°C the

kinetics was biphasic in excess of the macromolecule (VirB9Ct) (Fig. 3.39C and 3.39D). It

was characterized by a fast relaxation k1obs that increases linearly with [P], and a slow relax-

ation k2obs that increases with the protein concentration until saturation i.e. hyperbolically)
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(Fig. 3.40-B). The observation of a second phase in excess of VirB9Ct was unexpected.

Considering that the behavior in excess of VirB7Nt is consistent with a conformational

selection mechanism (Fig. 3.40A), the only possibility to explain the additional kinetic phase

observed under excess of protein is to assume the existence of a third event other than the

VirB9Ct pre-equilibrium and the binding to VirB7Nt.
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Figure 3.39: Modeling of the stopped-flow experimental curves obtained at 35°C using

double and single exponential fits. (A) and (B) shows the same kinetic trace under condi-

tions of excess of VirB7Nt, while (C) and (D) shows the same kinetic trace under conditions

of excess of VirB9Ct.

When k1obs and k
2
obs both increase with [P], the kinetics may follow either the CS or the

IF mechanism (Background theory, section 1.1) [55]. Therefore, we first tested whether the
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Figure 3.40: Observed rate constants at 35°C under (A) Excess of VirB7Nt showing the

slow phase in yellow and the fast phase in black. The lines correspond to fittings of the

experimental data to the CS model using Eq. 1.17. The fitted parameters were kr = 0.95±

0.11 s−1, k−r = 3.15 ± 0.62 s−1, kon = 0.76 ± 0.03 s−1µM−1, and koff = 4.12 ± 0.58 s−1

(B) Excess of VirB9Ct showing the slow phase in blue and the fast phase in green. The

lines represent fittings to the IF model using Eq. 1.15. The fitted parameters were kon =

1.85± 0.02 s−1µM−1, koff = 3.20± 0.29 s−1, kf = 1.42± 0.04 s−1 and kuf = 0.43± 0.09 s−1.

(C) Comparison between the fast phases k1obs obtained at 35°C.
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CS model could give reliable values for the kinetic rate constants through a fitting of the

behavior of k1obs and k
2
obs as a function of the VirB9Ct concentration to Eq. 1.17. In this case,

the observed slow phase (k2obs) could be due to a pre-equilibrium of VirB7Nt conformations.

The conformational exchange rate constants obtained by this analysis were kr = 1.84 s−1

and k−r = 2.90 s−1, which are not realistic considering that VirB7Nt behaves as a random

coil. Indeed, typical rates of exchange between different peptide conformations would be

too fast (sub-nanosecond time scale) compared to the kr and k−r values obtained in the

fit. Furthermore, the time scale of the stopped-flow experiment is in the milliseconds range.

Therefore, even if a CS event on VirB7Nt does exist, we would not be able to detect it by

stopped-flow fluorescence measurements.

We next considered whether the IF mechanism could explain the increase in k2obs un-

der excess of VirB9Ct (Fig. 3.40B). The kinetic data obtained in excess of VirB9Ct fitted

well to the IF mechanism using Eq. 1.15, and we obtained reliable values for the kinetic

rate constants as shown in Fig. 3.40B. However, if the system followed an IF mechanism,

then the slow phase k2obs should have increased under the excess of both the ligand and the

macromolecule. But k2obs decreases under conditions of excess VirB7
Nt (Fig. 3.40A), which

immediately rules out the possibility of an IF mechanism. So, where and why does this IF

event come from? We next thought in the possibility of having an additional step belong-

ing to a conformational rearrangement of the complex, which would explain the IF event

observed in excess of protein. However, we still wonder why this step was not observed in

conditions of excess ligand. A possible explanation is that in excess of ligand, this IF event

is low resolved due to the greater number of events being observed at this condition.

In fact, the comparison of the fast phases obtained at 35°C gave us the first clue that

supported the above hypothesis. It turns out that, the behavior of the fast phases (k1obs)

in excess of VirB7Nt and in excess of VirB9Ct should coincide assuming that they reflect

the same binding event. However, a comparison of these two curves showed that they

differ (Fig. 3.40C), indicating that perhaps there is an additional event contributing to the
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mechanism. A close inspection of the fast relaxation in excess of VirB7Nt showed that this

curve has a tendency to lie down hyperbolically at high ligand concentrations (Fig. 3.40C).

A plausible explanation is that there exists a third event that takes place in a timescale

close to k1obs in conditions of excess VirB7Nt, resulting in a contaminated phase (k1obs) that

displays a distorted curve. This additional unresolved event relates well with the observed

phase in excess of VirB9Ct as a slow phase. The appearance of a third event in excess of

ligand and the analysis of the slow phase in excess of macromolecule are both consistent with

a conformational rearrangement step of the complex, as previously speculated. Therefore,

the third event must be an IF step, i.e. a conformational change of the complex that takes

place after ligand binding.

In summary, fluorescence stopped flow experiments carried out at 35°C are consistent

with the view that VirB7Nt binding to VirB9Ct occurs through a first CS step in which

VirB7Nt selects pre-existing VirB9Ct conformation(s), followed by a final rearrangement of

the complex towards the bound conformation. The first complex will be hereafter called

”encounter complex”.

The kinetics of VirB9Ct-VirB7Nt association at 35 °C is consistent with a CS-IF

mechanism

Analysis of the fluorescence stopped flow data at 35°C suggested that binding of VirB9Ct to

VirB7Nt occurs through a combination of CS and IF mechanisms, in which a pre-existing

VirB9Ct conformation binds to VirB7Nt, leading to the formation of an initial encounter

complex, which subsequently folds into the final complex conformation. Therefore, we need

a more complex model that may explain our experimental data at 35°C. So far, we know

the following about the binding kinetics of VirB9Ct to VirB7Nt at 35°C:

• The CS event involves a pre-equilibrium between conformations of unbound VirB9Ct

(P and P∗)

• The IF event comes after ligang binding, thus the conformational rearrangement occurs
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Figure 3.41: Comparison of the fast phases k1obs obtained in excess of VirB9Ct at 25°C and

35°C showing that they are parallel to each other, and consequently sharing the same value

of kon at both temperatures.

in the encounter complex, which would then fold into the final bound-conformation of

the complex (C∗ =⇒ C).

• Since at 35°C we observed an IF step that was not observed in the kinetics at 25°C,

therefore we may hypothesize that at higher temperatures the P∗ specie is also available

for ligand binding, which is not the bound-like conformation of VirB9Ct (P). This

would explain why an additional IF step is necessary to rearranged the encounter

complex formed by the P∗ specie (C∗) to reach the final conformation of the complex

(C).

Considering the above assumptions, we propose that the interaction mechanism between

VirB9Ct and VirB7Nt at 35°C can be described by the following reaction scheme 3.1:

P
kr
⇌
k−r

P∗ + L
kon[L]
⇌
koff

C∗ kf
⇌
kuf

C, (3.1)

where the C∗ specie is the encounter complex and the specie C is the final complex
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conformation. This reaction scheme may be used to calculated an apparent dissociation

constant between VirB7Nt and VirB9Ct, Kapp
d , as described in Background theory, section

1.1.3 (Eqn. 1.37):

Kapp
d =

(1 + [k−r/kr])

(1 + [kf/kuf ])
K int

d , (3.2)

where the intrinsic K int
d = koff/kon, while K

app
d is obtained from equilibrium experiments

such as ITC. The value of Kapp
d contains the contributions from the conformational changes

to the intrinsic dissociation constant of the complex as shown above.

We may assume the rapid equilibrium approximation (koff + kon[L] ≫ k−r + kr), accord-

ing to which binding occurs in a faster timescale compared to conformational changes, to

interpret the VirB7Nt - VirB9Ct association kinetics at 35°C. Under this approximation the

kinetic phases may be attributed individually to specif events such as binding, and confor-

mational rearrangements [54]. Support for this assumption comes from the fact that the

binding exchange rate at the lowest VirB7Nt concentration used in the stopped-flow exper-

iment, is approximately 5 times greater than the conformational rearrangement exchange

rate. Taking the values of the kinetic constants shown in the legend of Figs. 3.40A and

3.40B, and using the lowest VirB7Nt concentration in the stopped-flow experiments, 10 µM,

the binding exchange rate may be computed as kbex = kon[VirB7
Nt] + koff = 21.7s−1, while

the conformational rearrangement exchange rate is kex = kr + k−r = 4.1s−1.

To analyze the kinetics of VirB7Nt - VirB9Ct association assuming the combined mecha-

nism described by the scheme 3.1 at 35°C, we did the following approach: we modeled the

data in excess of VirB9Ct using the IF general equations (Eq. 1.15), and the slow phase k2obs

in excess of VirB7Nt assuming the rapid equilibrium approximation for the CS mechanism

(Eq. 1.13) [55] as observed in Fig. 3.42. This way, both events CS and IF will be modeled

by different k2obs (the k2obs in excess of ligand for CS and the k2obs in excess of protein for

IF), but sharing the same binding event given by the fast phase k1obs obtained in excess of

protein (green curve of Fig. 3.40). The reliability of this fast phase describing the binding

event at 35°C was further validated by comparing the fast phases (k1obs) obtained in excess
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of VirB9Ct at 25 and 35 °C. This comparison showed that the two curves are almost parallel

to each other, indicating that they reflect binding events that share the same value of kon at

both temperatures.(Fig. 3.41). In our combined model, the Kapp
d obtained from the analysis

of the ITC data was used as input (prior) information for the fitting. The obtained values

for the kinetic rate constants are shown in Table 3.4.

Table 3.4: Kinetic rate constants obtained for the interaction between VirB7Nt and VirB9Ct

at 35°C. The kinetic data was analyzed assuming the CS model in rapid equilibrium approx-

imation in excess of VirB7Nt, and the IF model in excess of VirB9Ct.

Model T (°C) kP→P∗
r (s−1) kP

∗→P
−r (s−1) kon(s

−1µM−1) koff(s
−1) kf(s

−1) kuf(s
−1)

CS-IF 35 1.17± 0.13 3.42± 1.12 1.85± 0.02 3.06± 0.27 1.65± 0.06 0.21± 0.08

It is noteworthy that kon at 35 and 25 °C are nearly the same (Table. 3.4 and 3.3). This

observation is in agreement with the fact that at both temperatures the kinetic curves of

k1obs in excess of VirB9Ct are nearly parallel to each other (Fig. 3.41), and thus they share a

similar slope (value of kon). In contrast, koff increased from ≈ 0.42 s−1 at 25°C to 3.06 s−1 at

35°C, explaining the higher K int
d at 35°C compared to 25°C (Table 3.5). Therefore, the lower

value of koff at 25°C leads to the greater intrinsic affinity between VirB7Nt and VirB9Ct at

this temperature relative to 35°C. The rate constants for VirB9Ct conformational transitions

Table 3.5: Experimental values of Kapp
d obtained by the ITC technique and calculated

values of K int
d using Eq. 3.2 at 25°C and 35°C.

Temperature Kapp
d (µM) K int

d (µM)

25°C 0.40 0.37

35°C 0.72 1.63
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Figure 3.42: Simultaneous fit of the observed rate constants obtained in excess of VirB9Ct

(B and C) and the slow phase obtained in conditions of excess VirB7Nt (A) according to the

CS-IF combined model using Eq. 1.15 and Eq. 1.13. The value for Kapp
d at 35°C from ITC

experiments was used as Gaussian prior in the fitting, with a value centered at 0.723 µM

and a confidence interval of 0.082 µM. (D) Triangle plot showing the correlations between

the fitted paramaters to the CS-IF combined mechanism
.
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were also affected by temperature. In this case, kr is the rate constant for the P → P∗

transition and k−r corresponds to the rate constant for the P
∗ → P transition. Thus, the pre-

equilibrium given by kP→P∗
r and kP

∗→P
−r is re-distributed as observed in Table 3.4), such that

the equilibrium constant between the states P∗ and P changed from KP∗→P
eq = 15.0 at 25°C

(P∗ ⇌ P) toKP∗→P
eq = 2.92 at 35°C (P ⇌ P∗). This indicates that there is a redistribution of

the unbound VirB9Ct conformational states as a function of temperature, but consistent with

the greater preference for populating the bound-like conformation of VirB9Ct (P specie) at

35°C. Overall, these observations suggest that at 25°C the conformational pre-equilibrium of

VirB9Ct is shifted towards the conformation that best resemble the ’bound’ state. However

due to the conformational re-distribution of species of unbound VirB9Ct at 35°C, now the

P∗ specie is also available for ligand binding. Therefore, at 35°C both species P∗ and P bind

to VirB7Nt forming an encounter complex in the case of the P∗ specie (C∗) and the final

complex in the case of the P specie (C). Furthermore, the lower affinity at 35 °C could be

explained by the energetic cost of the IF event of the complex (C∗ =⇒ C) observed at this

temperature.
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Chapter 4

Final Conclusions

We found interesting features in our study about the structure of VirB9Ct and its binding

mechanism to VirB7Nt. Evidence coming from the CD data deconvolution suggests that the

unbound VirB9Ct presents similar secondary structure content compared to bound VirB9Ct.

Furthermore, ANS fluorescence and DSC denaturation experiments suggested that, although

the unbound VirB9Ct presents a bit greater solvent exposed surface area than the bound

form, its thermal denaturation occurred at same melting temperature that the complex,

indicating that both proteins undergo similar thermal unfolding processes and, thus, they

might share similar tertiary structure content. The NMR spectra of unbound VirB9Ct at

7°C showed that the protein is more rigid at lower temperatures, and analysis of the back-

bone resonances indicated that the secondary structure content seems to be preserved with

respect to bound VirB9Ct, the only exceptions being β1 and β2, which could not be assigned.

Secondary chemical shift analysis using 15N and 13Co chemical shifts obtained from CEST

suggested that β2 is partially formed, in contrast to β1 that seems to be disordered. As

expected, the most affected residues by the presence of VirB7Nt were located on the β-sheet

binding interface with the peptide. Overall, the present data indicate that, despite display-

ing a complex dynamics in the absence of the peptide, the unbound VirB9Ct is similar to

the bound state in terms of secondary and tertiary structures, with significant differences at
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the β1 and β2, which form the VirB7Nt anchoring point.

Quantitative analysis of the 15N CEST experiments indicated that kbex ≈ 25 − 30 s−1,

which is in the ms time scale in agreement with the time scale of the stopped-flow experiment.

The dynamics of unbound VirB9Ct at the millisecond time scale was analyzed qualitatively by

CEST. We found that temperature considerably alters the stabilization of unbound VirB9Ct

states. Furthermore, analysis of the CEST experiments carried out at 35°C suggested that

the unbound VirB9Ct samples the bound state in the absence of VirB7Nt, which supports

the conformational selection-mechanism.

The confirmation of our hypothesis regarding the binding mechanism came from our

stopped flow kinetic experiments. The kinetic data obtained at 25°C in excess of the peptide

yielded two kobs that increased with the peptide concentration, which may be explained by

both the CS and the IF models. However, the kobs obtained in excess of VirB9Ct increased

linearly with protein concentration, which suggest that only the binding event is being

observed under this condition, supporting a CS event and ruling out the IF mechanism. The

complexity of the binding mechanism became evident at higher temperatures. The kinetic

data measured at 35°C showed that in excess of VirB7Nt the binding mechanism is governed

by a CS event since the observed k2obs decreased with ligand concentration. This kinetic

relaxation that can be only explained by the CS mechanism. However, at reverse pseudo

first order conditions (in excess of VirB9Ct), an additional phase (k2obs) that increased with

protein concentration was observed, suggesting an additional CS or IF step. Comparison of

the obtained kobs at 25°C and k1obs in excess of VirB9Ct at 35°C revealed that the kinetic

curves are highly parallel to each other, which indicates that the value of kon is nearly

the same at both temperatures. Therefore, the idea that the on-forward binding event is

conserved at both temperatures, and the detailed analysis of our kinetic curves at 35°C, led

us to consider the possibility of a combined mechanism. Finally, we propose that at 35°C

the binding event is preceded by a conformational pre-equilibrium between conformations

of unbound VirB9Ct, followed by a conformational rearrangement of the encounter complex
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(C*) towards the final complex conformation (C). Fitting the kinetic data at 25°C and 35°C

to the CS and CS-IF combined model, respectively, confirmed the assumptions described

above.

It is evident that at 25°C the conformational equilibrium of unbound VirB9Ct is shifted

towards the formation of the P species, which binds to VirB7Nt through a conformational-

selection mechanism. The scene is totally different at higher temperatures. At 35°C, the

conformational equilibrium of unbound VirB9Ct is re-distributed, and now the P* specie,

which is not the“preferential” binding form of the protein, will also bind to VirB7Nt, even

though the P specie is still more abundant at 35°C. The encounter complex C* formed by

ligand binding to the P* specie, would subsequently rearrange towards the final complex

conformation C. Therefore, the pathway followed by VirB7Nt to bind to VirB9Ct is highly

dependent on the availability and distribution of the species P and P*, and hence, depends

on temperature. The internal pre-equilibrium of unbound VirB9Ct will always exist, but at

lower temperatures, the predominant pathway is a conformational-selection mechanism by

binding preferentially to the P specie that forms the final complex C. In contrast, at higher

temperatures, an IF pathway is also activated due to binding of the P* specie to VirB7Nt.

Therefore, at 35°C, both mechanisms work in concert to ensure the formation of the final

complex C, either by the binding of the P or P* species to VirB7Nt. The above discussion

can be better understood by looking at Fig. 4.1.

Finally, measurements of heat capacity change upon binding, are consistent with the view

that VirB9Ct does not undergo a major conformational change upon binding to VirB7Nt.

The peptide rather shifts the VirB9Ct equilibrium towards the bound-like conformational

state. This gives supports to our discussed conclusions and is consistent with a weak cou-

pling, a term given to systems in which it is considered that the conformational change can

be driven by ligand binding and by temperature, and that the binding at different temper-

atures proceeds with different population distributions, as observed in the VirB9Ct-VirB7Nt

association.
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Figure 4.1: Scheme that illustrates the proposed binding mechanism between VirB9Ct

and VirB7Nt and the preferential pathways at 25 (A) and 35°C (B). Conformational energy

landscape at 25 and 35°C of the unbound VirB9Ct in green and the complex in reddish

maroon (C).
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Appendix A

Two-state kinetic system

Calculation of the λ1,2 eigenvalues of the kinetic matrix of a two-site exchanging system:


dA
dt

dB
dt


=


−kAB kBA

kAB −kBA




A

B


(A.1)


−C D

C −D


(A.2)

∣∣∣∣∣∣∣∣∣∣∣∣∣
−C − λ D

C −D − λ

∣∣∣∣∣∣∣∣∣∣∣∣∣
= (C + λ)(D + λ)− CD = 0, (A.3)
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therefore:

λ1 = 0 (A.4)

and

λ2 = −C −D (A.5)
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Appendix B

Three-state kinetic system

The IF and the CS mechanisms may be described assuming a three-site chemical exchange

kinetic model:

A
kAB

⇌
kBA

B
kBC

⇌
kCB

C (B.1)

whose kinetic matrix is given by:

M =



−kAB kBA 0

kAB −(kBA + kBC) kCB

0 kBC −kCB


. (B.2)

The solution of a system of 3 differential equations is given by the sum of three expo-

nential functions with argument λi.

x(t) = A0 exp(−λ0 t) + A1 exp(−λ1 t) + A2 exp(−λ2 t) (B.3)

where λi are the eigenvalues of the matrix M associated to the system. The eigenvalues

may be calculated by solving the following equation:
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|M− λI| = 0 (B.4)

where I is the 3x3 identity matrix and | · | is the determinant of the matrix. It follows

then that: ∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

−kAB − λ kBA 0

kAB −(kBA + kBC + λ) kCB

0 kBC −(kCB + λ)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= 0 (B.5)

− (kAB + λ)[(kBA + kBC + λ)(kCB + λ)− kBCkCB] + kBAkAB(kCB + λ) = 0 (B.6)

which leads us to the equation:

λ
[
λ2 + (kAB + kBA + kBC + kCB)λ+ (kCBkBA + kABkBC + kABkCB)

]
= 0 (B.7)

notice that one of the λi values is zero, the other two non-zero eigenvalues are given by

the general quadratic equation. Therefore,

λ =
1

2
− (kAB + kBA + kBC + kCB)± (B.8)

1

2

√
(kAB + kBA + kBC + kCB)2 − 4(kCBkBA + kABkBC + kABkCB)]

Let’s analyze the term inside the square root:

(kAB + kBA + kBC + kCB)
2 − 4(kCBkBA + kABkBC + kABkCB) (B.9)

We can re-write the above expression as:

(kAB+kBA)
2+(kBC+kCB)

2+2(kAB+kBA)(kBC+kCB)−4(kAB(kBC+kCB)+kCBkBA) (B.10)
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To simplify the expression we can add and subtract the term kBCkBA:

(kAB + kBA)
2 + (kBC + kCB)

2+2(kAB + kBA)(kBC + kCB)− 4(kAB(kBC + kCB) (B.11)

+ kCBkBA + kBCkBA − kBCkBA)

Rearranging the above expression and replacing in Eq. B.8 we get that:

−λ1,2 =
1

2

[
(kAB + kBA + kBC + kCB)±

√
(kAB + kBA − kBC − kCB)2 + 4kBCkBA

]
(B.12)

Finally, the eigenvalues are {0, −λ1, −λ2}, where −λ1 and −λ2 are given by Eq. B.12.

The larger eigenvalue−λ1 is determined by the sum in Eq. B.12, while the smallest eigenvalue

−λ2 is determined by the subtraction in Eq. B.12. Therefore, for a three-state system, the

kinetics of approach to equilibrium depend on two exponentials, each associated to and

observed rate constant defined by −λ1 and −λ2 [55].

Accordingly to expression B.12, the eigenvalues for the IF mechanism represented by

scheme 1.8 are given by:

− λIF1,2 =
1

2

(
k−r + kr + koff + kon[L]±

√
(koff + kon[L]− k−r − kr)

2 + 4krkoff

)
. (B.13)

Similarly, the eigenvalues for the CS mechanism represented by scheme 1.9 are given by:

− λCS
1,2 =

1

2

(
k−r + kr + koff + kon[L]±

√
(koff + kon[L]− k−r − kr)

2 + 4k−rkon[L]

)
(B.14)

139



Appendix C

Complementary NMR data

C.1 Unbound VirB9 assignment at 7°C

140



Residue number
1
H NMR (ppm)

15
N NMR (ppm)

232 9.1642 129.21137

225 8.73047 128.89951

231 9.42324 128.39454

229 9.09257 127.9599

158 8.39718 127.24415

240 9.11252 126.96627

244 8.94615 126.67786

241 9.47943 125.75548

191 9.13817 125.6902

227 8.69278 125.68437

230 9.28444 125.18044

155 8.37154 124.86934

219 8.73195 124.54686

208 9.33626 124.38964

206 8.57991 124.39192

239 9.36031 123.44058

172 8.35701 123.39073

246 8.49397 123.16529

192 9.14335 123.13823

242 8.63892 123.09618

215 7.23433 122.91502

157 8.16512 122.63853

209 8.75237 122.60563

188 8.55725 122.37505

159 8.32753 122.38669

153 8.53566 122.14915

161 8.31183 121.92019

213 8.77299 121.49607

160 8.34569 121.38497

224 8.48023 121.11465

152 8.82494 120.97559

154 8.62399 120.88471

156 8.35479 120.79514

221 8.57258 120.59906

189 9.4553 119.94194

186 8.71605 119.81218

203 8.16173 119.75484

220 8.07826 119.3969

245 8.22853 119.35603

204 7.89197 119.33234



243 9.09394 119.00424

238 8.57421 118.5232

216 8.42072 118.44748

226 9.16125 117.50282

218 8.99893 117.49452

228 8.15275 116.5673

176 8.38509 116.22944

211 9.30484 116.13394

151 8.73275 115.52823

222 8.28197 114.93188

237 7.23306 114.89671

173 8.06174 114.65224

223 8.86792 114.28083

214 8.63725 113.86843

190 8.45737 113.64314

201 8.19745 113.10651

233 8.22625 112.65399

197 8.27078 112.06082

202 8.35324 111.67828

234 7.24463 107.87323

235 9.97002 123.83034

187 10.1009 111.45167

210 7.40542 109.59119

171 7.94181 113.69419

212 7.40259 114.61716

247 8.95248 126.61503

217 8.33714 122.34806

248 8.58863 115.02993

249 9.48208 124.00114

174 8.38283 123.93075



res kex pB DW R1A R1B R2A R2B wB_fit w1_fit_1
158 85.9 0.957 65.35 5.079 1.209 52.815 4.653 126.151 15.378
160 36.459 0.949 -97.732 2.775 1.202 128.11 12.254 122.782 16.317
161 74.009 0.946 -70.018 10.15 0.812 151.971 7.162 123.309 15.407
162 18.959 0.874 78.235 11.491 0.591 190.033 7.391 120.871 15.587
165 15.773 0.873 -265.072 20 0.001 152.707 10.361 122.74 15.492
166 10.917 0.822 -187.1 20 0.045 122.045 10.8 122.488 16.337
168 77.302 0.955 -74.342 20 0.517 181.982 10.348 122.543 15.214
169 24.435 0.914 202.366 11.406 0.585 121.788 10.901 118.344 15.123
170 15.808 0.871 202.275 20 0.157 88.845 11.317 123.923 16.48
171 16.639 0.894 -210.505 20 0.44 149.848 10.001 116.673 17.548
176 15.987 0.851 -187.977 19.633 0.001 163.135 13.011 119.326 16.206
177 12.939 0.845 149.741 20 0.128 147.574 20.665 119.716 15.871
178 99.473 0.974 91.576 1.475 1.256 174.096 11.578 121.853 16.451
179 18.95 0.948 360.231 4.916 1.352 198.022 17.754 117.718 15.132
182 24.154 0.931 111.821 19.925 0.542 74.667 10.924 119.507 17.173
183 11.816 0.826 -175.762 18.172 0.001 197.566 10.254 125.656 15.482
184 18.334 0.886 112.966 12.139 0.407 197.408 13.141 121.395 15.677
185 18.45 0.877 163.937 16.901 0.029 94.388 10.684 117.022 15.224
198 30.649 0.934 73.959 15.164 0.681 129.467 10.692 117.74 15.358
201 25.461 0.935 134.192 19.826 0.568 69.92 19.957 114.562 15.598
202 141.626 0.935 23.109 10.934 0.534 151.096 8.948 112.4 15.42
204 62.308 0.959 84.754 19.925 0.583 162.518 7.617 119.797 15.354
207 68.022 0.971 73.112 6.898 0.888 53.563 9.333 120.19 16.287
210 36.201 0.924 -62.761 19.867 0.001 155.451 11.417 112.05 14.8
212 29.569 0.929 80.546 12.215 0.454 74.42 11.021 114.304 15.097
214 29.296 0.937 268.905 11.094 0.755 73.032 10.627 111.269 15.238
216 36.926 0.937 114.577 6.993 0.638 90.35 8.613 117.33 15.118
218 42.75 0.95 -101.522 19.823 0.405 81.844 11.508 119.427 15.516
220 22.371 0.915 317.491 7.98 0.635 69.117 9.814 115.746 15.005
232 40.549 0.938 73.048 16.156 0.368 85.56 10.951 128.558 15.135
233 30.549 0.934 -135.205 9.278 0.555 153.406 7.003 115.692 17.083
235 20.424 0.9 188.036 20 0.236 163.452 9.691 121.787 16.681
237 18.099 0.9 260.725 4.654 0.744 57.647 10.554 112.375 15.45
238 36.238 0.942 135.872 18.031 0.572 145.627 9.544 119.917 16.756
241 145.621 0.971 72.43 0.223 1.08 48.376 10.261 125.541 15.497
245 42.454 0.945 131.591 6.298 0.773 112.036 9.992 117.956 15.319
247 25.568 0.924 -357.214 6.699 0.777 87.943 10.754 131.086 15.329
249 23.133 0.91 178.804 7.261 0.645 109.887 10.652 122.586 15.03
250 25.863 0.91 -81.676 20 0.001 186.015 10.112 122.751 15.543
254 58.283 0.963 -79.614 2.144 1.369 100.848 7.865 124.596 14.519

C.2 Fitting of CEST profiles to the two-

state Bloch McConnel equation

The highlighted residues in red indicates those presenting a ∆Ω ≈ 2 ppm
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C.4 Triangle plots
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