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Abstract

BUENO, T. P. Planning in Stochastic Computation Graphs: Solving Stochastic Non-
linear Problems with Backpropagation. 2021. Thesis (PhD) - Institute of Mathematics and
Statistics, University of Sao Paulo, Sao Paulo, 2021.

Deep Learning has achieved remarkable success in a range of complex perception tasks, games,
and other real-world applications. At a high level, it can be argued that the main reason behind the
astonishing performance of deep neural networks is the stochastic gradient descent method, which
is based on the well-known error backpropagation algorithm. Inspired by the recent applications
of deep learning, we propose to investigate the opportunities and challenges in adapting the back-
propagation algorithm as a planning technique in continuous sequential decision-making problems.
We make the key observation that if a differentiable model of the dynamics of a system can be
made available, then an autonomous agent can leverage the advanced gradient-based optimizers
developed in the context of learning algorithms to solve long-horizon planning problems. Besides
reformulating the recently-proposed deterministic planning through backpropagation algorithm as
a form of gradient-based trajectory optimization technique, we propose several extensions to the
more general setting of stochastic decision processes in Al planning. In particular, we propose a
framework to train Deep Reactive Policies offline for fast decision-making based on stochastic com-
putation graphs and the re-parametrization trick. In addition, we investigate how the duality theory
of information relaxation can be adapted to obtain a gradient-based online planning algorithm that
interleaves optimization and execution. Empirical experiments show the effectiveness of our pro-
posed approaches in a variety of sequential decision-making problems exhibiting nonlinear dynamics

and stochastic exogenous events, such as path planning, multi-reservoir control and HVAC systems.

Keywords: probabilistic planning, Markov Decision Process, MDP, stochastic computation graphs,
policy search, trajectory optimization, information relaxation, stochastic gradient descent, deep

neural nets, deep learning.
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Resumo

BUENO, T. P. Planejamento em Grafos de Computacao Estocastica: Resolvendo Prob-
lemas Estocasticos Nao-Lineares com Retropropagacgao de Erros. 2021. Tese (Doutorado)

- Instituto de Matematica e Estatistica, Universidade de Sao Paulo, Sao Paulo, 2021.

A area de Aprendizado Profundo tem obtido grande sucesso em tarefas complexas de percepcao,
jogos e outras aplicagoes praticas. Pode-se argumentar, de uma perspectiva geral, que a principal
razao do desempenho surpreendente de redes neurais profundas esta relacionada ao método do
gradiente descendente, o qual por sua vez é baseado no reconhecido algoritmo de retropropagacao
de erros. Inspirado por aplicagoes recentes de aprendizado profundo, propoe-se investigar os de-
safios e oportunidades em adaptar a retropropagacao de erros como uma técnica de planejamento
em problemas de tomada de decisdo sequencial em espacos continuos. Observa-se, em particular,
que se um modelo diferencidvel da dindmica do sistema sob controle estiver disponivel, entao é
possivel que um agente auténomo possa se aproveitar de otimizadores avancados baseados em gra-
dientes desenvolvidos no contexto de algoritmos de aprendizado para resolugao de problemas de
planejamento de longo horizonte. Além de reformular a técnica recentemente proposta de plane-
jamento via retropropagacao como uma forma de otimizacao de trajetéria baseada em gradiente,
essa tese de doutorado propoe diversas extensoes para o caso mais geral de problemas de decisao
sequencial em espagcos continuos sob incerteza estocastica estudados em planejamento automatizado
em inteligéncia artificial. Em particular, propoe-se um arcabougo de pré-treinamento de Politicas
Reativas Profundas com foco na abordagem de tomada de decisao rapida baseado em grafos de
computagao estocastica e na técnica de re-parametrizacao de distribuigoes. Além disso, investiga-se
como a teoria da dualidade de relaxacao de informacao pode ser adaptada para o desenvolvimento
de algoritmos de planejamento baseados em gradientes que intercalam otimizagao e execugao. Re-
sultados empiricos mostram a efetividade da abordagem proposta em problemas de tomada de
decisao sequencial envolvendo dindmica nao-linear e eventos exdégenos estocésticos, como por exem-
plo, planejamento de caminho, controle de recursos em multi-reservatorios e controle de sistemas

fisicos de aquecimento, ventilacao e ar condicionado.

Palavras-chave: planejamento probabilistico, Processo de Decisao Markoviano, MDP, grafo de
computagao estocéstica, busca de politica, otimizagao de trajetoria, relaxagdo de informacao, gra-

diente descendente estocéstico, redes neurais profundas, aprendizado profundo.
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Chapter 1

Introduction

Decision making is a core component of any autonomous intelligent agent. In one form or
another, the very concept of agency is intrinsically dependent on the ability to leverage a decision-
making process. Needless to say, both humans and machines are faced on a daily basis with a
large number of complex decision-making problems. In this context, it is very easy to foresee the
ever-increasing need of effective automated decision procedures in our modern society, be it to help
humans in possibly error-prone and tedious decisions or to make machines more cost effective and
flexible in its capabilities.

An important type of decision-making problems commonly studied in Artificial Intelligence
(AI) and engineering is the class of sequential decision-making problems. In this setting, an agent

is mainly concerned with the following key question:

How to best choose what to do now when a decision made at one time might affect future

decisions in complex and unpredictable ways?

Agent
( ‘ ) | observation / rewards
model Planning
L ) |
solution L Environment
( 7 T
FEzxecution -
L ) action

Figure 1.1: Agent-Environment interaction in a sequential decision-making problem: an autonomous agent
selects its next action to execute based on automated planning.

Generally speaking, the formulation of a sequential decision-making problem consists of an
autonomous agent (also known as a decision maker or controller) that interacts with an environment
(also known as a system) with the objective of influencing its evolution according to a given metric of
interest and /or with the intent of achieving a particular set of goals. Figure 1.1 illustrates the agent-
environment cycle of interaction in which an action to be executed in the environment is chosen

by the agent as a function of current and possibly previous observations and rewards received



2 INTRODUCTION 1.1

from the environment. We are specifically interested in this work in agents that use a model of
the environment for selecting actions. In other words, we shall consider agents that leverage an
automated planning component whose responsibility will be to reason over possible future outcomes
of its actions using the model as a guiding reference in order to come up with optimized decisions
in each situation.

Examples of sequential decision-making problems abound both in the scientific literature and in
real-world practical applications. For instance, in goal-oriented navigation tasks an agent must find a
sequence of moves that will lead it to a target position while avoiding obstacles and other undesired
regions. In dynamic resource management, a decision maker has to decide how to best allocate
scarce resources to maximize payoff while striving to meet future demands. In control applications
in physical systems, a controller has to reason over energy consumption, nominal constraints, and
other safety and robustness considerations in order to achieve some intended behavior. Regardless
of the specifics of each problem, the inevitable tension between maximizing (minimizing) short-term
and long-term benefits (costs) must be balanced accordingly. In other words, the current decision
must forcibly incorporate essential aspects of possible futures that could unfold, if an agent seeks
to optimize its long-term performance.

Historically, there has been two alternatives in Al to tackle sequential decision-making prob-
lems: (i) automated AI planning and (éi) reinforcement learning. From a high-level perspective,
automated planning is concerned with finding a solution through automatic reasoning over a model
description of the system, whereas reinforcement learning attempts to learn the solution from di-
rectly interacting with the system without the need of any model. Both approaches have achieved
remarkable successes in several applications, though with very different strengths and weaknesses.

In this thesis, we will be interested in studying model-based planning approaches to the
particular class of continuous state-action sequential decision-making problems.

This chapters is organized as follows. First, we introduce the class of sequential decision-making
in continuous domains and discuss some of the challenges to solve it in optimal form, thus making the
case that approximations are necessary for practical applications. Next, we provide an overview and
contextualization of differentiable planning as an efficient and flexible class of algorithms amenable
to solve continuous planning both in the deterministic and stochastic settings. Finally, we present
the overall thesis proposal and contributions and close the chapter with some examples of problems

used in experiments in this thesis and with an outline of the following chapters.

1.1 Sequential Decision-Making in Continuous Spaces

We shall investigate a particular subset of problems in sequential decision-making involving
continuous spaces and stochastic disturbances. A sequential decision problem is described in terms
of continuous spaces if either the agent’s action variables or the system’s state variables are defined
over a real-valued set. In addition, a system is said to operate under stochastic disturbances if
the state transitions induced by the agent’s actions cannot be deterministically explained by the
actions’ effects. We provide examples of sequential decision-making problems in continuous spaces
in Section 1.5.

Although the AI community has achieved tremendous progress in discrete combinatorial decision

problems, either through model-based approaches in Al planning or by model-free techniques in
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reinforcement learning, we believe that decision-making tasks featuring continuous state and action
variables and stochastic transitions have not been fully explored in the general case. This is not
gratuitous though. As a matter of fact, applying classical planning and search methods to continuous
domains is notoriously difficult due to the infinite action space and the infinite branching factor
inherently present in continuous transition functions. In addition, continuous spaces also impose
major challenges in the learning setting of RL. For instance, Q-learning (Watkins and Dayan, 1992),
an instance of a value-based learning method, would have to commit to a (necessarily coarse)
discretization of the action space in order to solve its inner maximization problem. This method leads
to a complicated trade-off: overdiscretization can substantially increase the computation resources
needed and underdiscretization might likely aggregate radically different actions or states leading
to catastrophic failure in applications that require precise control. Policy optimization approaches
such as policy gradients (Sutton et al., 1999; Williams and Zipser, 1995), in the other hand, could
potentially avoid the issues related to discretization. However, the methods based exclusively on
policy optimization are likely to suffer from high-variance.

All and all, it remains a challenge to handle arbitrary stochastic continuous planning problems,
specially when the system under control might exhibit arbitrary nonlinearities, in which case the
decision-making problem can rapidly become intractable for methods that attempt to find optimal
solutions. Therefore, some form of approximation has to be introduced to make the problem solvable
in reasonable time. In the next section, we discuss different approximations both in problem and

solution spaces.

1.2 Problem Approximations and Approximate Solutions

As discussed in the previous section, it is typically intractable to compute globally optimal
solutions in the general case of continuous stochastic domains in all but the smallest problems.
Indeed, in several complex applications, the best we can hope for is to find good approximate
solutions. In this context, model-based approaches to sequential decision-making in continuous

domains can be broadly divided into the following two classes:
i. methods that attempt to find exact solutions to approximations of the problem, and
ii. methods that aim to find approximate solutions to the exact problem.

The objective of problem approximation schemes is to apply a set of simplifying modeling as-
sumptions to derive a related problem that can be efficiently solved, possibly obtaining an optimal
solution to the simpler problem. On the other hand, methods that approximate solutions to the orig-
inal problem do not bother with problem simplifications, but focus on leveraging simple algorithms
that could in principle achieve better scalability through increasing computations.

Examples of methods that approximate the original nonlinear planning problem through dis-
cretization include Monte-Carlo Tree Search (MCTS) (Chang et al., 2005; Kocsis and Szepesvéri,
2006), numeric planning, and Q-learning (Watkins and Dayan, 1992), as well as approaches that
resort to first and/or second order approximations such as Symbolic Dynamic Programming (SDP)
(Sanner et al., 2011; Vianna et al., 2015; Zamani et al., 2012), MILP-based planning (Say, 2021;
Say et al., 2017), and differentiable dynamic programming (DDP) (Jacobson and Mayne, 1970) and
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Figure 1.2: Algorithms for nonlinear sequential-decision making problems: model-based planning approaches
in black and model-free learning methods in light gray; the vertical axis represents whether or not the orig-
inal problem can be solved without problem simplification/approzimation and the horizontal axis represents
whether or not the solution to the original or approximate problem can be obtained exactly.

iLQG (Li and Todorov, 2004) from the optimal control literature. In contrast, methods that are gen-
eral enough to avoid the need to approximate the original nonlinear problem at the cost of settling
for approximate solutions include differentiable planning (i.e., methods based on planning through
backpropagation such as TensorPlan (Wu et al., 2017) planner for optimizing plans and Deep Re-
active Policies (Bueno et al., 2019) for learning policies parametrized as neural networks in continu-
ous stochastic problems) and model-free policy gradients (Sutton et al., 1999; Williams and Zipser,
1995). Figure 1.2 classifies these approaches according the nature of approximations leveraged in

each method. We review these techniques and discuss other related works in Chapter 2.

1.3 Differentiable Planning

In this thesis we investigate and further develop a class of algorithms that depend upon the
ideas proposed in the context of differentiable planning. In recent years, there has been a resurgence
of interest in differentiable models, mainly boosted by the wide applicability of Deep Learning
techniques in high-dimensional non-convex prediction problems. Inspired by those recent successes
in connectionist machine learning, the methods based on differentiable planning propose to adapt the
well-known backpropagation algorithm and gradient descent methods to solve sequential decision-
making problems. For this reason, the area of differentiable planning is also known as gradient-based
planning.

There are two main components of a differentiable planning algorithm: (i) the gradient esti-
mation, and (i7) the optimization step. Different methods can be derived depending on how these
components are defined. We shall discuss in depth in this thesis a number of alternatives con-

cerning their implementations. Nonetheless, the underlying concept of any differentiable planner
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is the framework of stochastic computation graphs. In connectionist machine learning, computa-
tion graphs play an important role to the general implementation of the forward and backward
passes in gradient-based optimization algorithms. More generally though, by providing a structured
functional representation, computation graphs provide a way to leverage the compositionality of
differentiable local models to build bigger, more expressive models for prediction and inference at
the same time that it allows for efficient computation of gradients and high-order Jacobians and
Hessians. In cases where such models attempt to capture probabilistic uncertainty, stochastic com-
putation graphs extend the basic computation graphs with stochastic nodes representing sampling
procedures based on probability distributions.

From the perspective of gradient estimation, it is important to note that the introduction of
stochastic nodes creates difficulties to backpropagate gradients throughout the model as the sam-
pling procedures associated with stochastic nodes might not be directly differentiable. Indeed, the
raison d’étre of stochastic computation graphs is to define the necessary conditions to circumvent
this issue. We will present in Chapter 3 a number of generative models and decision-making models
in Al and machine learning that leverages the theory of stochastic computation graphs for gradi-
ent estimation. In the particular case of differentiable planning, stochastic computation graphs are
used to build an unbiased approximation of value function for a given policy through the composi-
tion of differentiable dynamics and reward functions. With this differentiable approximation of the
value function available, a surrogate loss can be obtained from Monte-Carlo evaluations for which
the policy parameters might be optimized through gradient-based optimization approaches such as
stochastic gradient descent.

Despite technical differences in implementation, the common theme of differentiable planning
algorithms is that the availability of gradients of the dynamics and reward function provides a sound
and flexible foundation to develop techniques for reasoning over long-horizon decision-making tasks.
As a matter of fact, instead of discretizing the state and action spaces in a sequential decision
problem to search for solutions, gradient-based planners have the advantage to directly search
over the original continuous space by following gradient directions thus avoiding hard-to-control
discretization errors. Furthermore, the underlying formulation of continuous planning as a smooth
optimization problem that can be solved by gradient descent techniques also avoids the intractable
brute-force maximization over actions that is a necessary component of value-based methods in
reinforcement learning. In other words, the existence of gradients through differentiable models of
the environment allows to derive efficient mechanisms to approximate the solution of the original
planning problem in contrast to methods that first approximates the problem itself. As we will see
in the remainder of this thesis, the application of gradient-based optimization allows to effectively
solve an important class of planning problems whilst being flexible enough to be adapted to different

settings such as offline and online planning.

1.4 Thesis Proposal and Contributions
In this thesis, we ponder the question:

How can we find scalable solutions to continuous planning problems with possibly non-
linear dynamics and stochastic exogenous events without resorting to discretization or

problem simplification?
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Figure 1.3: Differentiable Planning: an overview of the algorithms investigated and developed in this the-
sis, i.e., TensorPlan for deterministic domains, the offline stochastic extension of Deep Reactive Policies,
and Online Planning through Backpropagation based on anticipatory sampling. Every algorithm solves a
particular task formulation, but overall, all algorithms in Differentiable Planning leverage techniques based
on gradient-based optimization which are all based on the abstraction of stochastic computation graphs that
support automatic differentiation.

This thesis provide an answer to this question by making the key observation that gradients
through differentiable models of the environment can be efficiently leveraged to guide
planners to find effective solutions in continuous domains, therefore avoiding the need
to search over discretized spaces and allowing to re-purpose a set of deep learning techniques to
optimize solutions for large-scale model-based planning domains. In particular, we explore in depth

two classes of differentiable planning algorithms:

(i) Planning through Backpropagation for optimizing plans in deterministic domains (or as a

sub-routine in online determinization-based solutions for stochastic domains); and

(i) Deep Reactive Policies for training parametric policies for fast decision-making during execu-

tion in stochastic problems.

In their seminal paper Wu et al. (2017) introduced the foundations of planning through back-
propagation in deterministic planning domains in their algorithm (informally) known as TensorPlan.
Inspired by the recurrent computation of Recurrent Neural Networks (RNN), TensorPlan leverages
the backpropagation-through-time technique to optimize the model inputs (i.e., the agent’s actions)
instead of the internal neural representations. In this thesis, we reinterpret TensorPlan and propose
to formulate planning through backpropagation as trajectory optimization (Scaroni et al.,
2020). We remark that this reinterpretation makes interesting connections to control theory and
expands the understanding of differentiable planning as general gradient-based methods that can
be built on top of different optimization formulations which may lead to novel algorithms in the
future.

In addition, we propose to extend planning through backpropagation to solve offline stochas-
tic planning problems through Deep Reactive Policies trained with policy search
(Bueno et al., 2019) over stochastic computation graphs whose stochastic nodes are amenable to
reparametrization. Finally, we extend and combine these ideas to implement an online differen-
tiable planner based on information relaxation and anticipatory sampling. Figure 1.3 summarizes
the approaches studied in this thesis.

The main contributions of this thesis are:



1.5 EXAMPLES 7

e The formulation of Planning through Backpropagation as a Trajectory Optimization method

and a comparison with differential dynamic programming (chapter 4);

e A training method of Deep Reactive Policies for offline differentiable planning in stochastic

nonlinear domains (chapter 5); and

e An extension of planning through backpropagation to online planning via information relax-

ations, anticipatory sampling, model predictive control and rollouts (chapter 6).

1.5 Examples

In this section, we informally describe different examples of planning problems that can be
solved with differentiable planning techniques. In following chapters, we shall present and discuss
specific models inspired by the applications introduced here. Our goal in this section is therefore
to present these examples in order to motivate their practical importance from a high-level plan-
ning perspective. We defer technical details concerning their formulation as benchmarks used in

experiments to Chapters 4, 5, and 6.
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Figure 1.4: Navigation 2D: an agent is concerned with finding a cost-effective path from an initial position
to a fized goal position. The degree of deceleration in the 2D grid scales from 0 to 1 as shown by color bar on
the right and depends on the distance to the center of the deceleration zones. Darker colors indicate points of
high deceleration to be avoided. The dashed contour lines show coordinates with the same deceleration value.

Example 1.5.1. (Path and Motion Planning )

In a path planning problem (Faulwasser and Findeisen, 2009), a decision maker is concerned
with finding a sequence of actions (i.e., a path) that lead the environment from an initial state
to a goal state, subject to dynamics, safety, and other task-dependent constraints. In general, path
planning problems are formulated as 1-, 2-, or 3-dimensional spatial problems. Motion control ex-
tends the formulation of path planning to the general n-dimensional space of configurations. It has

been extensively applied to robotics. Both classes of problems are very interesting from the point
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of view of sequential decision making because early actions can seem quite promising if considered
i a myopic, isolated way. For instance, consider a typical path planning task. It is not hard to
imagine a short-term scenario in which the best course of action might be perceived by the agent
to move straight to the goal. However, if there are longer-term important effects, such as distant,
but unavoidable obstacles, the agent might be obliged to take a costly detour at the beginning of its
path in order to make progress in the future. These trade-off decisions are at the core of difficult
planning tasks whose challenges can be exacerbated in nonlinear domains. Figure 1.4 illustrates a
path planning task in 2D space in which the task is to get to goal position as fast as possible. The
problem is complicated by the effect of obstacles modeled as deceleration zones that force the agent
to consider detours in the straight-line ideal plan. We shall formalize and solve similar problems in
Chapter 4.

Example 1.5.2. (Water Reservoir Control)
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Figure 1.5: Water reservoir control: (left) rainfall regimes over the Nile basin (period from 1961 to 1990);
(right) geography of the Nile basin. Water management is a fundamental issue in the region that depends on
an effective planning over several months to avoid critical lack of resources. Note that different regions must
operate within radically different hydrology perspectives. Image extracted from UNEP (2013).

Water reservoir management (Castelletti et al., 2008; Sangiorgio and Guariso, 2018) is an in-
creasingly important and very active area of research and development. It is mainly concerned with
the control of a system of interconnected water reservoirs (e.g., natural lakes, artificial reservoirs)
and consumers (e.g., hydroelectric power plants, agricultural districts) so that each reservoir oper-
ates within a nominal level range in order to optimally attend the consumers’ demand. The problem
is substantially complicated by a number of uncertainties and hard-to-model characteristics (e.g.,
rainfall, uncontrolled natural and anthropized catchments). In this context, the decision maker must
reason over possible uncertain future events whilst managing conflicting interests and prepare con-
tingencies accordingly. From a planning viewpoint, the problem becomes challenging as the trivial

policy that increases the outflows of reservoirs in overflow and reduces the outflows of reservoirs in



1.6 OUTLINE 9

underflow needs to be carefully and dynamically fine-tuned to the topology of the problem (i.e., how
different reservoirs are interconnected) according to the evolution of the uncertain exogenous events
such as the rainfall. In addition, we remark that in practice, due to scarce resources and political
instabilities, water reservoir management in several parts of the world must also satisfy a number of
complex economic, social, and environmental constraints (UNEP, 2013). Figure 1.5 outlines a real
situation in which effective water reservoir management is critical for the economical development

of several counties in the Nile basin.

Example 1.5.3. HVAC (Heating, Ventilation, and Air Conditioning)

HVAC control systems (Agarwal et al., 2010; Ghahramani et al., 2020; Lazic et al., 2018) at-
tempt to maintain the temperature and humidity in a given area under a nominal range. This is
important in industrial applications for the reasons of process efficiency and safety, but also for
thermal comfort in buildings. An HVAC system typically controls the volume of conditioned air
sent by supply fans and the heating or cooling coil responsible for injecting or removing thermal
energy, respectively. The decision problem is complicated due to the complex interaction between
the heat transfer among adjacent rooms and uncontrolled external and internal thermal loads. In
addition, a decision maker must strike a good trade-off between the monetary cost associated with
the energy consumption of the system in operation and the nominal temperature and humidity range

requirements. Figure 1.6 illustrates an HVAC system for controlling the temperature of six rooms.
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Figure 1.6: HVAC operational system: the schematic diagram shows six adjacent rooms whose temperature
and humidity are to be controlled by an air handling unit that can heat or cool the air temperature supplied
through the fan. Image extracted from Ghahramani et al. (2020).

1.6 Outline

This thesis is organized as follows.

Chapter 1: In this chapter, we introduced the class of sequential decision-making we are in-

terested to address in this thesis, namely stochastic nonlinear planning problems and provided
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an overview and contextualization of the techniques based on differentiable planning that we will

develop in the following chapters.

Chapter 2: We start by reviewing basic concepts of sequential decision-making in Al and en-
gineering. We provide an overview of the formulations and methods in probabilistic planning in
Al reinforcement learning, and optimal control as our main contributions are closely related to

important ideas in those areas.

Chapter 3: We formalize the notion of Stochastic Computation Graphs and discuss Monte-Carlo
techniques used for gradient estimation of parametric functions defined over expectations. This is
important both from the high-level perspective of unifying the presentation of the proposed methods

and from the low-level implementation of the underlying differentiable planning algorithms.

Chapter 4: We introduce the basic ideas of differentiable planning and apply them in the specific
case of deterministic domains. We review important prior work on Planning through Backpropaga-

tion and provide additional experiments and detailed discussions of its computational challenges.

Chapter 5: We extend differentiable planning to the case of stochastic domains. We discuss our
proposed approach of offline training Deep Reactive Policies (DRPs) via stochastic gradient descent
in order to implement fast decision-making in problems involving stochastic exogenous events and

nonlinear dynamics and costs.

Chapter 6: We continue to investigate different ways to make planning through backpropagation
amenable to sequential decision-making under uncertainty. In particular, we propose to interleave
planning and execution to obtain an open-loop policy by leveraging the certainty-equivalence prin-

ciple and other forms of information relaxation amenable to online planning.

Chapter 7: We close this thesis by providing an overall discussion of the interplay of planning,
acting, and learning as well as discussing some promising avenues for research in differentiable

planning and model-based sequential decision-making.
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Chapter 2

Sequential Decision Making in Artificial

Intelligence and Engineering

The problem of making decisions in environments that are dynamic and not fully predictable
or observable is still a great challenge in the development of autonomous agents. Researchers and
practitioners in Al and engineering have been interested in finding efficient solutions for such prob-
lem for decades. Of course, different areas come with different sets of assumptions, expectations,
and focus on particular applications. Nevertheless, there has been a great deal of cross-fertilization
between these areas both in terms of conceptual ideas and practical methods.

In this section, we present a high-level introduction to the general framework of Sequential
Decision-Making (SDM). We start by identifying the overall components of the SDM problem as
well as the requirements for an autonomous agent to be able to achieve intelligent behavior in the
framework. In addition, we present a discussion over the terminology issues around models and
simulators. Finally, we instantiate the general ideas of the SDM framework to the specific settings
of Probabilistic Planning in Al and Reinforcement Learning, as well as in the context of the area
of Optimal Control in engineering.

Our objective in this chapter is threefold:

(i) to review the relevant literature in Al planning, RL and control to provide a broad view of

the similarities and differences of their formulations and methods;

(ii) to present the mathematical background required for understanding the technical details of

the contributions of this thesis as presented in following chapters; and

(iii) to introduce the scientific notation used throughout the manuscript.

2.1 Sequential Decision-Making Framework

The theory of SDM is mainly concerned with the tension between maximizing short-term benefits
and incurring temporary losses in the hope of bigger gains in the future. This tension is always
unavoidable if the agent’s ultimate goal is to find the optimal behavior in a dynamic environment.
The hardness of problem comes from the fact that there is an intrinsic, possibly noisy and delayed,

interference between decisions in different stages of the process. In this regard, SDM problems

13
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Figure 2.1: Sequential Decision-Making: an agent sequentially interacts with an environment generating
streams of experience, {(my,ar)} and {(h¢, ¢, 00)}, respectively. At each decision stage t, an agent selects an
action a; to execute in the environment based on its internal knowledge or memory my. The environment
transitions to a new state generating an updated history hy+1 and responds to the agent with an observation
0¢r1 and reward ri41. Depending on the specific formulation, these interleaving processes may continue
indefinitely or until a fized horizon or condition is met.

are very different from static tasks in decision theory as the information necessary for solving the
problem is entangled in a temporally-correlated stream of experiences generated by the agent.
The SDM framework breaks down the complex multi-stage process into a series of decision
steps. It provides a principled understanding of how a dynamical system evolves over time under
the effects of the agent’s actions and also how the internal state of the agent is updated in the light

of new observations. Figure 2.1 shows a fragment of the overall sequential decision-making process

unrolling in time. Definition 2.1.1 describes the main components of an SDM process'.

Definition 2.1.1. (SDM components) The main components of an SDM problem are:
1. the decision stages: a sequence of discrete steps, t =1,2,--- | H;
2. the state space: a (finite or infinite) set of possible states of the system;
3. the action space: a (finite or infinite) set of available actions to the agent;
4. the transition kernel: a mapping from state sy and action a; to next state, si11 = T(s¢,a4);
5. the history: a sequence of past states and actions, hyy1 = (hy, ar, T'(s¢, a¢));
6. the reward function: the numeric preference of a state-action pair, ri41 = R(S¢, at);
7. the observation function: the sensory data generated from the current state, o, = O(sy);
8. the perception function: the aggregation of information across time, my = O~'(my_1,0¢); and

9. the policy: the action selection process conditioned on the filtered past experiences, a; = w(my).

'Note that at this point in the presentation, we focus on an abstract and intuitive definition of an SDM problem.
We defer the full mathematical details to sections that will make specific assumptions over its components.
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States and Actions. The evolution of a dynamical system is described by a sequence of states.
Generally speaking, a state is a set of variables that can model any quantity of interest for the
decision maker. A few examples include: (i) resources (e.g., position/velocity, temperature, energy,
fuel, monetary budget, inventory levels, etc), (i7) information (e.g., prices and demands of a product
in previous decision stages in an inventory control problem, historic patterns of rainfall in a water
management application, etc), and (iii) beliefs (e.g., the possible interval of validity of a production
capacity, a distribution over future demands and prices, a probabilistic estimate of sensory informa-
tion such radar/lidar distances in a SLAM (simultaneous localization and mapping) applications,
or even epistemic estimates of Q-values for different actions, etc).

Actions correspond to the available decisions under control by the agent. Typically, it can include
(1) control actions to physically induce transitions in the system, and (i7) sensing actions to gather
additional information about the current state.

States and actions are related by the decision made by the agent and the transitions of the
dynamical system under control. At a high level, a system starts in a given current state s; and
after the execution of action a; evolves to a next state s;11 according to its transition function
T(s¢,a¢).> Though not essentially necessary for the mathematical formalization of SDM problems,
we remark that it is usually convenient for practical modeling to break a single transition in a series
of intermediate steps. In this context, we say that a system evolve from a pre-decision state s¢, to
an action ay, to a post-decision state-action pair (s, a;), to a new information state (s, as, &41),
and finally, to the next state z;11. The additional information variable &;4+1 might correspond to the
demand realized for the given decision stage in an inventory control application or to a stochastic
disturbance observed after the execution of an action.

We refer to any sequence of state and actions generated according to sequence of steps discussed
above as a trajectory. In particular, if all states and actions in a trajectory have been realized in the
past (w.r.t. the current decision stage), then such trajectory forms part of the history experienced
by the agent. In the other hand, if the trajectory refers to a possible sequence of states and actions
to be realized in the future (usually obtained from a model), then we say it is a future trajectory or

a scenario. A trajectory can be associated with its return, i.e., the total sum of stage-wise rewards
H
G = Zt:l Tt.

Uncertainty. An SDM problem can naturally incorporate different sources of uncertainty in its
modeling. Apart from aleatoric uncertainty inherent to the system under control, epistemic uncer-
tainty can be accommodated in a number of ways. In imperfect information systems, observational
noise (e.g., sensoring) and prognostic errors (e.g., forecasting) can be probabilistically modeled.
Also, other sorts of epistemic uncertainty typically related learning setting can be be taken into ac-
count, for instance, model uncertainty (i.e., the structure of a function approximator) and inferential

uncertainty (i.e., the parameters of the model).

Objective Functions. If the system is deterministic, then an objective function can be derived
directly from the return of the trajectory induced by a sequence of actions. However, if the system
is stochastic, then the return of a trajectory is a random variable, i.e., a random return G, and care

must be taken to formalize a sound objective function. We remark that depending on the nature

2 At this point, we do not distinguish between deterministic or stochastic transition functions.
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of the stochasticities considered, different objective functions for the SDM problem might be used.
Usually, the expected return is defined as the objective function, though the variance of the return

can also be considered in risk-sensitive applications or portfolio optimization applications.

2.1.1 Models and Simulators

In the last section, we abstractly described the main components of the SDM framework, how-
ever, in order to tackle an SDM problem in practice, a decision-maker must first adhere to a specific
formulation of the decision process at hand. This is the starting point for the theoretical understand-
ing of how the system that an agent aims to control might evolve over time. Particular formulations
will naturally dictate a set of assumptions upon which effective algorithms might be developed, e.g.,
stochastic problems might lead to the need of searching for contingent plans or policies mapping
state to actions, partial observability might require a particular type of memory or observation
filtering mechanism available to the agent, etc.

In addition to the formulation assumed for the mathematical description of the system’s dy-
namics, an agent may optionally build an internal model of the system. Note that this internal
representation might be completely separate from the overall SDM formulation and therefore can
be simplified for the purpose of computational efficiency accordingly. Model-based approaches en-
able an important class of algorithms that might allow agents to reason over the long-term outcomes
of its decisions in regards to safety, risk, and efficiency before committing to an action.

Model is one of the most overloaded terms used in Al, and also in science in general. It may
have very different connotations depending on the viewpoint and traditions of each community. It is
usually the case that attempting to fully formalize the notion of a model can bring more confusion
than clarity to the matter. Therefore, we shall limit ourselves to an introductory discussion, focusing
on relevant examples and highlighting some key aspects in the nature of how models can be used.

Informally speaking, a model is an abstraction that explicitly encodes knowledge about the
environment and task. Examples include: a transition/dynamics model s;11 = T'(s¢, a¢), a reward
model 7441 = R(sy,a;), an inverse dynamics model a; = T~ (s, 5011) or 8¢ = T (si11,a4,), a
model of state distance d;; = f4(s?, s7), a model of future returns Gy = Q(s¢, ar) or Gy = V (sz).

In particular, a dynamics model can be categorized along two orthogonal dimensions:

(i) type of information: A dynamics model is said to be analytic or descriptive if the distribution
of next states conditioned on a state-action pair is analytically defined, therefore querying the
model for transition probabilities can be made tractable. On the other hand, if only samples
can be efficiently generated for the next states, then the dynamics model is said to be a
sample or generative model. Analytic/descriptive models and sample/generative models are

also known as declarative and procedural models, respectively.

(i) type of access: A reversible or resettable model is one that can be queried for any state at any
time, therefore allowing to generate many transition samples from the same current state.
An idrreversible or non-resettable can only be queried for the current state and afterwards
must compulsorily transition to the next state, i.e., it only allows forward sampling. To avoid
confusion, in the remainder of the thesis we shall refer to an irreversible dynamics model as

a stmulator.
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Classical examples of reversible analytic models are Bayesian Networks (Darwiche, 2009; Pearl,
1989) and Influence Diagrams (Boutilier, 2005; Howard and Matheson, 2005). Probabilistic pro-

gramming languages and deep generative models can be used to define reversible sample models.

Example 2.1.1. (DBN application - Bayesian Automated Taxi)

Figure 2.2 shows an example of a Dynamic Bayesian Network modeling the stochastic transition
in an automated taxi application. Actions (e.g., "Lateral Action”, "Fwd Action") interact with state
variables (e.g., "Xpos", "Xdot", "Ypos", "Ydot", "Engine Status") and noisy observations (e.g.,
"Left Clear", "Right Clear", "Front Clear", "Back Clear"” to model the motion of the automated taxi
vehicle. Though not shown in the figure, each node in the network has a corresponding conditional
probabilistic tables (CPT) that defines the probabilistic dependencies.

Engine
Status

Time Slice 0 ) Time Slice 1

Figure 2.2: Dynamic Bayesian Network (DBN): Bayesian Automated Taxi (BATmobile) application. Ex-
tracted from (Forbes et al., 1995).

2.1.2 Representational Formalisms

Markov Decision Processes (MDPs)? are useful mathematical models for defining a wide class
of SDM problems. However, they are not the most suitable languages for describing such problems
due to the number and size of the relations and parameters needed to fully specify the planning

task. In Al, it has become commonplace to use modular and high-level languages that allows to

3We will formalize MDPs in details in Section 2.2.1.
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compactly represent problems that are exponentially large in the size of the representation. Repre-
sentational formalisms such as the Probabilistic Planning Domain Description Language (PPDDL)
(Younes and Littman, 2004) and the Relational Dynamic influence Diagram Language (RDDL)
(Sanner, 2010) can be viewed as a convenient way to define semi-analytic models in the sense that
in the general case they may not be able to define an analytical form of the next state distributions
but can provide some level of information about the structural dependencies between state and
action variables. These dependencies are important to be made explicit as they can be exploited
computationally.

Finally, it is important to notice that there is an implicit hierarchy in terms of the types of
access and information available for the different classes of models. It is always possible to sample
next states from an analytic model. Moreover, a reversible model can have its use restricted to that

of a forward-only simulator — after all, irreversible sampling is a key aspect of the real world.

Example 2.1.2. RDDL: Game of Life

A RDDL domain defines the dynamics of a system structured by a set of interacting objects.
Each object has a set of nonfluent and fluent variables, corresponding to static and dynamic prop-
erties. The state of the system is given by the set of fluent variables defined as parametric variables
algebraically specified by CPF's (conditional probability functions), i.e., formal sampling rules that
describe the evolution of its values. In addition, a reward function describes the preference of a
state-action pair from the viewpoint of the planning task. Optionally, state-action constraints can
also be considered. The following listing is an example of a RDDL model for the popular Conway’s

cellular automata "Game of Life”.

domain game_of_life {

requirements = { reward-deterministic };
types {x_pos: object; y_pos : object};

pvariables {
PROB_REGENERATE : { non—-fluent, real, default = 0.5 };

NEIGHRBOR (x_pos,y_pos,xX_pos,y_pos) : {non-fluent, bool, default=false};
alive (x_pos,y_pos) : {state-fluent, bool, default=false };
count-neighbors (x_pos,y_pos) : {interm-fluent, int, level = 1};

set (x_pos, y_pos) : {action-fluent, bool, default=false };
}i

cpfs {
count-neighbors (?x, ?y) =
KronDelta (sum_{?x2 : x_pos, ?y2 : y_pos}
[NEIGHBOR (?x, ?y, ?x2,?y2) *~ alive(?x2,?y2)]1);

alive’ (?x,?y) = if (forall_ {?y2 : y_pos} ~alive(?x,7?7y2))
then Bernoulli (PROB_REGENERATE)

else if ([alive(?x,?y) ~ (count—neighbors (?x,?y) >= 2)
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~ (count-neighbors (?x,?y) <= 3)]

| [~alive (?x,?y) *
(count-neighbors (?x, ?y) == 3)]
| set (?x,?y))

then Bernoulli (PROB_REGENERATE)

else Bernoulli (1.0 - PROB_REGENERATE) ;
bi

reward = sum_{?x : X_pos, ?y : y_pos} alive(?x,?Vy);

state—-action—-constraints {

(PROB_REGENERATE >= 0.0) ~ (PROB_REGENERATE <= 1.0);

forall_ {?x : x_pos, ?y : y_pos} alive(?x,?y) => ~set (?x,?y);
}i

2.2 Algorithms and Methods

Approximations. From a high-level point of view, the necessary requirements for an autonomous
agent to solve an SDM problem consist of: (1) a summary of the past, (2) a knowledge of its
affordances, (3) an efficient mechanism to peak into the long-term future, and (4) a set of predictive
capabilities. Depending on the specifics of each of this components, several algorithms and methods
can be derived. In general, most algorithms that attempt to solve large-scale SDM problems can be
categorized either as Approzimations in Value Space or as Approximations in Policy Space.
Approximations in value space leverage lookahead approximations for planning future actions
and reasoning over possible outcomes in a short-term way. Together with a simulation mechanism
and possibly an evaluation function, a decision maker can improve upon the basic limited lookahead
reasoning to incorporate heuristic information about the long-term consequences of its actions.
An implicit policy is obtained by computation over the approximated values. Figure 2.3 shows
graphically the general components of a planning method based on approximation in value space.
On the other hand, methods based on approximations in policy space directly attempt to obtain
a policy representation. An example of such methods is policy search. Usually, policy search over
a class of parametric functions is implemented as the direct optimization of a surrogate objective

function correlated with the performance of the policy in the given SDM problem.

Finite vs. Infinite Horizon. Besides approximations in value or policy space, a planner can
also leverage approximations in term of the number of decision stages it shall consider in its long-
term reasoning. In particular, even if the original decision-making task is defined to have an infinite
horizon, an agent might want to consider a fixed number of decision stages in order to accelerate the
planning computations. And furthermore, it might want to also constrain itself to only search for
stationary policies as a way to reduce the memory footprint of the algorithm, even if such policies
can be non-optimal for finite horizon problems. This type of horizon approximation is subtle and

is typically employed behind the scenes in implementations of learning-based SDM algorithms.
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Figure 2.3: Schematics of search done by approximation in value space.

Offline vs. Online. Solutions to an SDM can be implemented in two settings: (1) offline (a.k.a.
background planning); or (2) online (a.k.a. decision-time planning). Offline planners attempt to
globally solve the decision-making problem, i.e., their objective is to find a closed-loop policy that
can be readily applied to any state in the state space. Conversely, online planners handle the decision-
making problem locally, i.e., their objective is to find the best possible action for the current state
in each timestep. One limitation of global planning is that the space of policies must be at the same
time expressive enough to represent effective strategies but simple enough that the computational
resources needed do not become prohibitively high.

In the following sections, we review several methods proposed in the literature of planning and
learning algorithms in the context of probabilistic planning, reinforcement learning, and optimal

control.

2.2.1 Automated Planning

Planning is the model-based approach to the problem of autonomous agents in traditional Al
In general, planning methods assume knowledge about the environment in the form of a reversible
model. Broadly speaking, the overall goal of any planner is to transform model predictions into
executable actions. There is a vast literature on Al planning for deterministic, fully observable,
and discrete-space problems. However, for the purposes of literature review, we shall focus on the

stochastic setting in which the system dynamics is explicitly modeled with a probabilistic model.

Probabilistic Planning

The SDM problem in Probabilistic Planning (Boutilier et al., 1995) is typically formulated as a
Markov Decision Process (MDP) (Puterman, 1994) in the case of perfect state information or as a
Partially-Observable Markov Decision Process (POMDP) when the system’s state is not fully ob-
servable by the agent. Informally, MDPs and POMDPs encode the temporal evolution of a stochastic
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process controlled by an agent. For the purposes of this thesis, we restrict the presentation to the

case of discrete-time, infinite-horizon MDPs.

Definition 2.2.1. (MDP) A Markov Decision Process is defined by the tuple M = (S, A, p, T, R,~)
where: S is the state space, A is the action space, p € P(S) is the initial state distribution, T: S X
A — P(S) is the transition kernel mapping a state-action pair to a distribution over next states,
R: S x A — R is the reward function, and v € [0,1) is the discount factor. Additionally, we denote
by A(s) the set of applicable/valid actions in state s.

Let M be a discrete-time MDP. The behavior of an agent is defined by a policy w. A policy can

be stochastic or deterministic.

Definition 2.2.2. (Stochastic Policy) A Markov policy is a mapping from states to distributions
over actions, m: S — P(A). A valid policy assigns non-zero probability exclusively to actions in the

set of applicable actions in a given state, A(s) C A.

Definition 2.2.3. (Deterministic Policy) A deterministic Markov policy is a direct mapping

from states to actions, w: S — A(s).

Whenever an agent interacts with a system modeled as an MDP, it generates state-action
trajectories T = (so, ag, $1,a1, -+ ) ~ m, where we use the shorthand 7 ~ 7 to denote the stochastic
process induced by siy1 ~ p(+|sg, ar) = T(se,at), ap ~ w(-|s¢), and s ~ p(-). We associate with a
trajectory 7 a return defined as the discounted cumulative reward, G(7) = "1 v R(st, at).

We define the value function of a policy 7 in a given state s by the expected return induced by
following 7 from s:

VT(s) = E;r[G(T) | M, 5] . (2.1)

The objective of an agent is to find an optimal policy 7* such that for any state s € S:
V™ (s) > V™(s), for any policy . (2.2)

It is well known in the MDP literature that a deterministic and stationary policy 7: S — A is
sufficient for optimality in fully-observable problems Puterman (1994). Therefore, we shall assume
onward that 7 refers to a deterministic policy, unless explicitly noted otherwise.

In the remainder of this section, we review the main classes of MDP methods typically studied

in probabilistic planning: dynamic programming, heuristic search, and simulation-based planning.

Dynamic Programming

Dynamic Programming (DP) was first proposed by Bellman (1957) as an efficient computational
approach to solve multi-stage decision processes. The key observation is summarized in its Principle
of Optimality that naturally allows to break a complex multi-step problem into a series of simpler

single-step problem.
Theorem 2.2.1. (Bellman’s Optimality) Let M = (S, A, p, T, R,~) be a discrete-time MDP.

Then, the optimal value function is given by:

V*(s) = max VT(s) = 21’2(}() [R(s,a) + VEgur(s,a) [V ()] -
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Early research on probabilistic planning has mostly focused on exact Dynamic Programming
algorithms that exhibit optimality guarantees in the tabular case. Value Iteration (VI) (Bellman,
1957) and Policy Iteration (PI) (Howard, 1960) are two representatives of this kind of algorithms.

Theorem 2.2.2. (Value Iteration) Let T: V; — TV, be the Bellman operator defined by:

(TVi)(s) = max [R(s,a) + By rsalVils)]] - (2.3)

a€A(s)

Then, for any Vy € RIS, it holds that successive applications of (T) converge to the optimal value
function, i.e., (T)kVo k2% v+ We remark that a single application of the Bellman operator is

also known as a Bellman backup.

Theorem 2.2.3. (Policy Iteration) Let T™: V; — T™V; be the Bellman evaluation operator for
policy w defined by:
(TV)(s) = R(s,7(s)) + YEgar(sm(s)) [Vi(s)] - (2.4)

Let v be the greedy policy w.r.t. the value estimate V :

7 (s) = arg max, [R(s,a) + YEyr(s,0) V()] - (2:5)

Then, for any Vo € RIS! and my € AlS!, it holds that:

e successive applications of T™ converge to the value of policy =, i.e., (T™)FVj koo, V™ and

e the interleaving of policy evaluation and policy greedification converges to the optimal policy,

. k—o0 .
i.e, Mol —— 7 with Vi, = V™ and Ty = 7'k,

Heuristic Search

Exact DP algorithms such as VI and PI need to store the whole state space in memory to even
get started. The number of states being exponential in the number of state variables, which is known
as the curse of dimensionality, make the application of exact DP prohibitive to most problems of
interest in AIl. Asynchronous versions of these methods have been proposed to alleviate the memory
cost and to reduce the number of Bellman backups (e.g, Prioritized VI (Wingate and Seppi, 2005),
Focussed VI (Ferguson and Stentz, 2004), Topological VI (Dai and Goldsmith, 2007)). Nevertheless,
they only partially address the disadvantages of DP as they all still need to visit all states infinitely
often to guarantee convergence.

One step towards solving MDPs with large state spaces is to rely on forward search, i.e., to
only update states that are reachable from the start state, thus obtaining a partial policy defined
exclusively at states that can be visited by an optimal policy. The key insight is that VI can be seen
as a shortest path algorithm formulated over the state graph induced by the MDP and the optimal
policy. This is most clear in deterministic settings, but it is also a sound interpretation in stochastic
domains if the search is performed over an AND/OR graph. In any case, however, the implicit
search implemented by VI is not guided by any heuristic, a setting in which computation can be

easily wasted in irrelevant parts of the state space. In order to remedy this inefficiency, Planning as
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Heuristic Search (Bonet and Gefiner, 1999, 2001) was proposed. The key idea is to leverage declar-
ative representations of the underlying MDP to automatically extract from the problem structure
an informative heuristic function to accelerate planning time.

Learning Real-Time A* (LRTA*) (Korf, 1990) was one of the first algorithms that implemented
the idea of heuristic search to deterministic setting. Real-Time Dynamic Programming (RTDP)
(Barto et al., 1995) extended the approach to the probabilistic setting by using greedy action selec-
tion and an admissible heuristic combined with Monte-Carlo trajectory samples. Extensions were
subsequently proposed to improve convergence, e.g., LRTDP (Bonet and Geffner, 2003), BRTDP
(McMahan et al., 2005), and others. Simultaneously, other heuristic search algorithms that gradu-
ally build an optimal solution AND/OR graph beginning from the root node representing the initial
state were proposed, e.g., iILAO* (Hansen and Zilberstein, 2001).

Symbolic Dynamic Programming

Symbolic Dynamic Programming (SDP) (Hoey et al., 1999; Sanner et al., 2011; Vianna et al.,
2015; Zamani et al., 2012) leverages efficient data structures (i.e., Binary Decision Diagrams (BDDs)
(Bahar et al., 1997) (Bryant, 1986), Algebraic Decision Diagrams (ADDs) (Bahar et al., 1997), and
other extensions) in order to carry out dynamic programming over finite or infinite sets of states and
actions. State-of-the-art approaches based on SDP can optimally solve huge problems in symbolic
form, but are rather limited to special cases when continuous variables are used in the state and/or

action representations.

Simulation-based Planning

Simulation-based tree search is a class of anytime methods that address the curse of dimensional-
ity through Monte-Carlo sampling (Chang et al., 2005; Kearns et al., 1999; Kocsis and Szepesvéri,
2006). The classical solutions purely based on simulations exhibit interesting theoretical proper-
ties of convergence to the optimal policy in the limit case independently of the size of the state
space. In general, the principle of optimism in the face of uncertainty is instantiated via some
statistical test in order to specify an action selection mechanism that achieves a good enough trade-
off between exploration and exploitation (e.g., UCB (Auer et al., 2002) is used in MCTS-UCT
(Kocsis and Szepesvari, 2006)). Combined with automatically-generated heuristics for value initial-
ization, simulation-based planning has achieved tremendous successes in challenging applications
and is considered state-of-the-art in several discrete planning domains.

Extensions of a number of these model-based Al planning algorithms have been proposed to
handle continuous state-action spaces. However, a number of theoretical and practical issues hold
back the potential of such methods. In particular, methods built on top of search over continuous
action spaces have to discretize the values an action can take in one form or another. The issue with
action discretization in sequential decision-making is twofold. Firstly, there is no principled way in
general to define a fixed or even an adaptive grid to search over. Though a number of heuristics (e.g.,
progressive widening (Chaslot et al., 2007) or optimistic hierarchical tree expansion (Mansley et al.,
2011)) have been successfully applied, in practice, considerable effort and careful attention must be
devoted to tuning its hyper-parameters for each task. Secondly, there is a combinatorial explosion of
paths from the current state that a search-based agent has to deal with after discretization. Indeed,

even if a very coarse grid is employed, the search complexity can rapidly become unmanageable
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as its horizon dependence remains exponential even if sparse sampling is used. A possible remedy
for this is to combine the search with a generalization mechanism in order to truncate the task
horizon and/or to prune search branches. For that matter, the standard solution nowadays is to
rely on function approximators learned from experience data. Such approaches seem very promising
as a number of recent applications has demonstrated, but unfortunately their success if oftentimes
predicated on the availability of huge computational power.

Although heuristic search does not need to visit all states infinitely often to guarantee conver-
gence, the nearly-optimal solution obtained by such methods depends on the size of the subset of
reachable states and the quality of the heuristic used to initialize value estimates.

Simulation-based planning (a.k.a., Monte-Carlo planning) help alleviate the curse of dimen-
sionality by allowing selective state and/or state-action backups according to the state visitation
induced by the policy. In other words, sampling can be leverage to steer the search to states most
likely to be visited by an optimal policy. Differently than heuristic search algorithms that rely
on full DP backups, Monte-Carlo planning algorithms use sample backups. A huge body of re-
search was developed on the idea of simulation-based planning. Examples include Sparse Sampling
(Kearns et al., 1999), POMCP (Silver and Veness, 2010), Adaptive Sampling (Chang et al., 2005),
Rollout (Tesauro and Galperin, 1996), Monte-Carlo Tree Search (MCTS) (Browne et al., 2012),
PROST (Keller and Eyerich, 2012).

MCTS is likely the most successful example of simulation-based planning. Originally based on
the UCB1 (Auer et al., 2002) algorithm first proposed in the Multi-Armed Bandit (MAB) lit-
erature, the Upper Confidence Tree (UCT) (Kocsis and Szepesvari, 2006) achieved tremendous
success in games and other problems with discrete action spaces. Since then, MCTS has been
adapted to continuous action spaces as well through adaptive discretization, either by hierarchi-
cal methods based on the continuous-armed bandits (e.g., HOOT (Mansley et al., 2011), HOLOP
(Weinstein and Littman, 2012)) or by progressive widening techniques (Chaslot et al., 2007; Coulom,
2007). Trial-based Heuristic Tree Search (THTS) (Keller and Helmert, 2013) subsumes MCTS, DP,
and Heuristic Search by identifying a few common design dimensions among seemingly different
methods, i.e., action and outcome selection mechanisms, trial length, heuristic function, and backup

function.

Numeric and Hybrid Planning

In numerical planning (Hoffmann, 2011; Ivankovic et al., 2014), the flow of time is adaptively
discretized and the system is controlled by a finite set of operators defined over continuous param-
eters that represent the pre-defined rates of change of numerical fluents. In addition, the transition
function describing the evolution of the system is modeled with event-based processes. Planning is
then accomplished by iteratively interleaving discretization, search, and plan validation steps until
convergence is obtained. On the other hand, symbolic dynamic programming and simulation-based
tree search assume a previously obtained and fixed time discretization and therefore directly operate

on the discrete time setting.

2.2.2 Reinforcement Learning

Reinforcement Learning (RL) (Sutton and Barto, 2018) is the model-free approach to the prob-

lem of intelligent agents in AI. Model-free approaches optimize policies directly from experience
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without attempting to explicitly leverage anything about the underlying components of the MDP
a priori. Therefore, RL methods usually applied to irreversible models (i.e., simulators) which is
in stark contrast to Al planning that in its most standard form assume complete access to re-
versible models. RL goes by many names depending on the focus on a particular solution class, e.g.,
Approximate Dynamic Programming (ADP) (Powell, 2007), Neuro-Dynamic Programming (NDP)
(Bertsekas and Tsitsiklis, 1996)

RL methods typically assume a mathematical formulation based on MDPs. So, at least from
an abstract point of view, RL and AI planning both attempt to address the same class of decision-
making problems. Nevertheless, the way those areas of research find effective solutions in the al-
gorithmic design space are rather different. RL is mostly concerned with a set of approximations,
either in value space or in policy space. The former gives rise to approzimate dynamic programming
methods and the latter to policy optimization techniques. Of course, it is also possible to combine
ideas from both approaches, either in a fully model-free or model-learned setting. For the remainder

of this section, we review the relevant works for these classes of algorithms.

Approximate Dynamic Programming

The most successful algorithm in ADP is certainly Watkin’s Q-learning (Watkins and Dayan,
1992). The key observation is that the Bellman optimality (Equation 2.2.1) can be reformulated in
terms of the Q-function to a form that is amenable to sampling-based estimation. In addition, once
a nearly-optimal approximation of Q* is found, the optimal action in a given state can be directly

obtained in a complete model-free fashion.

Definition 2.2.4. (Optimal Q-function) Let M = (S, A,p,T,R,~) be a discrete-time MDP.
Then, the optimal Q-function is given by:

Q*(s,a) = R(s,a) + YEy7(s,0) [ max Q*(s',a’)} . (2.6)
a’eA(s")

Theorem 2.2.4. (Q-learning) Let Qy € RISXIAL be any initial estimate of Q*. Then, under the

Robbins & Monroe stochastic approzimation conditions (Robbins and Monro, 1951) for the learning

rate «, the following iterative algorithm converges to the optimal Q*:

Qi+1(saa)<—(1—04)Qi(8,a)+0<<7“+7 max)czxs',a’)) , (2.7

a’€A(s’

if 8 ~T(s,a) and r = R(s,a) and assuming all state-action pairs (s,a) are visited infinitely often.

Other important ADP algorithms are based on the method of Temporal Differences (TD)*
(Sutton, 1988). Early on, approaches based on the combination of TD and neural networks used
as function approximators had a tremendous impact in board games, e.g., TD-Gammon (Tesauro,
1995). In recent years, a resurgence of interest in neural network-based methods in the area of ADP
has been seen due to the advancement of Deep Learning (Goodfellow et al., 2016) and the increase
in compute power. Algorithms such as NFQ for discrete action spaces (Riedmiller, 2005) and NFQA
for continuous action spaces (Hafner and Riedmiller, 2011) paved the way to more modern works
in ADP, e.g., DQN (Mnih et al., 2013), Rainbow (Hessel et al., 2018).

4For the interested reader, an extensive survey of TD methods can be found in Sutton’s influential book on RL
(Sutton and Barto, 2018).
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Policy Optimization

In contrast to ADP methods learn an approximation to the optimal Q-function as a proxy for
finding an optimal policy, methods based on policy optimization attempts to directly optimize the
final solution of the decision-making problem (i.e., a policy) given previously-generated experiences.
This is typically achieved by considering a parametric policy my and defining an objective function
J(0) that can be efficiently optimized.

Policy optimization is typically performed either by Oth-order methods (e.g., Cross-Entropy
Method (CEM) or evolutionary methods (Hansen, 2006; Salimans et al., 2017)) or 1st-order meth-
ods (e.g., REINFORCE (Williams, 1992), Policy Gradients (Barto et al., 1983, 2021; Sutton et al.,
1999)). In the context of model-free RL, policy optimization is sometimes known as Policy Search
(Deisenroth et al., 2013).

Theorem 2.2.5. (Policy Gradients) Let M = (S, A,p,T,R,7y) be a discrete-time MDP. In
addition, let mg be a parametric policy and J(0) = Eg~,[V™(S)] be an objective function. If mg and
J(0) are differentiable w.r.t. the parameters 0, then:

VoJ(0) = Esepro [Eqnr, [Q™ (5,a)Vglog ma(als)]] , (2.8)

where p™ (s) = > 12 V' P(sy = s) is the (unnormalized) state visitation distribution of the policy g
wn the given MDP.

Actor-Critic (AC) methods (Konda and Tsitsiklis, 1999) combine policy optimization with value
function learning as a way to reduce the variance of policy gradient estimators. By first learn-
ing an approximation of the value function, AC approaches attempt to follow the direction of
improvement in the space of policy parameters using the ascent direction of the learned value
function as a surrogate. Recent on-policy AC methods include algorithms based on natural gra-
dients, e.g., NPG (Kakade, 2001), and trust-region optimization, e.g., TRPO (Schulman et al.,
2015b), PPO (Schulman et al., 2017). Off-policy AC methods have also been derived, e.g., DDPG
(Lillicrap et al., 2016), TD3 (Fujimoto et al., 2018). Among these methods, Soft Actor-Critic (SAC)
(Haarnoja et al., 2018a,b) deserves a special mention. It reformulates the original problem of ex-
pected return maximization to incorporate policy entropy regularization as a mechanism to add

stability and robustness to the policy optimization.

Model-based Reinforcement Learning

Model-based RL integrates planning capabilities into the overall learning approach. In general,
these model-based methods explicitly learn predictive models of the environment’s dynamic and/or
reward functions. In this regard, the learned models can be used (i) to generate additional experience
(a.k.a. data augmentation), (i7) to assist in the optimization formulations used during learning, or
(7i7) to strengthen an offline-learned policy during execution time.

Dyna (Sutton, 1990, 1991) is among the first algorithms in RL capable of some form of rudi-
mentary planning. Dyna and other related extensions such as PILCO (Deisenroth and Rasmussen,
2011) and MBPO (Janner et al., 2019) learn a model of the system through Mazimum Likelihood
Estimation (MLE) from transition data previously generated by the agent’s interactions. Their

use of the model is simply to generate imaginary/virtual data to be processed by model-free RL
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algorithms. Dyna proposes to use a lookup table as a non-parametric model. PILCO also uses a
non-parametric model, albeit a much more powerful one based on Gaussian Processes (GP). MBPO
uses an ensemble of neural networks to approximate the dynamics of the environment and proposes
to use the learned model to sample short rollouts branched from real trajectories as a way to
accelerate exploration and learning.

Other methods attempt to use MLE-learned models to incorporate multi-step targets into value
learning and policy optimization objectives, e.g., MVE (Feinberg et al., 2018), STEVE (Buckman et al.,
2018), PETS (Chua et al., 2018). Of particular importance to this thesis are the works based on the
idea of value gradients. Recent approaches such as Stochastic Value Gradients (SVG) (Heess et al.,
2015), Model-Augmented Actor-Critic (MAAC) (Clavera et al., 2020), Gradient-Aware Model-based
Policy Search (GAMPS) (D’Oro et al., 2020), and Model-based Action-Gradient Estimator (MAGE)
(D’Oro and Jaskowski, 2020) are closely related to the general theme of this thesis. They all rely
on differentiable models and leverage stochastic gradients through the dynamics to obtain value
functions approximations of some sort. Guided Policy Search (GPS) (Levine and Abbeel, 2014;
Levine and Koltun, 2013) is somewhat similar in their reliance on differentiable models, but it
adapts methods from trajectory optimization in optimal control to find a near optimal policy.

Previously discussed methods are all based on learned models that are specifically grounded in
the MDP in the sense that their predictions of state and rewards make sense under the dynamics
of the environment. Indeed, this is the natural way to think about learning models. However, the
representations learned via MLE does not necessarily carry the most relevant information for the
subsequent use of models during planning. This is most clear in tasks for which typical observations
are based on raw data, e.g., pixels. In those cases, minimizing prediction errors of visual features
that are merely aesthetic only makes the learning process inefficient.

To address this limitation, recent research on learning latent space models attempt to compress
the state representation used in the learned models in a way that plannable representations naturally
emerge. The particular details of how the different latent-space model-based RL methods define the
learning objective vary wildly. For instance, seminal work on World Models (Ha and Schmidhuber,
2018) make use of Variational Auto-Encoders (VAEs) and unsupervised learning to obtain com-
pressed spatial and temporal representation of the environment. Other works learn internal represen-
tations that either help to predict future rewards, e.g., Predictron (Silver et al., 2017b), or makes the
planning invariant to goal selection, e.g., UPN (Srinivas et al., 2018)), or even introduce inductive
bias to the architecture of the models based on properties of the MDP or classical planning algo-
rithms, e.g., VIN (Tamar et al., 2016), TreeQN/ATreeC (Farquhar et al., 2018), E2C (Watter et al.,
2015). Some more ambitious approaches attempt to directly embed the entire MDP in the latent
space using recurrent models and dynamic unrolling, e.g., DeepMDP (Gelada et al., 2019), PlaNet,
DreamerV2 (Hafner et al., 2019, 2020). A very important class of model-based RL that has achieved
tremendous success in practice are those based on neurally-guided MCTS. AlphaGo (Silver et al.,
2016) and its extension AlphaZero (Silver et al., 2017a) leverage Monte-Carlo search over a known
model aided by value and policy networks to focus exploration. MuZero (Schrittwieser et al., 2020)
extends its predecessors by learning a compressed latent state model which allowed the algorithm to
achieve super-human level not only at board games such as chess, Shogi, and Go, but also in pixel-
based Atari games. Finally, various works also use the learned model at decision time using Model

Predictive Control (MPC) to make the policy learned more robust to certain types of uncertain
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events never seen during training, e.g., (Nagabandi et al., 2018).

For a more in-depth discussion about model-based RL, we recommend the interested reader to
consult the recent surveys (Moerland et al., 2020b; Plaat et al., 2020; Polydoros and Nalpantidis,
2017; Wang et al., 2019).

2.2.3 Optimal Control

Control is the science of real-time decision making in engineering. Reliability, robustness, and
safety bounds are the hallmarks of control theory. The standard control model consists of (i) an
input-output process that an agent aims to control; (ii) an observer for estimating state from noisy
observations; (iii) a controller deciding the control actions to execute in the system. The goal of
the controller is to steer the system towards regions of well-behaved states as defined in a task
description.® In classical control theory, the task description typically consists of several (possibly
conflicting) requirements that together specify the desired transient and steady-state properties
of the system (e.g., rise time, overshoot, setting time in step response, magnitude and phase for
sinusoids in frequency response) as well as safety and liveness constraints that the controller must
satisfy.

In optimal control, the high-level task requirements are rather specified through simple cost
functions that associate an scalar signal for each state-control pair with the goal of incentivizing
a particular behavior to emerge. The immediate consequence of designing cost functions is that a
natural notion of optimality is defined. Among other benefits, the optimality criterion induced by
cost functions allows to easily compare different controllers by virtue of comparing a single numeric
value.

The traditional view in control is to derive a controller based on reactive compensation where
state feedback is employed to provide stability, performance, and robustness in tasks involving
disturbances and other uncertainties. This is typically used to solve regulation or tracking problems
for which a nominal steady-state or trajectory is provided as part of the task specification. The
modern view of control, however, revolves around the concept of predictive compensation where a
model is used to derive reference trajectories for low-level controllers to regulate.

In deterministic systems, the dynamics in continuous time are modelled by ODEs (Ordinary
Differential Equations) and PDEs (Partial Differential Equations) with task specifications given by
cost functions defined over time- and/or space- dependent properties of the system. For example,
the system dynamics is modelled by a set of structural equations, either in continuous time, &(t) =
f(x,u), or in discrete time, xxy1 = f(x, ug), where 2 and u denote the state and action variables,
respectively. The goal of the controller is defined in terms of the minimization of a total cost function
subject to a set of constraints over the states and control actions. In this thesis, we restrict ourselves

to discrete-time control problems involving continuous states and actions.

Definition 2.2.5. (DCP) A Deterministic Control Problem is defined by the tuple Mpcp =
(X, U, f,g,x0), where X € R™ is the state space, U € R™ 1is the input space, f: X XU — X is the
dynamics function, g: X x U — Ry is the cost function, and xg € X is the start state.

In AI planning terms, the system is the domain specified by a transition function, the task is specified by the
reward/cost function (and possibly hard-constraints) and the environment refers to a specific instance/problem with
all its particular parameters.
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In probabilistic systems, dynamics models can be defined using stochastic ODEs, Kolmogorov
equations, or Markov Decision Processes, with task specifications defined over expected values
and other distribution moments. In addition, unmodeled aspects of the system’s dynamics can be

bounded in a robust setting.

Definition 2.2.6. (SCP) A Stochastic Control Problem is given by Mgcp = (X, U, Q, p, f, g, z0),
where X € R™ is the state space, U € R™ is the input space, ) is the space of random disturbances,
p € P(Q) is the noise distribution, f: X x U x Q — X is the dynamics function, g: X x U — R4

1s the cost function, and xo € X is the start state.

From the viewpoint of solutions, optimal control approaches typically fall into one of two broad
categories: indirect and direct methods. In indirect methods, the necessary and sufficient conditions
of optimality (i.e., Karush-Kuhn—Tucker (KKT) conditions) are first written down for the original
problem in continuous time and only then discretized for numeric resolution. On the other hand,
direct methods® discretize the time before formulating an optimization problem whose solution is
afterwards interpolated back to continuous time.

Trajectory Optimization and Model Predictive Control (MPC) are the main methods used to
solve control problems that need long-horizon planning capabilities. In the remainder of this section,
we review related problems and control algorithms that leverage dynamic programming in the

context of trajectory optimization and MPC methods for online control.

Linear-Quadratic Regulator

Linear Quadratic Regulation (LQR) problems assume a linear transition and a quadratic cost
function. Though the LQR model may seem too simplistic at first glance, there is actually a large
class of decision-making problems that can be either exactly modeled or at least approximated by
LQR formulations.

Definition 2.2.7. (LQR) A Linear Quadratic Problem is a DCP where:

e the dynamics function is given by xi1 = f(x¢,ur) = Axy + Buy, where A and B are matrices

of appropriate dimensions; and
e the cost function is given by g(x¢, ur) = actTQa;t + utTRut, where QQ and R are positive semi-
definite matrices of appropriate dimensions.

Definition 2.2.8. (LQG) A Linear Quadratic Gaussian is an SCP where:

e the dynamics function is given by xi11 = f(xy,us) = Axy + Bug + wy, where A and B are

matrices of appropriate dimensions and wy ~ N (0,X) is a 0-mean Gaussian noise; and

e the cost function is given by g(xy,ur) = xtTth + utTRut, where Q@ and R are positive semi-

definite matrices of appropriate dimensions.

SIn this thesis, we will be exclusively interested in direct methods that bear a number of important connections
with the underlying theme of planning through backpropagation.
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Dynamic programming can be easily applied to LQR problems due to the convex minimization
problem resulting from the interplay of the quadratic cost function and the linear dynamics. At
each time step, the Bellman optimality equations can be solved analytically. The solution is a linear
controller, u; = w(xy) = — Kyxy, for which the gain matrix K can be efficiently computed by solving
the Riccati equations. The same set of equations can be used to solve LGQ tasks as any 0-mean
disturbances does not affect in expectation the underlying cost minimization problem. This is an

exact application of the Certainty-Equivalence Principle (CEP).

Theorem 2.2.6. (Riccati Equations) Let M = (A, B,Q, R) be a DCP as described in Definition
2.2.7. The optimal controller for M, w(x;) = —Kyxy, has matriz gain Ky given by the solution of

the following discrete Riccati equations:

K, =(R+B"V,(1B) 'B'V;14, (2.9)
Vi=Q+ATVi1A— (A1 B)(R+ B' Vi1 B) /(BT Vit A) . (2.10)

Differential Dynamic Programming

Differential Dynamic Programming (DDP) attempts to solve nonlinear tasks by first approxi-
mating the control problem and then applying the LQR algorithm, iteratively. At each optimization
epoch an LQR problem is constructed by local approximations around a candidate trajectory. Typ-
ically, transitions are linearized and cost functions are quadraticized, obtained through first and/or
second order Taylor approximations which require access to a differentiable model.

The seminal work in DDP was proposed by Jacobson and Mayne (1970). Important extensions
have been developed to deal with box-constrained action spaces (Tassa et al., 2007; Theodorou et al.,
2010) and stochastic transitions with Gaussian noise (Li and Todorov, 2004; Roulet et al., 2019;
Tassa et al., 2014; Todorov and Li, 2005). DDP performs local optimization, which calls for the
need of cost shaping in domains with many local optima. Therefore, During problem approxima-
tion, regularization techniques must be employed to prevent divergence, thus leading to a difficult

trade-off between stability and speed of convergence.

Model Predictive Control

Model Predictive Control (MPC) (Camacho and Alba, 2013) is a broad class of model-based
online methods widely used in industry. It aims to obtain the current control action by minimizing a
surrogate cost function defined over a finite-time horizon. Typically, it uses some a form of problem
approximation that is amenable to online solutions via mathematical programming. For instance, it
is usual to leverage the certainty-equivalence principle to derive nominal deterministic trajectories
with future disturbances and other uncertain quantities sampled beforehand and assumed to be
fully known during optimization.

The solution of the online approximated problem is a sequence of actions from which only the
first action is executed in the system; the other remaining actions are discarded. Then, the system
evolves to the next state and the procedure restarts anew. This online approach can be viewed as an

open-loop optimal control formulation in the sense that information about future uncertainties are
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Algorithm 1: Differential Dynamic Programming

Input: DCP M = (X,U, f, g, x0p), horizon H

Output: a sub-optimal plan Ggy.5_1
1 Qg.r_1 ~ p(UT) > Sample a valid initial plan
2 X<+ (); > Initialize empty trajectory

> Generate an initial trajectory
g fort=0,---,H—1do

4 Trp1 = [(24, )
5 | X< (X,ut,Te41)
6 while not converged do
> Model approximation
fort=0,---,H—1do
Ay, B, + Veuf (@, )| s=2, u=u; ; > First-order dynamics approx.
9 Qi Ry V2 09(@, W) | e=epu=u; > Second-order cost approx.
> Backward pass
10 Kog_1 RICATTI(A();H_l, BO:H—I; QO:H—LRO:H—I) ; > LQR controller
> Forward pass
11 Zo  To
12 fort=0,---,H—1do
13 Ut < ﬂt + Kt(xt — Ci‘t)
14 Tpy1 [z, w) > Simulation
15 ﬂt, .’i’tJrl < Uty Tpt+1

16 return Ug.g_1

incrementally revealed and not fully internalized by a global policy. It is the interleaving of planning,
execution, and re-planning that attempts to cope with the progressive unrolling of uncertainty. In
addition, this online setting forces MPC approaches, in particular in real-time decision-making, to
use simple yet accurate models. However, such properties do not usually correlate well in complex
nonlinear large-scale applications which makes the solutions obtained via MPC highly sensitive to
the problem approximation used.

Nevertheless, a very useful aspect of MPC methods based on mathematical programming is
that in principle it can easily incorporate important classes of state and action constraints, e.g.,
input saturation, maximum power consumption, budget limits, and other state safety constraints,

including important finite-horizon terminal constraints.

2.3 Summary of Related Work

In this chapter, we presented an overall view of models and algorithms for sequential decision-
making in Al and optimal control in engineering. In this section, we classify the algorithms pre-
viously surveyed along the dimensions of: (1) model-based or model-free, (2) space discretization,
(3) nonlinear dynamics, (4) stochastic events, and (5) algorithmic scalability. Table 2.1 compares
the classes of heuristic search in MDPs, hybrid symbolic dynamic programming, MILP-based plan-
ning (Mixed Integer Linear Programming), Monte-Carlo planning, metric planning, model-free RL,

differential dynamic programming in optimal control, and differentiable planning.
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Model-based / model-free. With the exception of model-free RL algorithms, most methods
considered here assume access a model of the environment, i.e., its dynamics and cost functions.
We refrain to list all the methods from the model-based RL literature as they are vastly diverse,
but most are extensions of Approximate Dynamic Programming or Policy Gradients, and therefore
can be classified much as their model-free counterparts. MILP-based planning does not necessarily
depend on a model, but needs to obtain data from somewhere (e.g., a simulator, another model,

logged data, etc).

Space discretization. In general, methods that are originally developed for discrete spaces such
as heuristic search, numeric and metric planning, and Monte-Carlo planning are not directly applica-

ble to continuous action spaces. Hence, they require an offline (or an adaptive) step of discretization.

Nonlinearities. Most methods can cope with some form of nonlinearities. In particular, simu-
lation and search methods are in principle agnostic to the dynamics after action discretization.
However, the degree of non-linearity is likely to have an impact on the granularity needed in the
action discretization to obtain good performance, i.e., the more nonlinear a problem is, more fine-
grained the discretization mesh needs to be. Additionally, some methods in numeric and metric
planning and hybrid symbolic dynamic programming can only afford specific functional nonlineari-
ties. On the other hand, differential dynamic programming can handle nonlinear domains, but first
needs to linearize the dynamics and quadratize the cost functions around a given trajectory. This
process is somewhat involved as sensitive regularizations have to be applied to maintain the convex-
ity of the approximated cost function and heuristic line search methods have to be used to trade-off
computational time and performance. Differentiable planning methods can cope with various forms

of nonlinearities

Stochastic events. Most methods can handle some form of stochastic events, except for MILP-
base planning. The most general class of algorithms from the viewpoint of stochasticity in the
model are the ones based on simulations, either Monte-Carlo planning or model-free RL methods,
as those methods only require samples. We remark that differential dynamic programming can only
support in its original formulation Gaussian noise (or at least 0-mean additive random variables) in
the stochastic transition function. Additionally, differentiable planning methods for Deep Reactive
Policies (as presented in this thesis) can only cope with continuous stochastic variables that can be

re-parametrized (as defined in Section 3.2.2).

Scalability. We consider as non-scalable all the works that depend on discretization, with the
exception of Monte-Carlo Planning 4+ Adaptive Sampling that can in theory manage the exponential
explosion in representation due to the discretization (even though at the cost of expensive trial-and-
error to tune the adaptive sampling schemes). Conversely, we consider as scalable methods those
that do not rely on discretization, with the caveat that for Policy Gradients the higher the number
of action variables, the more sample inefficient the method becomes, even though the computational
cost of estimating the policy gradient remains linear in the dimension of the action space. Finally, we
remark that symbolic dynamic programming can solve huge problems, but its scalability depends

on the order of the variables in the underlying decision diagrams, i.e., some order may lead to
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very compact representations and other orders may very quickly consume all the available memory.

Thus, we classify such methods to exhibit limited scalability.

As per our survey of the literature presented in this chapter, we conclude that differentiable
planning methods are uniquely positioned to flexibly address continuous planning problems with
exogenous stochastic events without the need of discretization or other problem-dependent approx-

imations.



Table 2.1: Comparison of sequential decision-making algorithms in AI and optimal control in Engineering

Approaches

Model

Discretization Nonlinearities

Stochastic events

Scalability

Heuristic Search
Bonet and Geffner (2003)
Hansen and Zilberstein (2001)

Model-based

State + Action

Yes

Discrete

No

Hybrid Symbolic Dynamic Programming
Sanner et al. (2011)
Zamani et al. (2012)
Vianna et al. (2015)

Model-based

Limited

Discrete

Limited

MILP-based Planning
Say et al. (2017)

Data-driven

Yes

Limited

Monte-Carlo Planning
Kocsis and Szepesvari (2006)
Keller and Eyerich (2012)

Model-based

Action

Yes

Discrete / Continuous

Monte-Carlo Planning + Adaptive Sampling
Chaslot et al. (2007)
Mansley et al. (2011)

Model-based

Action

Yes

Discrete / Continuous

Yes*

Numeric and Metric Planning
Hoffmann (2011)

Benton et al. (2012)

Piotrowski et al. (2016)

Model-based

Time / Action

Limited

Approximate Dynamic Programming (RL)
Watkins and Dayan (1992)

Policy Gradients (RL)

Sutton et al. (1999)

Model-free

Model-free

Action

No

Yes

Yes

Discrete / Continuous

Discrete / Continuous

Yes*

Differential Dynamic Programming
Li and Todorov (2004)
Todorov and Li (2005)

Model-based

Yes*

Continuous
(Gaussian noise)

Limited

Differentiable Planning
Wu et al. (2017)
Bueno et al. (2019)

Model-based
Model-based

Yes
Yes

No

Continuous*

Yes
Yes
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Chapter 3
Stochastic Computation Graphs

In this chapter, we introduce the formalism of Stochastic Computation Graphs (SCG) (Schulman,
2016; Schulman et al., 2015a) which will form the mathematical foundation for applying automatic
differentiation to stochastic models. Informally speaking, SCGs specify parametric models that mix
deterministic computations with random variables drawn from distributions that may depend on
the results of previous computations. In this context, SCGs have been used to represent a growing
number of recently-proposed parametric stochastic models developed in machine learning, notably,
probabilistic models with latent variables (Kingma and Welling, 2014; Mnih and Gregor, 2014;
Rezende et al., 2014) and reinforcement learning (Guez et al., 2018; Sutton et al., 1999; Williams,
1992; Zaremba and Sutskever, 2015).

Given that such stochastic models attempt to capture uncertainty with probabilistic distri-
butions, they typically attempt to obtain the best set of parameters by optimizing an objective
function that depend on a complex expectation over its random variables, which rarely can be
known in an analytically tractable form. This difficulty in obtaining a closed-form, analytical ob-
jective function precludes the direct application of gradient descent to optimize the model, given
that error backpropagation (Rumelhart et al., 1986), and more generally automatic differentiation
(Griewank et al., 1989), can only be applied to known deterministic and differentiable functions.
The formalism of SCGs aim to tackle this issue by specifying the necessary conditions to obtain
sound and efficient gradient estimators for the class of differentiable stochastic models, thus allowing
gradient-based optimization to be used to optimize its parameters.

In summary, SCGs can be interpreted as both a language to define the dependencies between the
variables of an acyclic generative stochastic model with the intent to reason over the applicability
of gradient estimators and as a data structure that allows the development of efficient sampling and
automatic differentiation procedures that are required for all gradient-based optimization schemes.
Even though the ultimate goal of this thesis is to extend differentiable planning to stochastic models,
we remark that SCGs underlie a vast class of models in related fields in machine learning and Al.
For this reason, we shall present in this chapter the theory of SCGs in general terms and defer
details specific to differentiable planning to the following chapters.

This chapter is organized as follows. First, we lay out important definitions and the main theorem
of gradient estimation in SCGs. Then, we present and discuss the differences between the two broad
classes of gradient estimators that can be obtained for differentiable stochastic models. Finally, we
conclude the chapter with an intuitive introduction to reverse-mode automatic differentiation and

present a few illustrative examples.

35
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3.1 Definitions

The modern view of stochastic computation graphs as extensions of computation graphs for
stochastic models was recently proposed by Schulman et al. (2015a). In this section, we adapt
important definitions and notations from this seminal work with the ultimate goal of presenting
the necessary conditions to obtain unbiased gradient estimators of a problem-dependent objective
function w.r.t. to its inputs which are to be understood as the model parameters to be optimized.

We first start by defining stochastic computation graphs in Definition 3.1.1.

Definition 3.1.1. (SCG) A stochastic computation graph G = (V, E) is a directed, acyclic graph
defined over three disjoint set of nodes: (i) input nodes I, directly observed or externally set before-
hand; (ii) deterministic nodes D, corresponding to functions of its parent nodes; and (iii) stochastic
nodes S, representing random variables conditionally distributed accordingly to a function whose pa-
rameters depend on its parent nodes. The set of nodes V is partitioned as V =1U DU S. An edge

(u,v) € E if node v or its probability distribution depends on node u.

A first example of an SCG is outlined in Figure 3.1 illustrating a function f that depends on
the Gaussian random variable y whose mean parameter depend on the the value of variable x
which is itself a function of the input parameter 6. This is a simple example of an SCG. Additional
examples will be discussed in Section 3.4 and many more examples appearing in differentiable
planning algorithms will be presented in details in the remainder of the text. Throughout this
thesis, we follow the graphical notation of Schulman et al. (2015a) in which squared nodes depict
deterministic dependencies, rounded nodes represent stochastic nodes, and input nodes are root
nodes depicted with no border. Input nodes can be usually interpreted as parameter nodes or other

values conditioned a priori on the model.

x(0) = sigmoid(f) = 14—16_9 (3.1)
9_"77_’@_’ f y~N(p=2+050=0.1) (3.2)
fy)=yly-2) (3-3)

Figure 3.1: Stochastic computation graph example: (left) the graphical representation of an SCG with a
single path from input node to cost node; (right) the functional equations and probabilistic distribution for
each node in the SCG. Squared nodes x and f are deterministic nodes and the rounded node y is a stochastic
node. The node 0 is the single input node represented without border.

Once an SCG is specified!, graph algorithms can explore its graphical structure to infer the
deterministic and probabilistic dependency paths as formalized in Definition 3.1.2. As we will see
shortly, it is essential to obtain these paths to define which gradient estimator can be used for
each part of the stochastic model. Additionally, we remark that visiting such paths in an efficient
way is of practical importance to derive automatic differentiation algorithms that remain linear in
the size of the computation graph (Griewank and Walther, 2008). In the Example 3.1, we observe
that there is a single path from parameter 6 to the leaf node f and this path is mediated by the
random variable y. Therefore, there is no deterministic path joining nodes f and 6, i.e., there is

no explicit deterministic functional dependencies between them. The direct consequence is that the

! At this point the presentation of SCGs might seem abstract at a first glance, but we remind the reader that SCGs
are concrete representations of computations and form the underlying data structure used in automatic differentiation
software, e.g., TensorFlow (Abadi et al., 2016).
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well-known backpropagation algorithm cannot be applied directly in this computation graph to
obtain the gradient Vg f.

Definition 3.1.2. (Probabilistic and Deterministic Paths) Let v and w be nodes of a stochas-
tic computation graph G. Then, we denote by v < w the property that it exists a dependency path
from node v to node w in G. Additionally, we denote by v <P w the property that it exists a

dependency path from node v to node w traversing only deterministic nodes.

From the exclusive point of view of sampling the output of all nodes in the graph given the
input nodes, the previous definitions completely define the underlying semantics of simulations
in SCGs. However, in order to differentiate the model to obtain gradients, we need to establish
the differentiability requirements for an SCG. Definition 3.1.3 outlines the necessary conditions to

extend the semantics of SCGs to represent differentiable stochastic models.

Definition 3.1.3. (Differentiable SCG) Let PARENTS(w) denote the set of parent nodes of the
node w. An SCG G is said to be differentiable w.r.t. node 0 if, for all edges (v, w) satisfying 6§ <P v
and 6 <P w, it holds that:

1. if w € D, then the Jacobian %—f exists; or

2. if w € S, then the gradient of the probability density function %p(w\PARENTS(w)) exists

or p(w|PARENTS(w)) is a re-parametrizable probability density function as defined in Section

In addition, an SCG is said to be differentiable if it is differentiable w.r.t. to all input nodes, 6 € I.

If an SCG representing a parametric stochastic model is differentiable w.r.t. its input nodes 6
(i.e., the model parameters), then gradient descent methods can be applied to optimize an objective
function, J(0), defining how good or bad the represented model is w.r.t. its current parametrization.
We remark once again that in machine learning (and also in our context of differentiable planning
in following chapters), it is often the case that an expectation of a loss function or metric of interest
is used as the objective function (or at least part of it). In this context, we notice that the only
requirement for obtaining unbiased gradients is that the composition of the objective function with
the remaining nodes of the SCG remains differentiable. In Definition 3.1.4, we introduce the notion

of cost nodes and define the notation of the objective function used in the remainder of this chapter.

Definition 3.1.4. (Objective function) The objective function J: ©® — R of an SCG is denoted

by the expectation of the total cost taken w.r.t. all stochastic nodes:

> 0(0)] , (3.4)

ceC

J(G) = Ewes

where O is the set of input parameters, c € C C D are scalar-valued leaf nodes known as cost nodes.

The final concept we need before stating the main theorem in the theory of SCGs is the notion
of cost-to-go from a particular node. Recall that an SCG might contain several stochastic nodes

representing random variables. From the viewpoint of a given a node w, a particular realization
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of those random variables will induce a particular realization of all descendants of w, including
all dependent cost nodes. The total sum of the values of these cost nodes are referred to as the

cost-to-go of node w. Definition 3.1.5 formalizes this notion.

Definition 3.1.5. (Cost-to-Go) The cost-to-go Qw from node w € V' (also known as downstream
total cost) is defined by:

Qu= Y @& (3.5)

éeC w=e

Remark. In general, we will use the hat symbol, for instance ¥, to represent a given realization of

a random variable v, which shall be treated as constant in gradient and expectation formulas.

Finally, we are now able to present the Gradient Estimation Theorem in SCGs. This is the most
important result of the theory of SCGs. It is a formidable result in the sense that it provides the
general form of the gradient of any differentiable SCG regardless of its specific graphical structure
and functional dependencies. In principle, the procedure to obtain this general gradient estimator
for any given SCG could be completely automatized in modern automatic differentiation software.
Unfortunately, this has not been implemented by the time of the writing of this thesis in any
mainstream library, except for very specific cases. Consequently, it becomes the user’s responsibility
to correctly implement (as another computation graph) the correct gradient estimator, and for this,
we remark it is fundamental to understand the implications of the structure of the underlying SCG

from the point of view of Theorem 3.1.1.

Theorem 3.1.1. (Gradient Estimation)
Let 6 € © be the set of parameters of a stochastic model and J(0) be the objective function to
be optimized. If the SCG representing the objective function composed over the computations of the

model is differentiable, then the gradient of the objective function w.r.t. input parameter 0 is given

by:

VoJ(0) =Eues | > Vologp(w|PARENTS(w))Quw + Vo Y c(0) |, (3.6)
weS, ceC,
0<Pw 0<Pec

where Qu = Zéec,w<éé is the cost-to-go from node w.
Proof. See Appendix A of Schulman et al. (2015a). O

Note that the Theorem 3.1.1 transforms the gradient of an expectation, VyJ(0) = VoE[>_ c(6)],
into the expectation of a (log) gradient for all stochastic nodes. It is important to note that we
cannot simply push the gradient operator inside the expectation because the stochastic nodes that
the expectation is taking w.r.t. might depend on the parameters 6. In other words, the linearity
of the gradient operation w.r.t. to the expectation does not apply in the general case of stochastic
nodes depending on nodes 6.

The practical consequence of the transformation of Theorem 3.1.1 is that now we have access
to a principled, and unbiased way to estimate the gradient Vg by Monte-Carlo approximations of
the expectation. In the next sections, we will discuss the implications of each gradient term inside

the expectation in Theorem 3.1.1.
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3.2 Gradient Estimators

There are two basic classes of gradient estimators in SCGs directly corresponding to the two
terms inside the expectation in Theorem 3.1.1. First the term where the gradient of the log-
probabilities are multiplied by the cost-to-go is generally referred as likelihood ratio or score function
estimator whereas the second term is known as the pathwise derivative or the re-parameterized gra-
dient. In this section, we present these types of gradient estimators and compare them on the simple
example of Figure 3.1. For a comprehensive survey on the topic of gradient estimators in SCGs,
we refer the interested reader to the work of Mohamed et al. (2020). Additionally, we make the
observation that the formal proof of Theorem 3.1.1 is a somewhat generalizations of the derivations

presented in Corollaries 3.2.1 and 3.2.2.

3.2.1 Likelihood Ratio Estimator

The likelihood ratio estimator (Glynn, 1986) is the most general form of gradient estimator
in differentiable SCGs. It is applicable whenever the distributions of the stochastic nodes have
differentiable probability density functions with respect to its parameters. In addition, its practical
appeal comes from the fact that it does not require the downstream cost function to be differentiable.
As a matter of fact, it only requires samples of the cost nodes, which makes it quite useful for model-
free RL algorithms such as Policy Gradients (Barto et al., 1983, 2021; Sutton et al., 1999).

To illustrate why the likelihood ratio gradient has its name, consider the Corollary 3.2.1. The key
observation is that this gradient estimator leverages the fact that Vlog F' = V—FE for any differentiable

function F, which is known as likelihood ratio trick for historical reasons (Mohamed et al., 2020).

Corollary 3.2.1. The score function gradient of the objective function of the SCG in Figure 3.1 is
given by VoJ = Ey [5% 2 log p(ylz) f ()]

Proof.

Vo = VoEyp(a0)) [f ()]

— Y, /y p(y]2(0)) f(y) dy expectation defn
_ /y Vop(y|2(0)] £(y) dy Leibniz integral rule
— /y [p(y|2(0)) Vo log p(y|z(0))] £(y) dy likelihood ratio trick
_ /y p(y|(8)) [Vo log plylz(6)) ()] dy associativity
— E, [V log p(y|z(6)) £ ()] expectation defn
—E, [Zﬁﬁa‘l log p(y|z) £ (1) chain rule

O]

Figure 3.2 shows a numerical example of the gradient estimates of the SCG of Figure 3.1.
Both the value of the objective function J(f) and its gradient VgJ(6) were computed via the

empirical mean approximation E[X] ~ % Efi 1 X;, i.e., Monte-Carlo approximation. It is widely
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Figure 3.2: Likelihood Ratio (Score Function) estimator: values of the objective function and gradient
estimates for the example of Figure 3.1. The plots were obtained via Monte-Carlo approximation with N =
1024 samples.

known (Mohamed et al., 2020; Tokui and Sato, 2017) that this gradient estimator can be very noisy
depending of the variance of the random variables in the SCG. We notice that in this example we
are only dealing with a single scalar random variable, thus one can easily imagine that in higher
dimensions this noisy effect can become quite accentuated?. In summary, the high variance of this
estimator can be seen as the price to pay for such a general gradient estimator. In the next section,

we will see how to obtain better estimators provided that certain conditions on the SCG are met.

3.2.2 Pathwise Derivative

An effective way to circumvent the high variance in gradient estimation in SCGs is to exploit
the probability density re-parameterization trick (Kingma and Welling, 2014)3, which allows to
sample a random variable y ~ py(-) by transforming it into a deterministic function y = ¢(6,£) and
using an independent marginal density to sample an auxiliary random variable £ ~ p(-). For the
location-scale family of distributions (e.g., Normal, Gamma, Uniform, Cauchy) the function ¢(6, &)
is given by ¢(6,€&) = pp + og - &, where pg and op are functions defining the location and scale of
probability density pg(-).

The re-parameterization trick is the key ingredient to obtain the pathwise derivative gradient
estimator (Schulman et al., 2015a). The resulting effect of re-parameterizing the distributions to
which the expectation is taken w.r.t. is that it becomes valid to push the gradient operator inside
the expectation, and without resorting to the likelihood ratio trick. The new SCG obtained when
the re-parametrization trick is applied to the example of Figure 3.1 and its corresponding equations
is illustrated in Figure 3.3. Also, Corollary 3.2.2 shows the analytical derivation of the pathwise

gradient estimator for this particular example.

Corollary 3.2.2. The gradient of the objective function of the SCG in Figure 3.8 is given by
Vo = E¢p[Vof(y(0,6))].

2This is one of the major reasons why policy gradients (which are based on the score function estimator) typically
exhibit such a poor sample efficiency in practice.

3The reparametrization trick is an old technique used in statistics and therefore it is hard to pinpoint the seminal
or the most known paper to cite. Here, we follow the current trend in machine learning to cite the VAE paper that
recently put this technique in evidence in the community.
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0 — oy o F z(6) = sigmoid(f) = ﬁ (3.7)
e~N(u=0.0,0 =1.0) (3.8)

y=x+0.5+0.1¢ (3.9)

fy) =yly-2) (3.10)

Figure 3.3: Stochastic computation graph with a single path from input node to cost node

Proof.

Vo J(0) = VoEyp, Lf(y)]

= VoEepf(y(8,6))] re-parametrization trick
—Vy / p(&) f(y(6,€))dE expectation defn
= / P(E)Vof(y(6,€))de Leibniz integral rule
= ey [Vof(y(8,6))] expectation defn
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Figure 3.4: Pathwise Derivative (Re-Parametrization) estimator: objective function and gradient estimates
for the example of Figure 3.3. The plots were obtained via Monte-Carlo approximation with N = 1024
samples.

Figure 3.4 shows a numerical example for the SCG of the Figure 3.3. As before, both the value
of the objective function J(f) and its gradient Vy.J(#) were obtained via Monte-Carlo approxi-
mation with the same N = 1024 samples. We cannot help but to notice that the noise decreased
considerably, despite the fact that the same number of samples were used in the empirical mean.
This example illustrates the fact that re-parametrization trick can give rise to more efficient gra-
dient estimators in SCGs whenever we can have access to the functional form of the differentiable
models.

In the next section, we continue the discussion of gradient computation once the stochastic nodes
have been dealt with via one of the gradient estimators presented above. In particular, we will see
from the point of view of reverse-mode automatic differentiation, how the gradient estimates inside

the expectations in Corollaries 3.2.1 and 3.2.2 can be obtained automatically for any differentiable
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SCG.

3.3 Reverse-Mode Automatic Differentiation

Reverse-mode automatic differentiation® is a particular technique for automatically computing
the gradient of a single (in general scalar-valued) output node w.r.t. to many upstream input nodes
(Griewank et al., 1989), in contrast to the forward-mode automatic differentiation that is more
suited to compute the gradient of many output nodes w.r.t. to a single input node. Reverse-mode
automatic differentiation can be viewed as a generalization of the well-known error backpropagation
algorithm popularized by Rumelhart et al. (1986) in the connectionist machine learning community,
even though it was studied and developed independently in the scientific computation community
(Griewank and Walther, 2008). In very general terms, the basic idea of reverse-mode automatic
differentiation (and also error backpropagation) is to implement in an algorithm the derivative
chain rule for computing the derivative of a composition of functions, as shown below for the

composition of functions f and g:

(fog)x) = fg(x) = (fog)(x) = FW)ly=gwd (z) . (3.11)

The key point to observe is that the functional dependencies between the nodes in an SCG
can be much more complex than the single composition shown in Equation 3.11, and therefore the
algorithmic implementation of the chain rule in reverse-mode automatic differentiation will need to

consider all the parents of a given node as summarized in Equation 3.12.

0J . oJ axj

j: t€EPARENTS(J)

(3.12)

Note that for a standard Multi-Layer Perceptron (MLP) neural network (Goodfellow et al.,
2016), which is essentially a linear, layered composition of many transformations, the Equation
3.12 will simplify to the product of the Jacobians of all the layer transformations. Nevertheless,
for models with many paths and branches, a graph algorithm will be needed to recursively visit
in topological order all upstream nodes of the node we want to compute the gradient. We outline
this idea in Algorithm 2 that simulates all the computations in the SCG in the forward pass in
Algorithm 3 and then backpropagates the gradients in the backward pass in Algorithm 4.

Algorithm 2: Reverse-Mode Automatic Differentiation
Input: node J, input nodes ©
Output: the set of gradients {VyJ | 6 € O}
for § € © do
L f.grad < 0

FOrRwARDPASS(J, ©)
BACKWARDPASS(J, 1, O)
return {f.grad | 6 € O}

N =

[SL Y

In Algorithm 3, each node w has a value and a function associated. To compute the value of a

4 Automatic differentiation is not be confused with other approaches such as finite differences or symbolic differ-
entiation (e.g., as available in Mathematica®) software (Wolfram et al., 1999)).
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given node, the algorithm first computes the values of its parent nodes recursively, and then uses
its function to compute its current value and also to build the composition over the functions of
the parent nodes. It is the functional dependency created by this composition that will guide the

computation of the gradients in the backward pass.

Algorithm 3: FORWARDPASS
Input: node w, input nodes ©

1 if w ¢ O then

2 for v € PA(w) do

3 | FORWARDPAsS(v, ©)

4 w.value < w.function(PARENTS(w))

Finally, once the values and the functional dependencies are registered after the forward pass
is executed, the Algorithm 4 visits all the nodes in the SCG and computes the product of the
gradients resulting from local compositions, which are then combined on the fly when an input
node is reached in the search. After the backward pass is finished, the nodes of interest will have
its gradient correctly computed according to Equation 3.12.

As a final remark, we notice that in this section we presented an intuitive explanation of the
subject of automatic differentiation. In practice, both the forward and backward passes are not
implemented exactly as we outlined here, but are rather highly pre-processed and optimized in
professional-grade automatic differentiation software such as TensorFlow (Abadi et al., 2016) and

others.

Algorithm 4: BACKWARDPASS

Input: node w, gradient g,,, input nodes ©
1 if w € O then
2 L w.grad < w.grad + gy,

3 else

4 for v € PARENTS(w) do
5 Jv < Guw - ?9%
6 BACKWARDPASS(w, gy, O)

3.4 Examples

In this section, we present two illustrative examples where the previous gradient estimators
have been put to use in practical applications in reinforcement learning and probabilistic generative
models.

REINFORCE. The algorithm REINFORCE (Williams, 1992) is perhaps one of the oldest model-
free reinforcement algorithms based on policy optimization. It belongs to the general class of Policy
Gradients methods which has been extensively studied in robotics applications (Deisenroth et al.,
2013). The basic idea is to explicitly represent a policy by a parametric function approximator and

update its parameters in the steepest direction of the policy’s Q-value function averaged according



44 STOCHASTIC COMPUTATION GRAPHS 3.4

to the state visitation distribution of the policy in the MDP. Therefore, REINFORCE attempts to

maximize the objective function outlined in the Theorem 2.2.5, for which the gradient is given by:
VoJ(8) = Esepro [Eqmr, [Q™ (s, a)Vglog me(als)]] . (3.13)

Note that the gradient in Equation 3.13 is exactly the result of applying the likelihood ratio
estimator to the Value function V7 and averaging the gradient estimates over the states visited by
the policy:

Vi (5) = Banr, [Q7(s,a)] - (3.14)

The stochastic computation graph for the gradient estimator of the REINFORCE algorithm
is given by Figure 3.5. Note that there is no deterministic path from the node 6 to the node
representing the action-valued cost function Q(s, -) and the only dependency path connecting those
node goes through the stochastic node of the stochastic policy myg. We can now clearly see that only
the first term (related to the likelihood ratio estimator) of the general gradient formula in SCGs
as given by the Theorem 3.1.1 applies to the REINFORCE estimator. As a matter of fact, the
REINFORCE-based algorithms is so ubiquitous in model-free RL that it is informally equated to

the likelihood gradient estimator itself, being used interchangeably in the community.

<]

s~ pT? (3.15)
a ~ my(-|s) (3.16)
Q=Q"(s,a) (3.17)

Figure 3.5: Stochastic computation graph for the REINFORCE algorithm

The great appeal of the likelihood ratio estimator (and consequently of the REINFORCE and
policy gradients method) for model-free RL is that a policy can be optimized by only obtaining
samples of the action-value Q-function, either via Monte Carlo simulation or via function approx-
imation. In other words, there is absolutely no need to have access to an analytical model of the
MDP. As we have previously discussed, this type of gradient estimator, albeit very general, can
exhibit high variance even if specific variance-reduction techniques are used. Nevertheless, this is

the price to pay to go completely model-free.

Variational Auto-Encoder. VAEs (Kingma and Welling, 2014) are an example of stochastic
generative models whose goal is to solve a problem of density estimation. In other words, given
a training dataset their goal is to learn in an unsupervised way the underlying data distribution
that generated the training dataset in the first place. In particular, VAEs attempt to encode the
inputs in a low-dimensional space effectively generating an internal latent-space representation that
can be later decoded to generate new outputs that hopefully belong to the input distribution. The
basic implementation learns both the encoder and the decoder by minimizing a re-construction loss
between the input and the generated output whose goal is to try to imitate the input from the

low-dimensional representation. Intuitively, VAEs attempt to compress the input distribution in a
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way that the model can be queried for sampling new outputs. Figure 3.6 shows an example of a
VAE whose encoder and decoder are given by the neural networks hj(-; ¢) and ha(-;0), respectively.
The stochastic node z represents a Gaussian distribution whose goal is to add smoothing noise to
the latent representation in order to make the model more robust, and the re-construction loss L

is essentially a differentiable similarity metric.

$—>h1—>@—>h2—>L

Figure 3.6: Stochastic computation graph for the VAE generative model

As we can observe from the SCG of the VAE, in principle, we would need to resort to a similar
likelihood ratio estimator to train the encoder as there are no deterministic paths from its parameters
¢ to the re-construction loss L. However, we can leverage the fact that node z follows a Gaussian
distribution which can be effectively re-parametrized (much like the example in Figure 3.3). Thus, it
can use the pathwise derivative gradient estimator as discussed in Section 3.2.2. In fact, VAEs and
derived works have been known for promoting the use of the re-parametrization trick in machine
learning in recent years. Notice that unlike in the case of model-free Policy Gradients, in the case

of VAEs the stochastic model is actually fully known as it is in fact defined by construction.

3.5 Conclusion

This chapter introduced the formalism of SCGs and discussed the general types of gradient
estimators and how they relate to internal dependencies between the internal variables of a stochastic
model. Additionally, we presented an intuitive view of reverse-mode automatic differentiation and
how the gradient of an arbitrary composition of functions can be efficiently obtained if it is given as
a computation graph. Starting in the following chapter, we shall present a number of differentiable
planning algorithms making the necessary connections with the theory of stochastic computation

graph as presented here.
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Chapter 4

Planning through Backpropagation in

Deterministic Domains

Planning through backpropagation has been recently proposed from the viewpoint of the Al
planning community as an scalable alternative to address decision making in continuous state-action
spaces (Wu et al., 2017). The main motivation was based on the fact that the methods traditionally
developed for search-based planning (e.g., MCTS (Kocsis and Szepesvari, 2006), numeric planning
(Hoffmann, 2011; Scala et al., 2016)) could not effectively handle problems with arbitrary nonlinear
dynamics and/or cost functions, specially in high-dimensional and /or long-horizon tasks, due to the
intractable branching factor implied by the required discretization of the action space.

In order to avoid the issues inherent to search-based methods, planning through backpropagation
turns to gradient-based optimization techniques as the solution to the problem of searching in high-
dimensional continuous state-action spaces. In this chapter, we define the approach of planning
through backpropagation from a perspective slightly different to its original presentation based on
the conceptual parallel with Recurrent Neural Networks (RNN). In particular, we propose to
view planning through backpropagation as a trajectory optimization technique in the
hope to present its advantages and limitations in a more principled theoretical way and also to
allow future cross-fertilization with optimal control.

This chapter is organized as follows. We first introduce planning through backpropagation
through the lens of trajectory optimization in connection with the framework of computation
graphs. Besides defining the planning problem, the notation, and the high-level algorithmic for-
mulation, it is our objective to clarify some conceptual misconceptions regarding the RNN-based
characterization of the planning through backpropagation approach. After this introduction, we
review and discuss a number of difficulties related to finding long-horizon plans through gradient-
based optimization, handling action-constrained spaces, and mitigating local optima. These issues
constitute the main computational challenges any practical implementation of planning through
backpropagation must address. We conclude the chapter with a number of empirical experiments
chosen to highlight the impact of different practical implementations. In addition, we demonstrate
the effectiveness of planning through backpropagation in nonlinear problems and provide an empir-
ical analysis of the optimality gap of TensorPlan (Wu et al., 2017) in problems that can be exactly

solved through optimal control techniques.

49
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4.1 Planning through Backpropagation as Trajectory Optimization

Planning through backpropagation is a specific framework built around the application of
stochastic gradient descent (Ruder, 2016) to the task of finding optimal sequences of actions in
continuous spaces. It is particularly effective for an important class of planning problems exhibit-
ing nonlinear transition and cost function. The key idea of planning through backpropagation in

deterministic domains is best summarized by Wu et al. (2017) in their seminal paper:

"...] we reverse the idea of training parameters of the network given fixed inputs to

instead optimizing the inputs (i.e., actions) subject to fized parameters |...]".

Their observation is based on the conceptual analogy between dynamical systems and Recurrent
Neural Networks (RNNs) in supervised learning. Those recurrent models are trained to predict
output sequences given input sequences by updating a context-dependent hidden latent state in
each time step. Therefore, RNNs are a class of generative models that attempts to build an explicit
memory mechanism as a way to capture long-term relationships in the input sequence. The evolution
of the RNN is governed by the recursive application of a parametric model known as the RNN’s

core, as illustrated in Figure 4.1.

3 yi 3 y2 yr
ehy ehy Ghy
b 0 0 h; = ¢g, (x¢, hy— 4.1
hg hh > hy hh > ho R hh > hp 1 ¢91< t, 11¢ 1) ( )
Y 7y - yt = Yo, (ht) (4.2)
ewh each Gwh

Figure 4.1: Recurrent Neural Net (RNN): x;, h;, and y; are the input, the hidden latent state, and the
output at time step t, respectively. The parametric functions ¢p, and ¢g, correspond to the recurrent and
output kernels, respectively.

According to Wu et al. (2017), it is rather natural to draw a parallel between the RNN inputs
and outputs and the system’s actions and costs trajectories. However, the analogy starts to break
when one consider the role of the hidden state, h;, in the recurrent model. In effect, RNNs attempt
to learn from data a compact representation of past inputs as a set of features correlated with the
target outputs. This is usually done by fitting the inner RNN’s core parameters 6 to minimize some
loss function defined over a dataset of input/output pairs. In contrast, the goal in the planning
through backpropagation approach is not related to representation learning. It is to find near opti-
mal inputs (i.e., the control actions) with respect to a total cost minimization problem; hence the
idea of Wu et al. (2017) to "reverse" the training procedure to optimize the inputs rather than the
parameters of the "network". In other words, there is no parameter learning involved, but the re-
purposing of the deep learning-based machinery (namely Backpropagation-Through-Time (BPTT))

to perform sensitivity analysis of the dynamical system with the goal of finding good inputs.*

1'We wished to make this distinction clear between RNN training and planning through backpropagation as there
has been some confusion within the community in the past.
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In this section, we take an intentionally different approach to motivate planning through back-
propagation. We argue that Trajectory Optimization in optimal control forms the theoretical foun-
dation of planning through backpropagation. Trajectory optimization in control theory represents
an important perspective shift from the classical setting of controller synthesis whose goal is to
find a global mapping (i.e., a control law) from observations to control actions. By restricting
the focus to only the current state, the optimization space is simplified considerably. Instead of
optimizing over the infinite dimension of (feedback) functions, one can now aspire to optimize
over the finite-dimension space of state-action trajectories. We remark that the exact same
modeling assumptions of trajectory optimization apply to planning through back-
propagation, namely the differentiability of the transition and cost functions. In this
context, we formulate the planning task in discrete-time nonlinear deterministic domains as a con-
strained optimization problem. Under the assumptions of perfect information and deterministic
actions, the solution of a planning problem defined over a finite horizon H for a particular initial
state, xg = Z, is a sequence of valid control actions, u = (ug,...,ug—_1), that induces a state-

action trajectory, 70.y = (xo,uo,-..,TH—1,UH—1,%f), Minimizing the cumulative sum of costs,
H-1
G(TO:H) = Zt:() g(xh Ut)-

Definition 4.1.1. (Planning as Trajectory Optimization) Let M = (X, U, f,g,T) be a deter-
manistic control problem. We formulate the finite-horizon, continuous planning task as the following

constrained optimization problem:

H-1
min > gla,ur) (4.3)
’ t=0
s.t. T4l = f(mt,ut), (44)
uy € U(we), (4.5)
To=1T. (4.6)

The planning problem as directly transcribed in Definition 4.1.1 is in its general form a non-
linear constrained optimization problem defined over the state-action trajectory. The feasibility of
a solution (x,u) = (xg,up,*1, - ,TH—1,ug—1,2x) is predicted on satisfying the dynamics of the
system, x441 = f(z¢,u), the applicability of actions, u; € U(x;), and the initial state constraint,
xo = Z. It is easy to make sure the initial state constraint is satisfied; it suffices to condition the
initial state decision variable throughout the optimization procedure. Also, guaranteeing the appli-
cability of actions can be made practical with a number of existing alternatives. We shall explore
a subset of these possibilities in Section 4.3.2. However, how to effectively handle the dynamics
constraints from the point of view of numerical optimization is not as straightforward. Trajectory
optimization methods in control typically deals with the issue of enforcing the dynamics constraints
either by shooting methods or by direct transcription / collocation methods. In the next sections,

we overview these approaches.
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4.1.1 Shooting Methods

The shooting method is the simplest way of handling the dynamics constraints in trajectory
optimization. It implicitly encodes them in the objective function via forward simulation of states
according to the transition function. Indeed, in shooting methods the variables corresponding to
the state trajectory are no longer decision variables and the optimization is performed exclusively
with respect to the actions. The Definition 4.1.2 formalizes the shooting optimization formulation.
In optimal control, shooting methods are typically implemented with nonlinear programming tech-
niques (e.g., Sequential Quadratic Programming (SQP) Nocedal and Wright (1999)). In contrast,
the algorithm proposed in the seminal work in planning through backpropagation (Wu et al., 2017)
(informally known as TensorPlan) solves the shooting formulation via gradient descent techniques

(Ruder, 2016).

Definition 4.1.2. (Optimization by shooting)

min - g(xo, uo) + g(f (w0, u0), ur) + -+ -+ g(f(--- f(2o, uo), ur), up-1) (4.7)
st ur € U(zy), (4.8)
To =2 . (4.9)

Note that, in contrast to the general constrained formulation of Definition 4.1.1, the shooting for-
mulation does not include the state trajectory, x, as decision variables in the optimization task. The
states are implicitly generated through "shooting", i.e., the recursive application of the transition
function. In other words, the dynamics constraints are satisfied by construction. The computation

graph in Figure 4.2 depicts the functional dependencies implied by the shooting method.

[

0 c1 ¢ up = ug(6;)
/ yy / A / A Tt4+1 = f(:l,‘t, ut)
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t
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Figure 4.2: Computation graph of a Deterministic Control Problem (DCP): the value function computed
by the recursive application of the transition function composed with the cost function. Equivalently, the
sequence of actions u = (ug, - ,ug—1) s unrolled in time in order to obtain the parametric value function
V9 (xg;n). Note that control actions, u; € U(x;), can be parametrized by 0; € R™ to deal with the case of
action-constrained problems.
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4.1.2 Direct Transcription

On the other hand, direct transcription and collocation methods make the dynamics constraints
explicit in the optimization problem. It typically resorts to constrained nonlinear programming
techniques (e.g., interior point or log-barrier methods) or Lagrangian methods in order to solve
the constrained optimization problem. Of particular interest to the framework of planning through
backpropagation is the Lagrangian formulation. The key observation in Lagrangian methods applied
to trajectory optimization is the fact that violations to the dynamics can be penalized in the
objective function in such a way that upon convergence a minimizing cost and feasible solution is

obtained.

Definition 4.1.3. (Optimization by direct transcription via augmented Lagrangian)

H—-1
min max Z g(xe,ug) + Mel|wes1 — flae,w))? (4.10)
uA t=0
st ur € U(zy), (4.11)
A >0, (4.12)
2o =7 . (4.13)

It can be shown that under some regularity conditions (Nocedal and Wright, 1999), the penalty
formulation can be solved with a primal-dual approach defined as the saddle point problem shown
in Definition 4.1.3. In the primal problem, both the state and the action variables are optimized
with the aim at minimizing the total cost added to an artificial cost corresponding to the degree
of feasibility violation. In the dual problem the weight of the violation cost is then optimized

accordingly.?

7o
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Figure 4.3: Computation graph for the direct transcription method applied to a Deterministic Control
Problem (DCP): both the states and actions (i.e., parameters 6) are to be understood as the inputs to the
computation graph. Unlike in the shooting formulation, the violations of dynamics constraints are treated as
penalties ¢ in the overall objective function V.

ZWe refer the interested reader to the extensive treatment of numerical optimization in Nocedal and Wright (1999)
for further details on Lagrangian methods.
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One important consequence of formulating the approach of planning through backpropagation
as trajectory optimization is that in principle we can take inspiration from the optimal control
literature to explore other formulations that could be better suited for different problems. As a
matter of fact, Planning through Backpropagation as initially proposed in Wu et al. (2017) is a
shooting method as the states variables are implicitly generated by forward simulation of the in-
put actions starting from the initial state. However, the numerical optimization algorithm used
to find the sequence of optimal actions is borrowed from the deep learning literature. Instead of
resorting to nonlinear mathematical programming as is typically used in optimal control, planning
through backpropagation (as its name implies) leverages gradient descent and, in particular, the
Backpropagation-through-Time (BPTT) algorithm as its iterative optimization procedure.

Nevertheless, it suffers from the same difficulties as in traditional shooting methods in optimal
control. As shooting methods globally optimize the actions, the underlying optimization problem is
oftentimes poorly conditioned due to recursive application of the dynamics function. In other words,
the effect on the total cost of the first action in the plan is considerably higher than the effect of
the last action as even a small change of the values of the first action can considerably change the
course of the entire trajectory. In practice, this poor conditioning can lead to vanishing or exploding
gradients depending on the particular characteristics of the system dynamics (as discussed in Section
4.3.1). Consequently, shooting-based methods can suffer from severe local optima in tasks requiring
long-term reasoning. The intuition is that shooting methods attempt to solve a difficult conflicting
optimization problem in which at the same time it must steer the state towards low-cost regions and
search for the actions that will get the system there. In contrast, direct transcription methods exploit
the Markovian structure of the sequential decision problem to build an objective that only deals
with pairwise dependencies between temporally adjacent states without the recursive application
of the transition function. Intuitively, it disentangles the sub-problems of finding low-cost regions
in the state space and constructing a feasible plan to drive the system there. Those are the main
reasons why in optimal control direct transcription and collocation methods are usually preferred
over direct shooting methods.

However, the choice between shooting and direct transcription methods is not a clear cut. On
one hand, the core issue of shooting methods related to vanishing and exploding gradients is a
well-studied problem in deep learning (and specifically in RNN research) for which a number of
mitigating solutions have been successfully proposed. On the other hand, direct transcription is a
much more involved optimization approach for which the issue of the initialization of state-action
trajectories has a direct impact on its ability to find a feasible and high-quality solution.

In the next sections, we shall discuss in details the necessary techniques for the effective appli-
cation of the shooting-based planning through backpropagation as originally proposed by Wu et al.
(2017). In the final section of this chapter, we shall empirically compare both the shooting and
direct transcription formulations. We remark that regardless of the optimization formulation (i.e.,
Definition 4.1.2 or 4.1.3), in this work we investigate solutions obtained via the gradient descent
method to solve the DCP problem.
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4.2 Optimizing Plans via Gradient Descent

As discussed previously, planning through backpropagation applies gradient descent to optimize
trajectories. Therefore, the only assumption made by the approach is that a differentiable dynamics
model and cost function are available.? Denoting the value function of a plan u = (ug, -+ ,ug—1)
executed from a start state x by V(z;u) = Zi 61 g(x¢,ut), the basic idea is to update a current

plan u® by the following first-order iterative optimization procedure:

u = uf -, V, V(1 u)| (4.14)

r=Z,u=uk -

If the value function V(x;u) is convex in the sequence of actions u and the learning rate
ay, follows a schedule satisfying the Robbins-Monro conditions (Robbins and Monro, 1951) (i.e.,
Sk =00 and Y 50 a2 < 00), then uf E2o0 w*, where u* = arg maxy V(z;u) is an optimal
plan for the state x. In general, however, the trajectory optimization problem will rarely be convex
(except in a few important cases) and hence the best we can hope for is to find a good local optimum.
We will see in Section 4.3.3 a practical implementation improvement that can alleviate the local
optimum problem.

We remark that the presentation so far focused on the most basic algorithmic formulation of
planning through backpropagation for the purpose of clarity of exposition. We shall remind ourselves
that one of the motivation of planning through backpropagation is to leverage advanced techniques
from deep learning to perform trajectory optimization. In particular, there is no reason we should
restrict ourselves to: (i) directly optimize the cost-to-go of a plan — we shall see in following chapters
that any increasing smooth function of the return can be optimized; and more importantly, (i7)
directly update the plan with the V,V (z;u) — we can leverage advanced non-convex optimizers
(Ruder, 2016) with adaptive learning rate and momentum to preprocess the gradient in order to
obtain better convergence properties. Therefore, in order to present a more general view of the
proposed approach, we abstract away these optimization details and summarize the overall steps of

planning through backpropagation in Algorithm 5.

Algorithm 5: Planning through Backpropagation

Input: DCP M = (X,U, f, g), start state T, horizon H, iterations K
Output: plan u®

1 u’ ~ g > Initialization
2 fork=0,..., K—1do

3 (181, V) + FORWARD(M, Z, u”) ; > Simulation
4 Vo VF BACKWARD(T&H, I > Backpropagation—-Through-Time
5 u" ! < UprpaATE(u*, V 1 VF) ; > Optimization
6 return u’®

Planning through backpropagation works by alternating forward and backward passes on top
of the computation graph illustrated in Figure 4.2. At the beginning of training, a valid plan u®
is initialized at random from a proposal distribution ¢(-). Then, for K iterations the algorithm

interleaves the forward and backward subroutines. First, in the forward pass, the current plan,

3In principle, gradient-based planning is agnostic to the nature of the model and how it was first obtained.
Therefore, the techniques presented in this chapter can be applied to models specified by a specialist or directly
learned from data. Also, it can be used both for models grounded in the decision process or for latent-space models.
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u”, is simulated from the start state Z according to the system’s dynamics which generates the

trajectory 7'(’)‘3:  with total cost (i.e., value function) given by V*. Afterwards, in the backward pass,
the gradient of the total cost for each control action u; is recursively computed and stored in the
tensor V1 VF = (Vu’g vk, ... ’VU'E 1Vk). Finally, the gradient previously computed is processed

by a non-convex optimizer and the current plan, u¥, is updated thus generating an improved plan,
k+1
u"r,

4.2.1 Gradient Computation with Backpropagation-Through-Time

The most important part of the planning through backpropagation algorithm (as its name im-
plies) is the backward pass. Indeed, the trajectory simulation performed at the forward pass is a
simple iterative application of the dynamics, x¢11 = f(z¢,u:), and the cost function ¢; = g(x¢, uy),
and the final update step also performs simple computations to generate the new plan. In this sec-
tion, we present the computational technique behind the backward pass, namely Backpropagation-
Through-Time (BPTT).

The algorithm of BPTT (Werbos, 1990; Williams and Zipser, 1995) is an extension of the well-
known error backpropagation (Rumelhart et al., 1986) algorithm for neural networks which is in
turn an specialized form of reverse-mode automatic differentiation (Griewank and Walther, 2008)
in general computation graphs. Informally, the backpropagation algorithm computes the gradient of
the output error of a neural network for each of its parameters by recursively exploiting the derivative
chain rule for composition of functions. BPTT extends this idea for recurrent models that can be
unrolled in time, thus obtaining a time-dependent layered model that is in nature not very different
than the traditional multi-layer feed-forward networks. The key value of this conceptualization is
that training a recurrent model is similar to training feedforward networks with the only difference
that certain constraints need to be impose as the parameters of the recurrent model must be shared

across time steps.

4.2.2 Dynamic Programming in the Space of Gradients

The particular instantiation of BPTT for the deterministic control problem leads to the differ-
entiation of the value function of a plan with respect to each action. If we recall the principle of
optimality for the deterministic setting, i.e., V(zo;ug.g—1) = g(xo,uo) + V(f (20, uo); u1.g—1), then

we can apply the chain rule of derivatives to obtain the following gradient equations:

Vi, V(zgsuem) = [Vug(s, u) + Vo f (4, U)Vz'V(CUI§ U—t+1:H)H
Vo V(i uen) = [Vag(@,w) + Vo f (2, u) Vo V(s ugrm )|

(4.15)

u=uy, '=f(zt,ut) ’

(4.16)

=z, '=f(xt,ut) °

Therefore, by the recursive application of Equations 4.15 and 4.16, planning through backprop-
agation leverages BPTT to efficiently implement its backward pass. Algorithm 6 outlines the details
of BPTT for the deterministic trajectory optimization problem. We remark that by making use of
the computation graph of Figure 4.2, BPTT can compute all the necessary gradients symbolically
at about the same computational cost of evaluating the underlying functions. In addition, it has
been demonstrated that symbolic differentiation can evaluate partial derivatives more accurately
and cheaply than methods that rely on numerical differences (Griewank et al., 1989). Finally, we

note that BPTT has space complexity in O((m + n)H) and average time complexity per time step
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in ©(n?), where H represents the truncated horizon and n and m are the size of the state and

action spaces, respectively (Williams and Zipser, 1995).

Algorithm 6: Backpropagation-Through-Time in Deterministic Control Problems

Input: DCP M = (X, U, f, g), trajectory 70.5 = (xo, w0, ,ug—1,2p), value function V'
Output: gradient of total cost VoV = (Vy,V, -+, Vu, V)

1V, V+0

2 fort=H—-1,...,0do

3 Vo,V Vug(xy, ) u=u, + Vuf (@, 0)|u=u, ViV ; > action value gradient
4 VoV Vag(x,ut) o=z, o + Vaf(x,ut)|e=z, VaV ; > state value gradient
5 return V,V

4.3 Limitations of Planning through Backpropagation

4.3.1 Vanishing and Exploding Gradients over Long Horizons

As discussed in the last section, BPTT computes an improvement direction by a simple back-
ward calculation, which can be seen as a direct application of a dynamic programming algorithm over
the space of gradients. Though computational efficient, this approach hides some potential problems
from the point of view of trajectory optimization. In this section, we unfold the dynamic program-

ming used in BPTT to analyze the interactions over long horizons between the Jacobians of the

transition function, V. f(z, ), and the value gradients, V, ,V (z;u). As usual, let G; = Zfi;l C;
denote the cost-to-go from time step t. Then, by the Markov property and the linearity of the

gradient operator, the action-value gradient is given by:
VaV(z;u) = —_—, (4.17)

where % denotes the partial derivative of the cost-to-go Gy with respect to action wuy, i.e., the rate
of change of the cumulative downstream cost when subsequent actions are kept fixed.
In order to evaluate the global importance of the action at time step ¢ in the computation of

the value gradient, we expand the term g—gtt in the following sum-of-products form:
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H-1
0G, 0
— = ; 4.18
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By rewriting the gradients in this form we can identify the temporal components, Bgfil’ from

which we loosely distinguish between long term and short term contributions, depending on whether

the condition ¢ < ¢ holds or not. By the chain rule of derivatives, we can observe that each temporal

component is given by the product of the Jacobians of the transition function, 83;;’ . Similarly to

the case where a product of i —¢ — 1 real numbers can diverge to infinity or shrink to zero as ¢ — oo

depending on its absolute value, a product of matrices can explode or vanish. It can be proven

that it is sufficient that p < 1, where p is the largest eigenvalue of the Jacobian matrix 8;;“:1, for

long-term components to decrease exponentially fast in the horizon, and conversely it is necessary
that p > 1 for the gradients to explode.

These numerical issues are behind the most important challenge for the application of BPTT
in long-horizon tasks (either in planning or supervised learning). In the literature of recurrent
models, such complications are know as the ezploding and the vanishing gradient problems and are
typically the culprit behind the difficulty of training RNNs (Bengio et al., 1993). As a matter of fact,
exploding gradients can lead to catastrophic failures due to uncontrolled divergences and vanishing
gradients can make it impossible to capture long-term dependencies present in the data, thus
leading to highly myopic models. Both the vanishing and the exploding gradient problems have been
extensively studied in deep learning. Besides from standard techniques of parameter regularization
and teacher forcing in neural network training, several solutions have been specifically proposed for
RNNS, e.g., specialized architectures such as Long-Short Term Memory (LSTM) (Greff et al., 2017)
or Gated Recurrent Networks (GRU) (Chung et al., 2014), gradient norm clipping and Jacobian
regularization (Pascanu et al., 2013).

For the case of trajectory optimization in continuous planning tasks, we observe that there is
an important class of domains for which BPTT does not exhibit pronounced vanishing gradients
for moderately large horizons (i.e., H < 1000). For instance, if the system dynamics is of the
general form z;11 = x; + ¢(x4,us), it has been shown empirically that the linear dependence on
x; keeps the largest determiner of the Jacobian 8%4;1 above one for most time steps assuming

¢(xy,ur) is a smooth function, thus limiting the effect of the vanishing gradients. At a closer look,
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the aforementioned general form of the dynamics has straight resemblance with the architecture of
LSTMs and residual neural networks (He et al., 2016; Veit et al., 2016; Zacemzadeh et al., 2018);
typical models in deep learning that can be trained for dozens or in some cases for hundreds
of layers / time steps. Additionally, we remark that in the case of recurrent models the natural
implementation of teacher forcing (i.e., setting the values of specific layers to given targets) naturally
lead to the notion of cost shaping (Ng et al., 1999), which for a number of problems can be easily
incorporated in the domain description.

Finally, concerning the exploding gradient problem, we remark that the simple solution of gradi-
ent clipping proposed by Pascanu et al. (2013) has been quite effective for the continuous problems

we consider in this thesis. Gradient clipping is implemented by using

VuV
IVaV]|

V.V = min(Gumax, || VaV]|) (4.24)

as a surrogate gradient where G« is a constant defined via experimental hyperparameter tuning.

4.3.2 Handling Continuous Action-Constrained Spaces

In most continuous planning tasks, it is usually the case that hard constraints apply to actions,
thus restricting the set of valid actions, u; € U(x¢). Therefore, in order to find feasible plans
such domains it is fundamental to find an efficient way to handle such constraints in gradient-
based planning approaches. At the very least, planning through backpropagation should be able to
accommodate actions whose range are an open, a closed or a half-open/half-closed interval of the
reals.

There are several alternatives for handling action constraints: penalty functions, constructive ap-
proaches based on squashing functions or action clipping, projected gradient descent, and projected
newton methods. Action clipping is the most basic alternative and is akin to transform the original
planning domain into another one with the actions unconstrained but with a transition and reward
functions that encompass an action preprocessing step that guarantees that an interval-based hard
constraint is always satisfied. Projected stochastic gradient descent (PSGD)(Nocedal and Wright,
1999) is a well-known descent method that can handle constrained optimization problems by pro-
jecting the parameters (actions) into a feasible range after each gradient update. In the case of
box-constrained actions, i.e., u; € [Uyn, Unax], Drojected gradient descent can be easily imple-
mented via clipped gradients. Squashing functions are also a natural option in deep learning and

by extension to planning through backpropagation. Typical activation functions used in neural net-

1 expT—exp T
14exp —x’ expzr+expx’

or the ReLU function, ReLU (z) = max(0, z), can be adapted to guarantee that the output will be

works such as the sigmoid function, o(z) = the hyperbolic tangent, tanh(x) =
limited in the valid range. Figure 4.4 shows the graphs of different kinds of activation functions.
We note that it is in general hard to characterize the effects of each of these alternatives in the
final performance as the technical details are domain-dependent. Therefore, in this thesis, unless
specifically noted otherwise, we subscribe to the solution based on squashing functions, but with a
minor addition. To avoid big changes in the norm of action gradients, g—ztt, we parametrize the actions

as per the function us: R — [uyn, unax] defined as follows for b = W, and w = Huatha

1
Ut(gt) =b + w tanh <w0t> . (425)
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Figure 4.4: Activation functions commonly used in parametric models in deep learning: planning through
backpropagation can leverage these nonlinearities to constructively impose box constraints in the action space.

Equation 4.25 allows to optimize the free parameters 6, while it keeps the values of actions
uy satisfying their box-constrained applicability requirements. We remark that for such squashing
function to work in practice, it is import to add a regularization loss over the norm of parameters
0, to avoid local minima induced by the saturation of the actions whenever 6; become too large in

absolute value.

4.3.3 Mitigating Local Optima

Planning through backpropagation is a trajectory optimization method based on gradient de-
scent. Henceforth, the best we can hope for is to obtain good local optima as its underlying opti-
mization is basically performing a local search on the space of plans. A simple mitigation solution
is to simultaneously run multiple parallel planners initialized with different candidate plans. We
note this is akin to random restarts, but with the advantage of the massive parallelization that
automatic differentiation libraries naturally allow (Abadi et al., 2016).

In addition, besides the previously discussed issues related to the vanishing and exploding gra-
dient problems, we observe that another difficulty may impact the convergence of planning through
backpropagation. The very nature of shooting methods that compose the transition function for

many time steps may make the optimization of long-horizon plans harder. We argue that, even

041
ozt

information flows without much hassle, the actions at the beginning of the trajectory may have a

in the rather benign case of norm-preserving state Jacobians (i.e.,

, = 1) where gradient

much prominent effect on the total cost, whenever immediate costs, g(z¢, u¢), are densely distributed
across time steps.

The practical consequence of the unbalanced effects on the norm of action gradients %—i’f is
that it can lead to an ill-conditioned optimization problem. In this case, if the planning horizon
is large enough, the basic version of the gradient descent optimizer may suffer from overshooting
the optimum and eventually never converge. It has been observed that such ill-conditioning issue is
likely to be more pronounced the larger the dimensionality of the parameters being optimized (in
the case of planning through propagation this amounts to the number of time steps multiplied by
the size of the action space). This problem is so pervasive in deep learning that several advanced
optimizers (Ruder, 2016) have been proposed to preprocess the gradients so that its norm is ap-
propriately normalized across the dimensions. In particular, RMSProp (Hinton et al., 2012b) and
Adam (Kingma and Ba, 2015) have shown to be robust enough to such ill-conditioning problems

in many trajectory optimization problems (Wu et al., 2017).
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For the purposes of the experiments in this thesis, we used the adaptive optimizer RMSProp
that implements momentum by dividing the learning rate n by an exponentially decaying average
of squared gradients, thus maintaining independent learning rates for each parameter, according to

the following equations:

Elg*) ) = 1Elg*J 1) + (1 = gl (4.26)
Okr1) = Oy + IE[Q? 9(k)> (4.27)
9°lk) T €

where g = VyJ(0) and € is a small non-negative smoothing term that avoids division by zero.

4.4 Experiments

4.4.1 Effectiveness of TensorPlan in Simple Problems

In this section, we investigate the empirical performance of planning through backpropagation
on three domains: (i) double integrator, (i) Navigation 2D, and (zi7) LQR problems. The main goal
with the experiments is to demonstrate the effectiveness of gradient-based planning in deterministic
nonlinear planning domains. We point out that in the experiments in this section all negative rewards

in the plots are to be interpreted as costs.

Double Integrator. The double integrator is a classic problem in discrete-time continuous control
in which a second-order system needs to be steered from an initial, unstable state to an equilibrium
state, i.e., the point 0, conventionally. It can be seen as an idealized model for motion control in
physical systems. For this particular example, we consider a 1-dimensional integrator model defined
as follows. The state variables, x; = (p¢, v¢), model the position and velocity of the system. The

control action u; applies an acceleration to the system changing its velocity:

Pt41 =Pt + v, (4.28)
Vt+1 = Ut + ug . (429)

Note that the action only influences the position indirectly, i.e., via integration over time; hence the
name double integrator. The action u; is bounded in the interval [—1.0,1.0].

Also, the cost function is given by the square distance to the position point 0 added to the
n-weighted square of the acceleration applied to the motion, a term typically associated with the

energy expenditure in physical systems:
g(xe,u) = P} +nui . (4.30)

We ran TensorPlan for the double integrator with initial state xg = (—1.0,0.0) and compare it
against a random baseline plan. We train a shooting plan with horizon H = 20 for 1000 iterations
with RMSProp optimizer with learning rate 2e-2 and batch size 256.

Figure 4.5 shows the performance of the random plan which very rapidly destabilizes the system.

In contrast, TensorPlan manages to steer the system towards its minimum cost state, i.e., the goal
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Random Policy (Double Integrator)
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Figure 4.5: Double Integrator: a single run of a random plan. The system is quickly destabilized. In the top
right chart, the velocity and the position of the system are given by the green and blue curves, respectively.

position in point 0. Figure 4.6 shows that the algorithm finds a plan that leads the system to
equilibrium in approximately 5 time steps. We can observe that as expected the plan obtained first
accelerates the system until a certain velocity threshold and then decelerates in accordance to the

inertia of the integrator.

TensorPlan (Double Integrator)
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Figure 4.6: Double Integrator: a single run of TensorPlan. The near optimal plan obtained via shooting
steers the system to the goal position in approximately 5 timesteps. In the top right chart, the velocity and
the position of the system are given by the green and blue curves, respectively.

Navigation 2D. In the Navigation 2D problem, we model a fixed-horizon path finding problem
(inspired by the formulation proposed in Faulwasser and Findeisen (2009)) in which an agent is
supposed to move from a start to a goal position while avoiding specific regions along its way. For
the purposes of demonstrating the ability of planning through backpropagation to handle nonlinear
dynamics and costs, we use a simplified vehicle dynamics discretized to simulation step h. Let
x = (¢, yt, 0t, v¢) be the state vector describing the 2D position, pos(xy,y;), the orientation 6;, and

the velocity v;. The action vector uy = (uf, u}) consists of the steering angle u? € [—m, 7| and the
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forward acceleration uj € [—1.0,1.0]. The system dynamics are given by the following equations:

Tp41 = x4 + hogsin(fy) | (4.31)
Y1 = Y¢ + hvgcos(by) , (4.32)
0r11 = 0; + hoal) | (4.33)
Vi1 = v + huy . (4.34)

We define the cost function g(xy,u;) in Equation 4.35. It promotes proximity to the goal posi-
tion, posgeal, while penalizing the paths that move close to the disallowed regions specified by the
parameters 7; and r;. In addition, we also penalize energy expenditure in order to discourage action

saturation and consequently to obtain smoothed trajectories.

pos(x, yy) — posi||?
_l y) — posil >+"7||u||2 (4.35)

g(Xt, ut) = ||p03($t7yt) - posgoal”2 + g 7 €XP < r
- 7
7

In addition to the double integrator, we benchmark TensorPlan against the 2-dimensional non-
linear Navigation problem as described above. Note that unlike in the previous experiment, the
Navigation problem exhibits a nonlinear transition dynamics and a more complex cost function
with additional conflicting terms to be optimized.

We ran the TensorPlan algorithm for 1000 iterations with RMSProp optimizer with learning
rate 2e-2 with batch size 256. We solved the problem for a fixed goal position, but varied the start
position to highlight different paths found by the planner. We have chosen appropriate horizons
for each start position, giving more time steps to distant starting points. Figure 4.7 shows how the
current best plan in the batch evolves along the training iterations. As expected, the planner finds

a near optimal path for each starting point whilst avoiding the high-cost regions.

# iterations = 10 # iterations = 100 # iterations = 1000

104 T i : 104

"

|

y coordinate
y coordinale
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2 0 2 4 6 8 10 12 2 0 2 4 € 8 10 12 2 o 2 4 3 8 10 12

Figure 4.7: Evolution of trajectories during training in Navigation 2D. The current best plan: (left) at the
very beginning of training, (middle) after 100 iterations, and (right) at convergence after 1000 iterations.

In order to compare the effects of the shooting formulation in Definition 4.1.2 to the collocation
formulation in Definition 4.1.3, we implemented a version of TensorPlan that optimizes the com-
putation graph given in Figure 4.3 instead of the one in Figure 4.2 by jointly minimizing the total
cost of the state-action trajectory, (x,u), and the dual penalty term for dynamics violation.

We ran the training for 3000 iterations with RMSProp optimizer with learning rate 5e-2 with
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batch size 256 and used a simple linear schedule for the dual variable \; ranging from 0.1 to 1000
in 3000 iterations. Figure 4.8 shows how a single trajectory evolves during training. We can observe
at the beginning of training that a randomly-generated initial state-action trajectory drastically
violates the dynamics constraints, meaning that the overall path is completely disconnected. After
a number of iterations, however, the cost of violating the dynamics dominates the total training cost
and forces the optimizer to sequentially connect all the states. Once the penalty term is minimized,
the optimizer manages to find a near optimal path towards the goal position, thus minimizing the
original cost function of the problem.

We remark that the hyperparameters used here were chosen to clearly separate the three dis-
tinct training phases illustrated in Figure 4.8 and that different hyperparameters can substantially
accelerate the training. Regardless, we point out that our main intent with this experiment is to
demonstrate an alternative to the shooting formulation as the underlying optimization formulation

that can be used in differentiable planning.
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Figure 4.8: Evolution of trajectories during training in Navigation 2D for the collocation method. (top row)
at beginning of training the dynamics constraints are violated leading to unconnected paths; (middle row)
after 200 iterations the dynamics are no longer violated and the overall trajectory starts to move towards the
goal; (bottom row) the optimization converges to a feasible plan that minimizes the total distance to the goal.

In addition the previous experiments, we provide a comparison across different training hyper-
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parameters to show the impact of learning rates and optimizers in the shooting formulation for the
Navigation 2D problem. In particular, we show in Figure 4.9 the effect of different values of learning
rates for the most used optimizers in Deep Learning (i.e., Adam, RMSprop, and SGD) in a setting
of limited training iterations (only 50 iterations). We can observe that the RMSProp optimizer
performs best among other optimizers in general. Specifically, we see that a very aggressive learning

rate (i.e., Ir=1e-1) can be used to obtain a very fast convergence in only 50 iterations.

Ir = 0.01, optimizer = Adam Ir = 0.01, optimizer = RMSProp Ir = 0.01, optimizer = SGD
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Figure 4.9: Optimization hyper-parameters: learning rate vs. optimizer (iterations=50)

To show the training behavior of the gradient-based planning algorithm, we plot in Figures 4.10
and 4.11 the training curves for a Navigation problem with start position xg = (0.0, 0.0). We observe
that for this particular problem the learning rate can be tuned around 0.1 for a smooth, but fast
convergence. We notice that the basic SGD optimizer attains a very sharp convergence, however,

this behavior should be avoided for more complex problems as it can easily lead to divergence.

4.4.2 Comparisons in Linear-Quadratic Tasks

In this section, we evaluate the performance of planning through backpropagation in LQR

problems, as described in Definition 2.2.7. We recall that the linear dynamics and the quadratic
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Figure 4.10: Navigation 2D: Training curves for different learning rates with the RMSProp optimizer: (left)
the loss function and (right) the total reward averaged across the batch (solid line corresponds to the mean
value, and transparent band to 1 standard deviation).
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Figure 4.11: Navigation2D: training curves for different optimizers with learning rate = le-1. (left) the
loss function and (right) the total reward averaged across the batch (solid line corresponds to the mean value,
and transparent band to 1 standard deviation).

cost function of LQR problems are given by the following equations:

f(z,u) = Az + Bu (4.36)
g(z,u) =2"Qx+u'Ru , (4.37)

where @ is a positive definite matrix and R is a positive semidefinite matrix.

For the empirical experiments, we synthetically generated LQR problems in the following fash-
ion. Let n and m be the number of the state and action dimensions, respectively. Let I,, be
the identity matrix of size n, N(n,m) be an n x m matrix of normally distributed elements

N;; ~ N(u = 0,0 = 1), ¢, be a control-cost coefficient, and h be the discretization step. The
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Table 4.1: Optimality Gap in LQR problems: comparison between trajectory optimization methods of shoot-
ing and collocation. Total cost is averaged over 50 problems and the optimality gap %A is the relative
difference w.r.t. to the optimal cost.

LQR Shooting Collocation
Instance Optimal Cost | Total Cost %A | Total Cost %A
n=5m=1 1.82211 1.82304 0.051 1.82301 0.049
n=>5 m=>5 1.24731 1.25538 0.647 1.25544  0.652
n=10,m=1 35.46004 35.46100 0.002 35.46081 0.002
n=10,m=>5 10.53660 10.56196 0.240 10.56542 0.273
n =10, m =10 1.32250 1.58230 19.64 1.54401 16.74
n=25 m=>5 25.17057 28.30125 12.43 28.74188 14.18
n =25 m=10 11.23706 12.31894 9.62 12.14420  8.07
n =25 m=25 1.91856 2.43143 26.73 2.46386 28.42

parameters of the LQR tasks were then generated as follows:

A=1,+hN(n,n) (4.38)
B = hN(n,m) (4.39)
Q = hl, (4.40)
R = ¢, hL,, (4.41)

Also, the initial state was sampled from the normal distribution, z¢g ~ N(n,1) and the actions

are bounded to the interval [—1, 1], and the horizon was fixed to 100 timesteps.

Optimality Gap. In this set of experiments, we ran both the shooting and the collocation version
of TensorPlan and compare them with the optimal plans obtained via the analytical LQR solution
obtained via the Riccati equations according to the Theorem 2.2.6. We generate 50 problems ac-
cording to the sampling procedure outlined above for each pair (n,m) and averaged the results. We
trained both trajectory optimization methods for 1000 iterations with RMSProp and with batch
size 256 and learning rate 3e-3. Table 4.1 shows the obtained results for several LQR instances.
We can observe that as the size of the LQR increases, the problem becomes harder for both opti-
mization formulations, starting at almost no optimality gap for smaller instances and going up to
26.73% and 28.42% gaps for the shooting and collocation methods, respectively. We remark that as
the number of actions m increases within the set of problems with the same number of states n, the

problem becomes more likely to be controllable? and therefore the total costs naturally decrease.

Trajectory analysis. In this experiment we analyze the near optimal trajectory obtained with
TensorPlan and compare it to the random plan and no-op plan baselines in order to give a sense of
how planning through backpropagation can deal with high-dimensional problems. To show results
we randomly chose an LQR problem with n = 50 and m = 40 and fix it for all results shown in
this section. Initially, we compare the behavior of the solution plan obtained via TensorPlan with

a no-op plan and a random plan. Figure 4.12a shows the state-action trajectory along with the

4There are a number of definitions of controllability in optimal control (Vinter and Vinter, 2010). Here, we consider
the basic definition that an LQR is controllable if a linear controller can steer the system to any desired state in a
fixed number of timesteps depending on the number of state variables.
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stage-wise cost and cumulative cost for the O-action plan, i.e., a sequence of no-ops. We can observe
that after 60 time steps the LQR system starts to divergence, meaning that the system is not
inherently stable. A similar observation can be made for the random plan as shown in Figure 4.12b.
In contrast to the no-op and random plan cases, TensorPlan manages to stabilized the system as it
can be seen in in Figure 4.12c. As a matter of fact, when planning through backpropagation is used,
a very complex sequence of actions can quickly regulate the system around its equilibrium. Note
that at the first glance the actions generated with TensorPlan seem quite random when visually
compared to the actions of the random plan. However, as it can be seen in the state trajectories, the
solution obtained manages to keep the state variables within the interval [-3.0, 3.0] for most of the
trajectory, whereas the states visited by the random plan diverges to more than 300 near the end of
the trajectory. Also, we notice the time-dependent character of the solution of TensorPlan as the last
actions are quickly reduced to zero to minimize its costs as the final states of an already-stabilized

system cannot diverge too much in a linear system as the LQR problem.

4.5 Conclusion

In this chapter, we introduced the idea of differentiable planning for deterministic sequential
decision-making problems in continuous spaces. The only requirement for the applicability of the
algorithms discussed here is that the system’s dynamics and cost function need to be differentiable,
thus implying a computation graph whose input parameters can be optimized via gradient descent
methods. We proposed to reinterpret the idea of planning through backpropagation as introduced
in Wu et al. (2017) in terms of trajectory optimization in optimal control. As a direct consequence,
we pointed out that the original implementation of TensorPlan is equivalent to solving the shooting
formulation via gradient descent and showed that we can obtain similar empirical results with the
alternative direct transcription formulation. Finally, we presented novel experiments for TensorPlan
in a 2D path finding problem and analyzed the optimality gap of planning through backpropagation
in LQR tasks, hinting that with the appropriate training hyperparameters the algorithm can be
arbitrarily close the optimal solution in such problems.

In the following chapter, we start to extend the ideas presented here to the more general setting

of stochastic nonlinear domains.
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Figure 4.12: Single run of LQR with n = 50 and m = 40: a trajectory comparison between a random plan,
the no-op plan, and the near-optimal plan generated by TensorPlan.
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Chapter 5

Training Deep Reactive Policies in

Stochastic Continuous Domains

In the last chapter, we discussed the framework of planning through backpropagation as a
promising model-based planning approach capable of handling domains exhibiting arbitrary non-
linear dynamics and cost functions, provided the underlying control problem could be completely
defined with differentiable functions. Though somewhat flexible in terms of the class of continuous
domains it can handle, the gradient-based planning formulation presented so far can only directly
handle deterministic systems, i.e., tasks that do not involve any notion of uncertainty, either in the
effects of the agent’s actions, as in a standard MDP, or in exogenous events or disturbances.

The goal of this chapter is to start extending the capabilities of planning through backprop-
agation to stochastic domains, i.e., to solve continuous MDP problems. Overall, the issue with
applying gradient-based trajectory optimization (and consequently planning through backpropaga-
tion) to stochastic domains is similar to the difficulties of applying deterministic planners to decision
problems under uncertainty: no single previously-planned sequence of actions can achieve an opti-
mal total cost in all situations. In other words, to solve sequential decision problems whose future
outcomes depend on the realization of random events, an agent needs a contingency mechanism to
be able to cope with unpredictable effects during execution.

Two natural solutions to implement such contingencies have been extensively studied in the Al
planning literature: (i) closed-loop policies and (ii) open-loop policies. Recall that a policy in the
context of a fully observable, perfect information problem is a simple mapping between states and
actions. A closed-loop policy is the final solution of an offline planning algorithm that attempts to
reason over the entire state space (or at least the relevant states w.r.t a set of optimal policies).
Unlike closed-loop policies, an open-loop policy is the incremental solution of a planning algorithm
that focus its computation on finding the best possible action for the current state, exclusively.
Therefore, closed-loop policies are typically obtained via offline planning and then deployed for on-
line execution without any further updates. In contrast, open-loop policies can only be implemented
in decision time, through the interleaving of planning and execution!.

Currently, state-of-the-art planners for finite horizons are in large part based upon online search
(Bonet and Geffner, 2012; Cui et al., 2015; Keller and Eyerich, 2012), thus implementing some form

In optimal control, closed-loop policies are akin to feedback controllers whereas open-loop policies are related to
model-predictive control.

71
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of open-loop policy. Even though capable of handling very large decision problems, such planners
usually need non-trivial computation time per decision step, which might make them difficult to
apply in practical settings requiring fast decisions. We postpone further discussions of a possible
online adaptation of planning through backpropagation to the next chapter. Additionally, it is
important to note that search-based planners currently can only be effective in handling domains
defined over discrete state and action spaces, therefore they are not directly applicable to the
stochastic continuous domains. This motivates our investigation of training reactive policies with
planning through backpropagation as a way to achieve fast decision-making in stochastic continuous
domains.

This chapter is organized as follows. We start the next section by presenting the method of
policy search via gradient-based optimization for training deep reactive policies in contrast to the
trajectory optimization formulation leveraged by planning through backpropagation in deterministic
domains. Following that, we address the modeling issues that naturally appears in any gradient-
based planning method that attempts to solve stochastic problems and the challenges associated
with approximation in policy space with deep reactive policies. We conclude the chapter with a
number of experiments and a preliminary investigation of the combination of deep reactive policies
with online planning that will naturally lead to the developments that shall be presented in the
next chapter. We remark that the exposition here is mostly based on our work (Bueno et al., 2019)

with some extended discussion and additional experiments.

5.1 Policy Search via Gradient-Based Optimization

As introduced in the previous section, an alternative to apply planning through backpropagation
to stochastic domains is to give up the idea of trajectory optimization in favor of more general
policy search methods. The overall approach of policy search via gradient-based optimization can

be summarized in the following steps:
1. explicitly encode a policy using a parametric function, my,
2. embed the policy 7y in a SCG approximating V7™ (zg),
3. define a suitable objective function J(€), and
4. optimize the policy parameters 6 via stochastic gradient descent over J(6).

Inspired by the recent successes in Deep Learning in perception tasks (Hinton et al., 2012a;
Krizhevsky et al., 2012; Sutskever et al., 2014), game applications (Mnih et al., 2013; Silver et al.,
2016), and other hard problems that arise in artificial intelligence and machine learning where large
datasets are available, we turn our attention to the use of deep neural networks as parametric
function approximators. We shall denominate the policies parametrized as neural networks in this
chapter by Deep Reactive Policies (DRPs) for reasons that we will discuss in the following sec-
tions. We notice that despite the remarkable recent applications of neural networks in computer
vision, speech recognition and other classification/regression tasks, control theory was historically
amongst the earliest adopters of such function approximators (Barto et al., 1983; Doncieux et al.,
2004; Narendra and Parthasarathy, 1990; Nguyen and Widrow, 1990; Rickard and Bartholomew,

1993) in complex nonlinear systems. At least from a high-level point of view, these results motivate
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the investigation of neural networks for planning given their demonstrated capabilities in inducing
powerful domain-independent features.

The theoretical challenge in training neural networks to approximate optimal policies lies in
the fact that the data needed to optimize a possibly large set of parameters is somewhat harder
to obtain in contrast to the traditional static setting in supervised learning. Indeed, a DRP must
operate not on i.i.d. samples, but should be able to exploit a learning signal defined on temporally-
correlated data that is usually generated in a closed-loop system. This dynamic optimization setting
can easily amplify over time existing approximation and sampling errors and consequently cause
severe instabilities during training. Another challenge is the fact that in high-dimensional continuous
state spaces, there is always a real risk to over-fitting and poor generalization since only a very
small subset of relevant states can be typically visited in simulation. Therefore, we remark that
the successful application of DRPs in stochastic continuous planning problems is not due to the
blind application of off-the-shelf tools and deep learning architectures, but necessitates specialized
training procedures where the dataset of trajectories and the network parameters are optimized

together.
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Figure 5.1: Stochastic computation graph of an MDP and DRP: the node G represents the total return
obtained by unrolling in time the transition probability, p(-|xs, ut), and cost function, g(xt,us), for the DRP
mg. Rounded and squared nodes represent stochastic and deterministic nodes.

5.1.1 Monte-Carlo Simulations

In this chapter, we explore a class of solutions to the dynamic optimization of parametric policies
that are based on Monte-Carlo simulations. The key observation is that the stochastic sequential
decision-making problems we will interested in solving can be naturally represented as the SCG
shown in Figure 5.1. In comparison with Figure 4.2 for the deterministic control problem solved
in the previous chapter, we notice three important changes: (1) the transition is now stochastic,
(2) we now optimize a policy (i.e., a mapping between states to actions), and (3) the optimization
parameters # are now shared across the timesteps representing a stationary policy. From the view-
point of SCGs, the interpretation is that a recursive composition of the dynamics and the policy

parametrized as a DRP can symbolically implement a random return G = ), g(, mg(x¢)) that
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can in turn be aggregated through Monte-Carlo integration to estimate a performance metric of the
current policy. In the simplest case, we can consider the Monte-Carlo approximation of the value

function of the start state, zg, for the current policy, 7g:
1 o
V7 (20) = Bry [Glao] & Z; G . (5.1)
1=

We note that, in principle, any non-increasing function of the value function V™ could be used
as a surrogate objective function J(#). Specifically, for the particular kinds of cost-based problems

we are interested in this thesis, we use the Mean-Square Error (MSE):

J(0) = MSE[V™ (2),0] = E

H-1 2
(Z g(xt,ﬂ'g(xt)>] : (5.2)

t=0

The MSE objective function can considerably accelerate the optimization process as the gradi-
ents of the objective function w.r.t. the policy parameters will have their norms conveniently scaled
up in the beginning of the training when the total cost is most-likely far from its minimum value.
Moreover, we shall use Monte-Carlo sampling as a tractable approximation of the expectation in

the objective function:

) | Noa-d 2
J(0) = J(0) = (N Z 9($i,t,7fe(33i,t)> , (5.3)

where ¢ is the index of the state-action trajectory, N is the number of trajectories, ¢ is the time
step and H is the horizon. In order to optimize the policy parameters € in the SCG of Figure 5.1,

we shall use an optimization method based on stochastic gradient descent:

01y = Oy — 1 Vo (0)lo=0,,,, (5.4)

where 7 is the learning rate.

Algorithm 7: Planning through Backpropagation with Deep Reactive Policies

Input: MDP M, start state Z, horizon H, number of trajectories N, iterations K
Output: policy mg ~ 7*

1 Mz < RE-PARAMETRIZATION(M) ; > SCG
2 Ty ~ q(Rd) : > Policy initialization
3 fork=0,..., K—1do

4 fort=0,...,N—1do

5 Sample noise £ € =2

6 L (78 g, G') — FORWARD(Mz, 7, 9, €) ; > Simulation
7 J(0) + Efil (Gi)2 ; > Monte-Carlo approximation
8 Vo J(0) + BACKWARD (0.7, J (0)) ; > Backpropagation-Through—-Time
9 0+ UPDATE(Q,ng) ; > Optimization

10 return my
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5.2 Backpropagating Gradients in Stochastic Computation Graphs

At this point, the only remaining question is how to obtain the performance gradient Vg.J (0) as
the backpropagation-through-time algorithm can only operate in deterministic computation graphs
according to the discussion in Chapter 3. For that matter, we will discuss in the next section
how a pathwise gradient estimator can be derived for a particular class of MDPs, thus leading
to an efficient implementation of the backward pass step of the Algorithm 7. We subsequently
discuss the formulation of exogenous Markov Decision Processes (X-MDPs) as a generalization of
the re-parametrization trick that will allow DRPs to be trained by gradient-based planning for an
important class of stochastic nonlinear domains.

Before we proceed to the next section, notice that the overall structure of the Algorithm 7 for
training DRPs follows the general framework of differentiable planning as first outlined in Algorithm
5, except that the original MDP is initially re-parametrized, the simulation step first sample the
noise variables £ before running the forward pass in the SCG, and the objective function is now

given by the Monte-Carlo approximation J.

5.2.1 Re-Parametrization Trick

Policy search via gradient-based optimization relies on the fact that a differentiable model of
the system dynamics and cost functions is available. In this case, a backpropagation-through-time
algorithm can be derived to estimate a descent direction to update the policy’s parameters. An
important complication, however, is that the chain rule of derivatives can only be propagated
along deterministic paths in the underlying SCG of the MDP which in principle disallows a direct
estimation of the gradient of an expected return, e.g., VgEr, [G|zo].

Indeed, if we recall the semantics of a stochastic node in the computation graph, we can conclude
that it may not be possible to obtain the gradient of a stochastic node’s sample w.r.t. its input
parameters for arbitrary distributions. As an example, consider a categorical distribution over k
values parametrized by logits p € RF. It is a known fact that there is no easy way to obtain
unbiased gradients as a categorical discrete sample is a discontinuous function of the logits?.

However, there is an important class of continuous distributions for which differentiable sam-
pling schemes have been successfully derived (Mohamed et al., 2020). According to the litera-
ture of machine learning, we say that such distributions leverage the so-called re-parametrization
trick (Kingma and Welling, 2014). Formally speaking, we say that a distribution p(y|¢) is re-
parametrizable if there exist (i) a function z(-;¢) differentiable in the parameters ¢, and (i7)
a canonical distribution pe(-) independent of y and ¢ such as a sample of the random variable

y ~ p(-|¢) can be obtained by the following equivalent sampling process:

y~p(lo) & y=2(&0), §~pel) - (5.5)
A classical example is the Gaussian distribution that can naturally be re-parametrized as:

y~N(lp,o) & y=p+o& {~N(0,1). (5.6)

2We note that continuous relaxations of categorical distribution (Jang et al., 2017; Maddison et al., 2017) have
been proposed to obtain gradient estimators of categorical random variables, however, these gradients are only
unbiased in the limit and typically exhibit high variance.
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Figure 5.2: Re-parameterization trick applied to the SCG of an MDP: the source of randomness in the
transitions is now independent of the previous states and actions, and as a result, the next state xy41 becomes
deterministically-defined by the previous state x, the current action recommended by the policy uy = mo(xy),
and the external noise variable &;.

5.2.2 Pathwise Gradient Estimator

The important property of the re-parametrization trick, as illustrated above for the Gaussian
random variable, is the fact that it implements an equivalent sampling procedure through a deter-
ministic and differentiable sequence of transformations over an independent source of randomness.
Henceforth, it becomes possible to simply backpropagates the gradient computation through the
sampling procedure itself in order to obtain a pathwise gradient estimator (Figurnov et al., 2018;
Jankowiak and Obermeyer, 2018; Ruiz et al., 2016).

Consequently, if we assume that the dynamics of an MDP is defined by a re-parametrizable
distribution, i.e., z441 ~ p(:|ze, mo(xt)) < w41 = f(x4, 79, &), where & ~ p(+) in an independent
random noise, then we can transform the SCG of Figure 5.1 into the equivalent SCG of Figure
5.2. It becomes clear that after the application of the re-parametrization trick, a backpropagation-
through-time algorithm can now be directly applied to the MDP as all the paths in its computation
graph from the policy parameters 6 to the return G do not contain stochastic nodes.

Algebraically speaking, the pathwise gradient estimator applied to an MDP whose dynamics is
re-parametrizable implies that the gradient of the expected return can be obtained by pushing the

gradient operator inside the expectation:
H-1
VoV = VoEq, , | mp(-wemo () [Z g(xzy, mo() ] (5.7)
t=0

H-1
Vo D gla, ()

t=0

=E¢,p() Tt+1 = f(l‘t,ﬂaaft)] : (5.8)

We remark that the swapping between the operators of expectation and the gradient is sound

only because, after the reparametrization, the distribution the expectation is taken with respect to
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no longer depends on any random variables that are directly or indirectly dependent on the policy

parameters 6. This is essentially the same result developed in Section 3.2.2.

5.3 Exogenous Markov Decision Process

From the viewpoint of backpropagation-through-time, the main benefit of the re-parametrization
trick is that the gradient of the policy performance can be back-propagated through the dynamics as
the source of randomness is now external and independent of the states and actions. In other words,
we can therefore pre-sample all random variables & in the SCG of Figure 5.2 before committing to
selecting actions. This is in close connection to the idea first proposed in the PEGASUS (Policy
Evaluation-of-Goodness And Search Using Scenario) (Ng and Jordan, 2000) algorithm of reducing
the original (PO)MDP problem to a deterministic simulative model in which all the uncertainty
is specified in the initial state distribution. In PEGASUS, the state space is augmented with the
additional noise variables pre-sampled, Z; = (x4, &), and the transition consumes the current
noise instantiation &; inducing a deterministic next state, 441 = (f (2, ue, &),y Eer1:1)-

The natural interpretation of the re-parametrization in the context of sequential decision-making
sudden becomes clear: the pre-sampled noise variables define a simulation scenario for the decision
process. Hence, the goal of an optimal policy is to find a set of contingencies for all possible scenarios
given by the valid instantiations of the noise variables &y.z7. In addition, it is now possible to notice
that it is not necessary that an external noise variable & be completely independent from all other
variables in the computation graph. Indeed, the key requirement is that the noise variables forming
the simulation scenario must only be independent from the effects of the actions recommended by
the policy. In other words, policy search via gradient-based optimization can be applied to the more
general class of X-MDP models, i.e., decision processes in which the uncertainty in transitions is

defined by an exogenous event process. Definition 5.3.1 formalizes the components of an X-MDP3.

Definition 5.3.1. (Exogenous Markov Decision Process) An X-MDP is defined by the tuple

== (X,U,E,p=, f,9,8), where X CR" is the state space, U C R™ is the action space, = C RP
is the noise space, p=: & — P(E) is the noise process distribution, f: X x U x = — X is the
transition function, g: X x U — R s the cost function, and T is a start state. Additionally, we
denote by U(z) C U the set of valid actions in state x.

Figure 5.3 shows the SCG of an X-MDP. Notice that there are no paths from the policy pa-
rameters 6 to the trajectory return G that goes through the random noise variables & implying
that gradients can flow directly through the system’s dynamics therefore allowing backpropagation-

through-time to be used to optimize the policy.

5.4 Approximation in Policy Space with Deep Reactive Policies

Policy search via gradient-based optimization with Deep Reactive Policies is an example of an
approximation in policy space method. Initially, a random, most-likely low-performance policy is

instantiated. Then, several derived policies are generated in turn through a sequence of hopefully

3We adapt the terminology of X-MDPs that was initially proposed in the context of anticipatory sampling methods
in operations research (Mercier, 2009; Mercier and Hentenryck, 2007).
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Figure 5.3: Stochastic computation graph of an X-MDP: the state trajectory x; is induced by the actions
recommended by the policy g and by the external scenario specified by the realization of the exogenous
random process, &41 ~ p(-|&)-

improving iterations. Practically speaking, in the current context, a sequence of policy parameters
6% for k =0,1,--- , K — 1, is obtained by gradient descent steps over the surrogate objective J ().

As for any approximation in policy space algorithm, special care must be taken to define the class
of policies over which the sequential optimization must be performed. We notice that representing
a policy by different parametric functions can have considerable impact both on the training time
and in the capacity of approximating the optimal behavior in the given MDP. Of course, a number
of alternatives can be used in the context of policy search via gradient-based optimization. Usual
choices vary from simple linear models to radial basis functions and deep neural nets. The only
hard requirements are that the parametric policy must be quickly evaluated to select an action and
that the function’s outputs must be differentiable w.r.t. its parameters for all input states.

For the purposes of this chapter, we focus on the use of Deep Reactive Policies as the function
approximator of choice for the parametrization of policies. Generally speaking, a reactive policy is
a model that attempts to explicitly represent a mapping from states to actions. It should therefore
be an efficient mechanism to select a valid action given any valid state. Additionally, we denote by
a deep policy any deep learning-based model built from the stacked layers of feed-forward neural
nets or other differentiable architectures.

Figure 5.4 shows the graphical representation of a deep feed-forward neural net whose input
is the state vector z; and output is the action vector u;. The hidden layers of the policy network
typically use ReLU-based units for improved convergence, except the last layer that might use
specialized action layers based on an squashing function (e.g., the tanh activation function) to

constrain the set of valid actions:

. RELUW by + b)), [1=1,---,[—1 (5.92)
U w(tanh (Wi by + 1)), [=L . (5.9b)
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Figure 5.4: A neural network representation of a DRP: the input layer of the policy network corresponds
to the current state, xy, and the output layer corresponds to the action variables, u;.

Currently, most works on DRPs in Al planning have focused on discrete stochastic policies
(Groshev et al., 2018; Issakkimuthu et al., 2015; Toyer et al., 2018). Instead, we recall that our aim
here is to train continuous deterministic DRPs. Even though the general idea of an efficient action
selection mechanism enabling fast decision-making remains the same, some special care is needed
in order to extend DRPs to continuous domains. In particular, we identify the need for handling

action constraints and state normalization in order to obtain well-behaved gradients.

5.4.1 Box-Constrained Action Spaces

It is common in continuous action spaces to constrain the valid values of the action fluents.
Therefore, at the very least, a DRP should be able to accommodate action fluents whose range are
either an open, a closed or a half-open/half-closed interval of the reals. An alternative to constrain
uy = mg(x¢) to be within the bounds [1, u] is to apply a transformation on the logits z* of the output
layer of the DRP such that:

)
(lgu) + @ tanh(z(1), if 1> —oco and u < 400
() 1+ exp(z(L))7 if 1> —00andu=+c0 (5.10)
T\Tt) = .
u —exp (—z(1)), if 1=—o00andu< +oo
2D otherwise,

\

where tanh is the hyperbolic tangent squashing function and 1 and u denote lower and upper bound

vectors, respectively.

5.4.2 State Normalization

In addition to handle continuous outputs representing continuous action fluents, a DRP in
continuous domains shall pay special attention to the range of the state fluents. It is a well-known
issue in training neural nets that the distribution of a layer’s activation can vary widely as a
function of its previous inputs, which can significantly slow down the training, especially in the
case of saturating nonlinearities. This phenomenon often referred to as internal covariate shift can
be particularly pronounced in DRPs for continuous spaces given that state fluents can vary by

many orders of magnitude, which is in direct contrast to discrete domains that typically deal with
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state boolean variables. Recently, layer normalization (Ba et al., 2016b) addressed this issue by
normalizing the summed inputs of a given layer. Its effects are to re-center and re-scale the inputs
by using simple statistics of the distribution of activations:
hO = ¢ (i(zu) oM +b) ’ (5.11)
o®
where g and b the gain and bias parameters of the same dimension as A, and ) and o) are the

empirical mean and standard deviation of the pre-activations z(1).

5.5 Experiments

5.5.1 Training Performance

Benchmarks. We extended three domains previously proposed in Wu et al. (2017), i.e., Naviga-
tion (Faulwasser and Findeisen, 2009), HVAC (Agarwal et al., 2010), and Reservoir Control (Yeh,
1985)) in order to incorporate stochastic transitions and additional nonlinearities with the overall
goal of making the problems more appealing and challenging to our proposed approach.
Navigation is a path planning problem in a 2-dimensional space in which an agent is supposed
to get to a goal position from a start position as fast as possible while avoiding deceleration zones.
The position of the agent at timestep ¢ is given by the state variable z; € R2. The agent’s movement

is given by the action fluent u; € [—1,1]2. The dynamics of the agent’s movement is defined by:

2
A= 1, 5.12
I =m—m o1
Omax
Top1 ~ N(p =2 + Mug, 0 = —=|Jug|) (5.13)

V2

where each deceleration zone j is characterized by its center position ¢; and decay constant «;, and
its effect depends upon the Euclidean distance between its center and the agent’s position. The joint
deceleration factor A is given by the multiplicative effect of each independent deceleration zone. The

cost function is simply the Euclidian distance from the current position to the goal position:
Cr = ||rt — Tooacl|2 - (5.14)

HVAC is a centralized continuous decision task in which the objective is to control the temper-
ature of multiple rooms within a comfortable range subject to energy costs. The transition dynamics
is defined by the nonlinear heat transfer through walls between adjacent spaces (e.g., rooms, hall-
way, or outside area). Each room i has a state variable §; € R denoting its temperature at timestep
t. The action ui € [0, umax| corresponds to the volume of heated air sent via vent actuation to room

i at each timestep t. The transition function of the problem is given by the following dependencies:

559 o N (iout, Tout) (5.15)

1 =0l A N (e = uf(0a = 61),0a) + Y Nuig = (6] = 6))% /135, 035), (5.16)
ADJ(i,5)

where J, is the temperature of the air being sent by the central actuator and r;; is the thermal
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resistance between room ¢ and the adjacent space j. Standard deviations o, and o0;; are constants
of the domain. The cost function takes into consideration the temperature comfort zone [I°, u?] of

each room ¢ and the energy cost k:

Cr=>Y_

(]

(I + u?)

5t —
t 2

+ kul .

Reservoir Control is a system to maintain the level of interconnected water reservoirs within a

nominal range. Each reservoir i has a state fluent denoting its level I{ € [0, 12

, 1! .«] and a corresponding

action fluent u} related to the water flow to a downstream reservoir (or to the sea). Note that even
though a given reservoir has a single downstream reservoir, it can have zero or more upstream

reservoirs. The dynamics of the system is given by the following dependencies:

7t ~ Gamma(k, o),

;N 2
. 4 /i
e; = 0.5log(l; + 1) <1i L > :

max

liH:max(O, li4ri — el —ul + Z ai),
DOWN(j, i)

where 7¢ and e! denote the rain and evaporation over reservoir i, and DOWN(j,) is a topology

predicate indicating reservoir ¢ is the downstream reservoir of j. The cost function is such that a

penalty is given for each reservoir out of its nominal range:
5lower(lfnin - l§)2 if l% < linin’

Ct = Z 5UPper(l§nax - lzzf)Q if lllf > lfnax’

’ 0 otherwise.

DRP architectures. As there is an unbounded number of architectures to investigate, we set
ourselves to evaluate two architectures representatives of distinct classes of models. The first DRP,
denoted “tf-mdp (1)", is a shallow, but wide model. The second model, denoted “tf-mdp (2)", is a
deep, but narrow model. Table 5.1 shows the number of hidden layers and units in each layer. In both
models, we use the ELU activation function (Clevert et al., 2015) and layer normalization (Ba et al.,

2016a) in the input layer. Table 5.2 shows the number of parameters for each model /architecture.

Table 5.1: DRP architectures

DRP Hidden Layers | Number of Units
tf-mdp (1) 1 2048
tf-mdp (2) 4 256, 128, 64, 32

Implementation We implemented tf-mdp in TensorFlow (Abadi et al., 2016).* We specified the
domains/instances using RDDL (Relational Dynamic Influence Diagram Language) (Sanner, 2010)
and compiled the models to stochastic computation graphs in TensorFlow using a compiler specif-

ically built for this work.® We conducted all experiments on a single 2.4 GHz Intel Core i5 8GB

“https://github.com/thiagopbueno/tf-mdp
Shttps://github.com /thiagopbueno /rdd12tf


https://github.com/thiagopbueno/tf-mdp
https://github.com/thiagopbueno/rddl2tf
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Table 5.2: Number of parameters per domain/instance

Domain | tf-plan | tf-mdp (1) | tf-mdp (2)
Nav2 40 10,246 44,070
HVAC3 120 14,345 44,361
HVAC6 240 26,642 45,234
Res10 400 43,038 46,398
Res20 800 84,028 49,308
Res30 1,200 125,018 52,218

RAM machine.

Methodology. Training neural nets and especially deep neural nets such as DRPs can be espe-
cially sensitive to the choice of training hyperparameters (e.g., learning rate, batch size, number of
training epochs). Our objective with the experiments is not necessarily to achieve the best possible
outcome by carefully fine-tuning hyperparameters, but instead to provide a reasonable comparison
between the models. Hence, we selected the sensible default values shown in Table 5.3 and fix them

for all training runs.

Table 5.3: Training hyperparameters for tf-mdp

Domain | Batch | Learning rate | Epochs | Horizon
Nav 256 0.001 200 20
HVAC 256 0.0001 200 40
Res 256 0.001 200 40

We report average and standard deviation values over 10 training runs for each model/archi-
tecture in terms of quality of solution (i.e., average total cost from start state) and computational
times. Additionally, in order to avoid hazardous fluctuations and divergences during training, we
keep the best policy so far as a way to smooth out the gradient-based policy search. We compare the
results of “tf-mdp (1)” and “tf-mdp (2)” to an online extension of tf-plan implemented as an open-
loop feedback controller that attempts to optimize the average of sampled state-action trajectories.
We run tf-plan for 10 and 25 training epochs per timestep, denoted “tf-plan (10)” and “tf-plan (25)”
, respectively. Note that 10 and 25 training epochs per step of tf-plan corresponds to 4 and 10 times
the total number of training epochs given to tf-mdp. We benchmark the results for the following
domains/instances: Nav2 (Navigation with 2 deceleration zones), HVAC3 (3 rooms) and HVAC6 (6
rooms), and Res10/20/30 (Reservoir Control with 10, 20 and 30 reservoirs, respectively).

Results. Figures 5.5a, 5.5b and 5.5¢ show that DRPs can achieve comparable or better results
than the online tf-plan planner. Additionally, we notice that tf-mdp (2) (i.e., deep and narrow DRP)
performed better in Navigation and HVAC problems. However, tf-mdp (1) (i.e., shallow and wide
DRP) was able to achieve better results for the number of training epochs pre-defined in Reservoir
instances, even though it seems that tf-mdp (2) would be able to catch up if more training epochs
were given. Also, we observe that for bigger problems in the Reservoir Control domain (as shown

in Figure 5.5¢), both architectures presented a considerable variance across different training runs
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Figure 5.5: DRP training: average total cost vs. training time
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5.5.2 Inference and Total Computing Time

Tables 5.4 and 5.5 show the empirical time estimates of inference (i.e., average time to compute
the next action) and total computing time for each model and domain instance. We can observe that
the average inference time of tf-mdp is within a fraction of the time required by the online planner
tf-plan, which empirically validates the claim that DRPs can be useful for fast decision-making.
Note that tf-mdp is on average 5 orders of magnitude faster than tf-plan in terms of inference time.
Also, even when amortizing the offline computational cost over the timesteps of the horizon, tf-mdp

remains competitive in terms of total computing time.

Domain | tf-plan (10) | tf-plan (25) | tf-mdp (1) | tf-mdp (2)
Nav2 1.24+0.2 1.7+ 0.3 2.4-107° 1.8-107°
HVAC3 3.24+0.3 4.54+0.5 2.3-107° 1.6-107°
HVAC6 3.6+0.5 51+1.3 3.2-107° 1.9-107°
Res10 29405 4.1+0.2 3.2-107° 2.6-107°
Res20 4.84+0.3 7.3+2.2 3.8-107° 3.2-107°
Res30 74+1.5 14.6 +6.1 5.5-107° 4.1-107°
Table 5.4: Average inference time per step (sec)
Domain | tf-plan (10) | tf-plan (25) | tf-mdp (1) | tf-mdp (2)
Nav2 26.6 +1.9 34.2+23 354+1.7 24.8+1.0
HVAC3 126.4 + 2.8 183.6 4.7 138.3 + 2.2 93.0+2.5
HVAC6 138.9 + 3.7 198.8 + 6.5 150.5+ 1.7 | 106.4 + 2.7
Res10 1177+ 2.8 164.0 £ 4.7 190.7+3.4 | 134.9+4.5
Res20 194.4 4+ 3.6 295.6 £ 5.6 233.2+4.7 | 161.44+2.7
Res30 296.3 £4.5 587.7 £ 5.8 3449+ 3.1 | 2441437

Table 5.5: Total computing time (sec)

5.5.3 Trajectory Analysis

In this section, we analyze the state-action trajectory generated by DRPs for the problem
of Reservoir Control. Our goal is to show that complex nonlinear parametric approximators can
implement complex policies in a factored X-MDP. We train a 2-layer DRP with 256 units and ELU
activation with RMSProp with learning rate le-3 and batch size 256 for 1000 iterations and we
analyze the results in three settings of a reservoir control problem: (a) 5 reservoirs with initial level
all below the nominal range (i.e., underflow), (b) 5 reservoirs with initial level all above the nominal
range (i.e., overflow), and (¢) 10 reservoirs with half of the reservoirs in overflow and the other
half in underflow. In all instances we consider a linear topology for the interconnection between the
reservoirs, i.e., each reservoir has at a single upstream and a single downstream reservoir, except the
first reservoir which does not have an upstream connection and the last one with no downstream
neighbor. We notice that in this set of experiments we subscribe to a simple rainfall model based
on independent Gamma random variables with the same mean and variance across all reservoirs.
A sample path of the corresponding exogenous random process is shown in Figure 5.6.

Figure 5.7 shows a sample of typical trajectories of a trained DRP as described above. We can
observe that the reactive policy manages to control each reservoir level as expected in order to steer

the system to its nominal range of operation [50.0,60.0]. Notice how the difference in the scale of
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Figure 5.6: Rainfall (5 reservoirs): sample of a random trajectory of the exogenous event variables.

the actions is related to the topology of the problem. As a matter of fact, the 4th reservoir (the last
in the linear chain) has to have a larger outflow in comparison to the 1st reservoir (the first in the
topology) as all previous reservoirs have to move water downstream, which tends to overflow the
last reservoir. In addition, we can observe that regardless of the initial level of each reservoir the
DRP properly handles the regulation process obtaining convergence to the nominal range after 20

time steps as shown in the in Figure 5.7c.

5.6 Conclusion

In this chapter, we investigated a promising approach for optimizing DRPs by leveraging non-
convex optimization techniques commonly used in Deep Learning, but not frequently applied to
AT planning. We presented a gradient-based optimization approach for training DRPs that exploits
the re-parameterization of the stochastic computation graph of MDPs. We focused on continuous
stochastic domains with concurrent actions and exogenous events exhibiting nonlinear transition
and cost functions. We presented the results published in (Bueno et al., 2019) and showed that
training large DRPs with hundred of thousands of continuous action parameters can be carried
out within minutes without the need of high-performance hardware. Finally, comparing the DRPs
trained by our approach with online state-of-the-art gradient-based planners, we observed a speedup
of several orders of magnitude on the time to select actions, which highlights the potential of DRPs
for fast decision-making in continuous domains.

In the next section, we shall continue our investigation of ways to extend planning through
backpropagation to stochastic domains. In particular, we will study the sequential decision-making
problem from the viewpoint of online planning, i.e., the setting where we interleave planning and
execution steps and forgo the idea of training an explicitly-represented policy, such as a DRP, in

favor of focusing the computation solely on the next best action to take for a given current state.
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Figure 5.7: Reservoir Control: Performance of a DRP in different initial conditions: (a) underflow of all
reservoirs, (b) overflow of all reservoirs, and (c) mized underflow and overflow.



Chapter 6
Stochastic Online Planning

Stochastic planning methods address sequential decision-making problems under uncertainty by
computing a policy, i.e., a mapping from states to actions (Boutilier et al., 1995). In cases where
the policy is explicitly represented, the planning task can be typically solved by offline approaches,
i.e., an agent uses all the available computational budget to reason and plan before executing
any action in the system. Deep Reactive Policies (DRPs) (Bueno et al., 2019) can be learned for
problems in which all probability distributions are amenable to be reparametrized thus allowing
gradients to flow through the transition model (Chapter 5). We remark that training a DRP via
planning through backpropagation is an offline method that requires a priori knowledge of a good
policy representation and a fixed planning horizon which are hyperparameters that need to be
defined in advance. In addition, attempting to optimize such a policy in continuous state spaces
can eventually become difficult as its performance is intrinsically dependent on the generalization
capacity of the function approximator used and offline training might not be able to train the policy
to be robust to rare but important random exogenous events.

An alternative solution to solving stochastic planning tasks in continuous domains is therefore to
avoid the explicit representation of the policy and compute actions on the fly. This overall approach
is known as online planning and it leads to methods that interleave planning and execution. The
key observation is that every time an agent reaches a newly-visited state, it will plan accordingly,
thus striking a trade-off between fast decision-making and quality of action.

Unlike in the case of training Deep Reactive Policies as discussed in the previous chapter, we
focus here on extending planning through backpropagation to handle stochastic domains, but in the
context of online planning. Our key observation is that the re-parameterization trick does not only
make it possible to estimate gradients in stochastic computation graphs, a vital part of the planning
through backpropagation formulation, but also allows to derive relaxations of the planning task via
anticipatory sampling techniques. In this context, we investigate the opportunities and challenges of
combining gradient-based optimization and online algorithms based on certainty-equivalent control,
hindsight optimization, and primal-dual information relazation. This chapter is organized as follows.
First, we lay out the overall framework of online planning and its underlying plan-execute-monitor
cycle and start investigating basic methods based on the principle of certainty-equivalent control.
Next, we adapt the formulation of anticipatory sampling to our specific setting of gradient-based
planning and discuss important issues related to different information relaxation schemes used as
problem approximation. Finally, we introduce a version of the rollout algorithm that allows to

integrate previously-trained DRPs with online planning through backpropagation.

87
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6.1 Plan-Execute-Monitor

Online planning! is typically implemented by a 3-phase process. First, an agent gets to observe
the current state x; and then leverages its internal dynamics model to plan the next action to take.
Once the planning procedure is terminated, an action w; is selected for execution in the system.
Finally, the agent monitors the next state x;y1 and the process restarts. The combined process of
interleaving planning and execution is known as the Plan-Ezecute-Monitor cycle and is outlined in
the Algorithm 8.

Algorithm 8: Online Planning
Input: MDP M, start state Z, number of trials /N, task horizon H, planning horizon T’
Output: state-action trajectory 7, average return G
fori=0,...,N—1do
G0
XTo— T
7t (20)
e {)
fort=0,...,H—1do
ub < PLAN(M, 2%, T, T)
Ty11, ¢+ EXECUTE(M, u})
T <+ MONITOR(M, ug, xy, )
10 G'+— G+ ¢
11 T (7% g, 2l )

© 0 N O Ok W=

5, 1 \N-1
12 G+ sz':o 'G’
13 return G, {7'}

Online planning is based on the idea of forward lookahead from the current state. Specifically,
by focusing the planning step over the possible future trajectories rooted at the current state, an
agent can amortize the computational cost over many decision stages and also eventually control
how much time is spent on each state based on previous computations. For instance, if an agent
first computes a short-term near-optimal trajectory and temporarily maintains it in memory as
candidate trajectory for the subsequent steps, then it can decide whether or not it makes sense
to replan from scratch or reuse the previously-computed action at the current decision state. In
Algorithm 8, the MONITOR procedure illustrates this possibility.

It is important to note that online methods naturally avoid unnecessary global exploration of
the state space as only the actions for the visited states need to be computed. In other words,
by postponing to commit to an action to the last minute, online planning circumvents the need
to explicitly represent a policy function. Additionally, we remark that algorithms based on the
plan-execute-monitor may be more robust when compared to other approximate offline planning
algorithms in the case of rare events never seen during offline training as the online nature allow

some degree of on-the-fly adaptability.

1The overall idea of online planning is closely related to receding-horizon and model-predictive control, albeit with
different solution techniques.



6.2 CERTAINTY-EQUIVALENT CONTROL 89

6.2 Certainty-Equivalent Control

Certainty-Equivalent Control (CEC) (Van de Water and Willems, 1981) approximates the orig-
inal probabilistic dynamics by choosing a nominal transition for each state and action. In its basic
formulation, it amounts to replacing all random transitions with their most-likely outcomes, i.e.,
the next state that maximizes the likelihood of the transition. Figure 6.1 shows the resulting com-

putation graph after the application of the CEC principle to a given X-MDP.
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Figure 6.1: Certainty-Equivalent Control: the determinization of the sources of random transitions in an
X-MDP, i.e., & = x;, transforms its stochastic computation graph into a deterministic computation graph
in which the state-trajectory depends on the nominal values of the exogenous events.

In very specific cases where the uncertain system disturbances can be modeled as 0-mean random
variables, the solution of the CEC formulation can still be optimal for the original problem. The
LQG problem optimal control is an example of a family of tasks that can be optimally solved by
simply ignoring the disturbances and thus considering a deterministic LQR problem. The intuition
is that the net effect over the expected cost-to-go of an additive 0-mean noise is nullified on average.
In optimal control, CEC is typically used in an online setting in which the uncertainty of system is
incrementally incorporated into the controller via the observation of the current state after executing
a control action, i.e., feedback is only used to ground the start state of each optimization.

In AI planning a number of simulation-based planning algorithms are based on the CEC princi-
ple. Of special mention is the FF-Replan (Yoon et al., 2007) algorithm that made quite an impact
in early editions of the probabilistic competition track at the ICAPS conference. In its original
formulation, FF-Replan simplifies the problem via a single-outcome most-likely determinization. It
determinizes the problem (e.g., assume that each action deterministically leads to one of its most
probable outcomes), solves the deterministic problem obtained with an efficient heuristic search
planner (e.g., Fast-Forward (FF) (Hoffmann, 2001)), executes the first action of the recommended
plan, and then follows a simple replanning strategy. Despite the simplicity of the FF-Replan al-
gorithm, the pattern it exploits of simplifying a complex stochastic planning problem in a way
that an efficient deterministic planner can be used is very powerful. In this chapter, we make the
observation that, in the same spirit of FF-Replan, the framework of deterministic gradient-based

planning discussed in Chapter 4 can be readily adapted to implement an online planning through
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backpropagation capable of solving stochastic continuous domains.

6.3 Anticipatory Sampling

Certainty-Equivalent Control (CEC) has been successfully applied to a number of applications,
specially in model-predictive control. However, it is not the only option to derive online approxi-
mation methods for solving stochastic decision-making problems. As a matter of fact, CEC-based
methods are particular examples of a broader class of anticipatory sampling algorithms, whose
main idea is to reduce a complex probabilistic planning problem into a set of simpler deterministic
problems via forecasting. In the light of this general methodology, we can easily understand the
CEC principle as a particular case where the determinization of the exogenous events is built by
sequentially chaining the most-likely transitions at each decision step.

As we will see in this section, anticipatory sampling (Brown et al., 2010; Mercier and Hentenryck,
2008, 2007, 2011) in its most general form attempts to build a determinization of the origi-
nal problem by considering alternative information structures of the decision-making. This is a
powerful approach that has been applied in operations research work (Balseiro and Brown, 2019;
Chen and Farias, 2013; Jiang et al., 2020), discrete probabilistic planning (Issakkimuthu et al., 2015;
Yoon et al., 2008), and (to a limited extent) to hybrid planning (Raghavan et al., 2017), but to the
best of our knowledge, it has not been thoroughly applied to the more general stochastic nonlinear

setting, and in particular, to gradient-based planning as we have used in this thesis.

6.3.1 Information Relaxation

The key idea behind anticipatory sampling is to leverage a model of the exogenous events of the
decision process in order to reason over possible future scenarios in a computationally simplified
setting. Practically speaking, if a decision maker can efficiently compute (or somehow obtain from
external sources) a sample path of the exogenous events, then a deterministic method might be
applied to obtain a solution to a related, but easier problem, which in turn can provide a useful
heuristic insight into the original stochastic problem. This approach might be seen as a dynamic,
on-the-fly determinization technique that can form the basis of an online approximate decision-
making procedure, akin to model-predictive control. The overall point is that sampling can be used
to condition the exogenous random variables of the original stochastic problem leading to a set of
scenario-based deterministic problem whose costs can be averaged to provide a lower bound on the
optimal value function?.

In the context of planning through backpropagation, anticipatory sampling allows to reuse all
the deep learning machinery we discussed in previous chapters to optimize a specific set of plans from
which a near-optimal action can be extracted. In particular, we note that by making the original
problem deterministic, the gradient estimates can be naturally computed via backpropagation-
through-time as no random variables are present to block the gradient flow in the computation
graph of the Monte-Carlo approximated value function.

As we alluded earlier, the determinization performed by anticipatory sampling methods can be

conceptually understood as a modifying the natural information structure of the decision process.

ZWe state everything in this chapter in terms of lower bounds as we are interested in cost minimization problems.
For reward maximization tasks, the same results apply for upper bounds.
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In other words, conditioning the exogenous events in the stochastic computation graph of an MDP
and attempting to find plans to the derived deterministic sub-problems lead to a violation of the
non-anticipativity constraints® that a decision maker have to subscribe to in order to implement any
viable policy in real-world applications. Intuitively, the nonanticipativity constraints simply refer to
the fact that a decision maker is bound to make a decision by only exploiting information contained
in its past history, i.e., it is strictly forbidden to leverage any information related to the concrete
future for the purpose of finding the next best action to take. For example, in inventory control
problems the decision maker does not perfectly know in advance the future demand or the buying
prices of products that it needs to maintain in store. Similarly, in water multi-reservoir control
applications, the current decisions related to the outflows between reservoirs cannot be expected
to be made over the perfect assumption that a specific amount of precipitation will happen in the
next period.

However, a decision maker that has access to a model of such uncertain outcomes can momen-
tarily work under the assumption that a particular realization of the exogenous event will in fact
unfold, and therefore it can plan ahead using some form of scenario-based reasoning. This technique
of bluntly ignoring the nonanticipativity constraints of the original Markov problem to reduce it to
a computationally easier problem is known as information relaxation, a formalism studied in the
community of operations research (Balseiro and Brown, 2019). From the viewpoint of the decision
process, an information relaxation approach leads to an optimization problem defined over a set of
policies that leverage privileged future information.

Algorithm 9 presents the abstract procedure employed by an online planner that uses information
relaxation and deterministic planning to approximate the best action for the current state x;. Given
a computational budget specified in the form of a maximum number of scenarios N and a planning
horizon H, the online planner first computes the sample paths corresponding to the scenarios
fgzt 4z and uses them to condition the exogenous random variables defined in the given X-MDP
formulation M= in order to instantiate a deterministic version of the problem that can be solved
via a deterministic planning algorithm (such as planning through backpropagation as discussed in
Chapter 4). Notice that the deterministic planner computes a plan ﬂf;:t g for each scenario g:t YH
Finally, depending on the specifics of the algorithm, the next action is selected among the set of
starting actions of the scenario-based plans, 4. The anticipatory sampling algorithm is subsequently

used as the planning step, i.e., PLAN, used in Algorithm 8.

Algorithm 9: Online Planning via Anticipatory Sampling

Input: X-MDP M=, current state xy, number of scenarios N, planning horizon H
Output: action uy

1 fori=0,..., N—1do

2 Eivn ~ P(E) ; > Scenario sampling
3 M — Mz [g:t-&—H} ; > Information relaxation
4 ﬂi;t_s_H — OPTIMIZE(M', z¢) ; > Deterministic planning
5 u; + SELECTBESTACTION({@},. .., @ })

6 return u;

3Technically speaking, a violation of the nonanticipativity constraints is equivalent to a relaxation of the natural
filtration of the controlled stochastic process.



92 STOCHASTIC ONLINE PLANNING 6.3

Note that unlike the CEC approach that solves at each execution step a single determinized
problem, anticipatory sampling in its general form randomly generates a set of non-stationary
determinized problems (where the outcome selected for an action varies with time) and combines
their solutions.

The most natural information relaxation is the perfect information relaxation. In this particular
setting, a decision maker is assumed to have full knowledge of the future uncertainties for the
purposes of approximated planning. We remark that it is important to make the distinction clear
between being able to leverage the information about the realization of the external disturbances
to obtain heuristic values and knowing with certainty which state trajectory is going to be unfolded
as the result of an agent behavior during execution. As previously pointed out, the main goal of
any information relaxation is practically speaking to provide a lower bound on the optimal value
function that can be useful for in online planning. Theorem 6.3.1 algebraically formalizes the notion

of perfect information in the context of X-MDPs.

Theorem 6.3.1. (Perfect Information) Let Mz = (X,U,=Z,p=, f,9,5) be an X-MDP. Then,
under the assumption of perfect information, the expected value of a clairvoyant policy u(&o.pr—1) s

a lower bound on the optimal value of Mz=:

H-1
Vi x) 2 By, u(glgl ) Z g(@e,up) | w1 = flae, ue, &) w0 = x| (6.1)
T =0

where the clairvoyant policy w(&o.pr—1) is a mapping from a pre-sampled scenario £o.p—1 to a se-

quence of actions ug.g_1-

It is not hard to see the validity of Theorem 6.3.1 given that any information relaxation (and in
particular the extreme case of perfect information) provides the planner with more information than
is naturally available and therefore the average performance of the scenario-based policies cannot
imply an underestimation on the optimal value function. In other words, the set of clairvoyant
policies contains the set of viable policies (i.e., the policies typically studied in Al that do not
violate any nonanticipativity constraints). Henceforth, the best clairvoyant policy should always
obtain an improved value function when compared to any state-dependent policy. We refer the
reader interested in a more comprehensive discussion of the concepts of clairvoyant policies and
perfect information relaxation to the work of Mercier and Hentenryck (2007).

In the following sections, we will discuss specific implementations of the idea of information

relaxation in the context of Al planning, and specifically for gradient-based planning.

6.3.2 Hindsight Optimization

In AI planning, the notion of perfect information relaxation has been proposed to solve goal-
oriented problems via Hindsight Optimization (HOP) (Issakkimuthu et al., 2015; Yoon et al., 2008),
an algorithm later extended to a hybrid planning setting where the system dynamics were defined
over location-scale probability distributions parametrized by piecewise linear functions of states and
actions (Raghavan et al., 2017) and a solution was obtained via a Mixed-Integer Linear Program-
ming (MILP).

The general idea behind the hindsight formulation is to rely on the perfect information relaxation

of an X-MDP, Mz = (X,U,Z,p=, f,g,5), to optimize online the action value function Qys(z,u)
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using Monte-Carlo average over the future scenarios:

N H-1
~ 1 ) S . o .
Q" (e, uy) :g(xt,ut)—i—ﬁz min > gzl ul) | 2y = f@hup, &), ah =2 (6.2)

1
i=0 L“tt+H =t 41

where ¢ is the index of the pre-sampled scenario 56: g—1 and uizt o are the actions recommended by
the clairvoyant policy u(&).;;_;) for the i-th scenario.

The HOP planner executes at each decision stage the greedy action w.r.t. the action value
Q" (4, wy), i.e.:

up® = arg uélbl{l(g )QHS(mt, u) . (6.3)

We make the key observation that, in principle, Equations 6.2 and 6.3 are completely agnostic
to the underlying optimization method used to obtain the current action u;. In fact, assuming that
the X-MDP is defined with differentiable transition and cost functions, it suffices to approximate
the minimization operators in these equations using gradient descent to implement a hindsight-
based planning through backpropagation algorithm. Indeed, after pre-sampling all the exogenous
random variables composing the scenarios 56: 171 the stochastic computation graph of the X-MDP is
reduced to the deterministic computation graph illustrated in Figure 6.2 which is almost identical
to one shown in Figure 4.2 (as presented in Chapter 4) with the exception that the transition

dynamics becomes non-stationary as induced by the concrete realizations of the noise variables &;.

T e

xo > L1 > T2 > T3
e e
uo Uy U2
T T T
to 61 02

Figure 6.2: Computation graph of Hindsight Optimization: the perfect information relaxation turns the
stochastic computation graph of an X-MDP into a non-stationary version of a deterministic computation
graph. Note that once a sample path &.p_1 is obtained by a realization of the exogenous event process, the
induced dynamics becomes deterministic but nonstationary, i.e., fi(xy,up) = flae, ue, &).

Algorithm 10 outlines the general implementation of the idea of perfect information and hind-
sight optimization in the context of planning through backpropagation. The important part is to
notice that the current action u; is shared across the optimization of each scenario-based plan,
implying that a good current action might be the one that in retrospect leads to good subsequent
returns for most-likely scenarios. Also, note that both the current action u; and all the scenario-

based plans ui 4 1.44-p are jointly optimized via backpropagation-through-time.
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Algorithm 10: Gradient-based Hindsight Optimization
Input: X-MDP Mz, state xy, scenarios IV, planning horizon H, iterations K
Output: action u,
1w~ qUd) ; > Initialize current action

2 fork=0,--- , K—1do

3 fort=0,---,N—-1do

4 &;HH ~p(E); ‘ > Scenario sampling
5 1:%“ — flze,ue, &) ; > Compute next state
6 u;‘ijleH ~qld); > Initialize scenario-based plan
7 G'  g(zy,uy) > Initialize scenario return
8 fortY=t+1,---,H—1do

9 vy, uy, &) > Trajectory unrolling
10 G' <+ G+ g(ah,ul)) ; > Cumulative return
11 J %Zfi—ol GZ ; > Monte-Carlo Approximation
12 0 {uy U{uf 1y g1 =0,--- N —1}; > Parameters
13 0+ 0—aVyJ(0); > Backpropagation-Through-Time

14 return u;

6.3.3 Penalty Functions and Dual Bounds

The effectiveness of an anticipatory sampling approach is influenced by two factors: (i) the
inaccuracy of the lower bound implied by the underlying information relaxation w.r.t. the optimal
value function, and (ii) the computational complexity of solving the relaxed problem. From the
viewpoint of planning through backpropagation, we notice there is a design space of optimization
algorithms and hyper-parameters we can tune to control the trade-off between the computational
efficiency and the solution error for a given relaxed problem. However, the issue of inaccuracy of
the problem approximation induced by the information relaxation is something that needs to be
tackle with techniques outside the landscape of deep learning.

It has been empirically shown that for some decision-making problems, the perfect information
relaxation, as presented in the context of hindsight optimization in the previous section, might lead
to a lower bound that is too weak to be useful in practice (Brown et al., 2010). For this reason,
in order to come up with tighter and therefore more useful lower bounds, (Brown et al., 2010)
have proposed to incorporate a penalty function in the relaxed problem. As we will discuss in this
section, it is possible to strengthen the induced problem determinization by imposing virtual costs
associated with the usage of future information by the clairvoyant policy. The intuition is based on
the fact that disallowing the set of clairvoyant policies to be too "smart" in regards to the possible
future scenarios might reduce the gap between the (unrealizable) lower bound of the information
relaxation and the (realizable) optimal value function.

The addition of a penalty function to the induced lower bound approximation leads directly
to an information relazation primal-dual formulation (Brown et al., 2010). In the remainder of
this section, we lay out the technical details of the information relaxation duality theory needed
to introduce our proposed algorithm based on hindsight optimization with penalty functions. We
remark that our goal is not to provide an in-depth formalization but to adapt the main theoretical
results to our context of differentiable planning. For all technical details and proofs of the theorems,

we refer the reader to the comprehensive work of Balseiro and Brown (2019).
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We start by introducing a dual feasible penalty function in Definition 6.3.1.

Definition 6.3.1. (Dual feasible penalty function) Let Mz = (X, U,Z,p=, f,9,5) be an X-
MDP. A function z: X x AT x ZH — R is a dual feasible penalty function for the H-horizon
decision problem of Mz if and only if:

E&O:H—1 [Z(xauaEO:H—l)] >0. (64)

The main results of the duality theory applied to the information relaxation setting in decision-
making build upon the weak duality lemma that states that a dual feasible penalty function implies

a lower bound on the optimal cost-to-go value function.

Lemma 6.3.1. (Weak Duality) Let M= = (X, U,E,p=, f,9,8) be an X-MDP. If 7 is a viable
policy, u(§o.r—1) 1s a clairvoyant policy for a given information relazation, and the function z is a
dual feasible penalty for Mz, then it holds that:

Vﬂ—(q") 2 E§0:H71 |: min {G(xaua&J:H—l) + Z(JI,U, §O:H1)}:| ) (65>
u(€o:r—1)
where G(xz,u,&y.—1) denotes the return obtained from state x after following the plan u conditioned

on the scenario &.pr—1 having been realized.

The intuition behind Lemma 6.3.1 is best understood from a simulation viewpoint. If a decision
maker somehow gets access to the realization of the future trajectory, it can exploits this additional
information to search for optimal actions conditioned on this specific scenario. Now, if we keep giving
the decision maker such future realizations according to the natural distribution of the exogenous
events, then the average of the scenario-based optimal total costs obtained this way will necessarily
be a lower bound on the value of any nonanticipative policy.

An important consequence of the weak duality lemma is that by maximizing its r.h.s. over the
set of dual feasible penalty functions the value of an optimal nonanticipative policy can be obtained
exactly, provided the optimal value is bounded. This result, presented in Theorem 6.3.2, is similar
to the strong duality theorem of linear programming, and correspondingly, also comes with a set of

complementary slackness conditions (not discussed here for simplicity).

Theorem 6.3.2. (Strong Duality) Let Mz = (X, U, E,p=, f,9,5) be an X-MDP. If u(§o.pr—1) is
a clatrvoyant policy for a given information relazation and Z is the set of dual feasible penalty for

Mgz, then it holds that:

V*(:U) = rzrleaé{Eﬁo;H_l {mdn {G(.CC, u, §O:H—1) + Z(ZE’, u, ‘fO:H—l)}} 3 (66>

where G(x,u,&p.pr—1) denotes the return obtained from following the plan u conditioned on the

scenario &g.pr—1 been realized.

For each time step t, let v;: X — R be any (possibly) time-dependent function defined over
the state space of a given X-MDP Mz = (X, U, =, p=, f,9,5). We call v; the generating function.
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Additionally, define the function v; as follows:

Ve (we, e, &) = By, [vrar (f (@, ue, &) | — vepn (f (@, ue, &) (6.7)

Brown et al. (2010) showed that a dual feasible penalty function z¥(x,u,&p.z—1) for state x and
plan u conditioned on scenario £y.y_1 can be obtained by the following additive form induced by

the generating function v;:

H—

2% (z,0,€0:m-1) = Z Ve (e, ur, &) - (6.8)

t=0

[y

The duality theory of information relaxation proves that if the optimal value function is used as
the underlying generating function, then there is no gap between the dual bound and the optimal
value function. This amounts to the ideal penalty and essentially corresponds to the "value gained
from knowing the future", also known as the expected clairvoyant value. Intuitively, if one knows
precisely how much can be gained by using future information, then a perfect penalty can be
constructed so as to recover the optimal value of the primal problem. In practice, however, strong
duality can only be aspired to as the optimal value function is never available. Nevertheless, the
theory also suggests that a viable strategy can be constructed via approximations of the optimal
value function. As a matter of fact, the penalties generated through approximation schemes of the
optimal value function shall lead to valid bounds as long as the estimate of the expectation on the

r.h.s of Equation 6.7 is unbiased.

Algorithm 11: Primal-Dual Gradient-based Hindsight Optimization
Input: X-MDP Mz, penalty function o, state x4, scenarios N, planning horizon H,
iterations K
Output: action uy

1 ue ~qUd) ; > Initialize current action
2 fork=0,--- , K —1do

3 fori=0,---,N—-1do

4 Shivrr ~p(E) ; . > Scenario sampling
5 Tyt — flze,uw, &) > Compute next state
6 Wy~ aU) ‘ > Initialize scenario-based plan
7 G+ g(zy,ur) + 0 (g, ug, &) ; > Initialize scenario return
8 fort =t+1,--- ,H—1do

9 x;_,_l %‘f(mi,,yé,,gf,) ; ' > Trajectory unrolling
10 G' — G"+g(zy,uy) + 0 (vp,up, &) ;> Cumulative penalty-added cost
11 J %Zi\;ﬁl GZ ; > Monte-Carlo Approximation
12 0« {u} U{u) 1, i =0,--- N —1}; > Parameters
13 0+ 0—aVyJ(0) ; > Backpropagation—-Through-Time

14 return uy

Algorithm 11 shows the pseudocode of a primal-dual extension of the Gradient-based Hindsight
Optimization procedure outlined in Algorithm 10. The only significant difference is the addition of
the penalty function to the cumulative cost used as the loss function fed to the backpropagation-
through-time algorithm.

We propose a number of implementations of the primal-dual gradient-based hindsight optimiza-



6.4 ROLLOUT ALGORITHMS 97

tion algorithm based on using the approximate value function of a heuristic policy as the generating
function v;. We note that there is a number of options for choosing heuristic policies: a random pol-
icy, problem-dependent heuristic policy, e-greedy w.r.t. the Q-value of another policy or the solution
of a CEC-based method, and even a pre-trained DRP. Note that these value function approxima-
tors (possibly learned via regression) may not necessarily be realizable by any particular policy and
should be understood as numeric approximations that might be valuable for punishing the use of

future information by a decision maker in the context of anticipatory sampling.

6.4 Rollout Algorithms

Anticipatory sampling algorithms are not the only option for implementing online planning
methods. Their main goal is to reduce a complex stochastic problem into a set of simpler determin-
istic problems that can be solved efficiently to guide the search for the next best action. However,
an alternative to problem approximation is to adapt an approximate policy iteration algorithm
to the online setting, thus leading to the well-known class of rollout algorithms (Bertsekas, 2010;
Bertsekas et al., 1997; Goodson et al., 2017; Tesauro and Galperin, 1996).

Cco C1 c2
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Figure 6.3: Stochastic computation graph of the Rollout algorithm: the current action ug and a given
heuristic policy ™ induce a trajectory for a sampled exogenous event path &y.4; only action ug is optimized via
backpropagation-through-time, the heuristic policy remains fized and only allows for Monte-Carlo estimation
of the return G.

The basic idea is to start with an initial heuristic policy, possibly a mediocre one, and at each
time step explore small improvements for the current action conditioned on the fact that after its
execution the agent will continue to follow the heuristic policy until the end of the trajectory. This
idea is akin to a single step of policy improvement (i.e., the greedification step) in a policy iteration
scheme. The crucial difference is that by only considering a single step of policy improvement, the
algorithm can now be implemented in an online fashion, meaning that planning and execution can

be naturally interleaved. Recall that policy iteration is an offline method that typically requires
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several iterations of policy evaluation and policy improvement to obtain an approximately-optimal
global policy. In contrast, rollout algorithms focus only in approximating a good enough local action,
which is key point in an online planning method.

Rollout algorithms have been mainly developed for discrete planning domains (Bertsekas et al.,
1997). We remark, however, that it is possible to extend such algorithms to the continuous case,
provided that the an effective optimization method is available to greedify the current action se-
lection. We propose to leverage planning through backpropagation as the optimization method for
improving the current action upon the rollout policy. In addition, we make the key observation
that we can use a previously-trained DRP as the heuristic policy for rollout, which leads to the

integration of all techniques of gradient-based planning developed thus far in this thesis.

Algorithm 12: Rollout Planning through Backpropagation
Input: X-MDP Mgz, rollout policy 7, state ¢, scenarios N, horizon H, iterations K
Output: action wuy
1 u ~ qU) ; > Initialize current action
2 fork=0,---, K —1do

3 fori=0,---,N—-1do

4 Sovm ~P(E) 5 > Scenario sampling
5 .CCerl — flxe,ug, &) > Compute next state
6 Wy~ aU) > Initialize scenario-based plan
7 G" < g(xt,ut) ; > Initialize scenario return
8 fortY=t+1,--- ,H—1do

9 up —mly); > Rollout policy
10 Ty e'f(xi,,yi,,f'z,) ; > Trajectory unrolling
11 G' — G+ g(x},uy)

12 J %Zfiﬁl G > Monte-Carlo Approximation
13 0« {us} ; > Parameters
14 0+ 0—aVyJ(0) ; > Backpropagation-Through-Time

15 return u;

Algorithm 12 outlines the integration of the online rollout method with backpropagation-
through-time. Notice that, unlike in anticipatory sampling, only the current action u; is optimized
and the trajectory unrolling is carried out with the given heuristic policy and not with a set of

scenario-based plans.

6.5 Experiments

6.5.1 Empirical Comparison between CEC and HOP on HVAC Systems

In this section, we compare the performance of both the CEC and HOP gradient-based planners.
We conduct experiments on an HVAC control benchmark as an example of physical control task

with noisy disturbances on the heat and conduction flows.

Benchmark. The HVAC domain with 6 rooms we consider in this section follows the dynamics
and cost defined in Section 5.5. In particular, the control task is modeled with a start state for

which the temperature in all rooms is below the comfort zone, therefore the goal of the planner is
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Figure 6.4: Cumulative reward of CEC and HOP gradient-based planners for different planning iterations.

to rapidly heat the rooms and then keep the temperature within the comfort zone between 20 and

23.5 degrees while balancing the energy cost.

Methodology. We ran the online gradient-based planners based on the perfect information re-
laxation of the HVAC system with 6 rooms with a particular adjacency topology fixed across exper-
iments. We used the RMSProp optimizer with learning rate le-3 and batch size 256 and compare

the performance of CEC and HOP for an instance with a 40-timestep horizon.

Hyperparameter Analysis. As a first experiment, we tried different number of planning itera-
tions per decision step. Figure 6.4 show the cumulative rewards for 10, 50, 100 and 500 iterations.
We observe that past a certain number of iterations the planner starts to overfit to the pre-sampled

scenarios, thus obtaining a worsen performance.

Trajectory Analysis. Asexpected, both planners find a sequence of actions that steer the system
towards the comfort zone by first increasing the heat transfer and as the temperature gets close to
the optimum the heating is decreased accordingly. Figure 6.5 shows the conduction profile between
the rooms, the hall and with the outside of the building. Note that some rooms are not adjacent to
the hall or the outside, thus no conduction is showed in the last two charts (i.e., O-valued constant
at the top of the chart). Figures 6.6a and 6.6b show the overall performance of the CEC-based
planner and HOP-based planner, respectively. We observe that for this particular instance of the
problem the performance of both algorithms is quite similar. We conjecture that this is due to
the homogeneous nature of the multiplicative noise that can be managed on average to decision
upon the best action at each timestep, which suggests that the upper bound optimized by the HOP

planner is very close to the nominal determinization induced by the CEC principle.

6.5.2 Empirical Comparison of Rollout in Reservoir Control

Benchmark. In this section, we compare the Rollout algorithm in the Reservoir Control domain

described in Section 5.5 with n = 20, 30, 40 reservoirs with initial state in underflow (i.e., level =
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Figure 6.5: HVAC (6 rooms): sample path of heat transfer and conduction between rooms, hall and with
the outside.

10.0, lower bound = 50, upper bound = 60) and horizon = 40.

Methodology. We run Algorithm 12 both with a random policy and a partially-trained DRP
policy as the rollout policy. We perform the online optimization with batch size 256, learning rate
5e-3 with 400 iterations per timestep. The partially-trained DRP is trained with 50 iterations
with learning rate le-4. We remark that with this very limited number of iterations and small
learning rate we guarantee that the resulting DRP is far from convergence. We compare the Rollout
algorithm with three baseline policies: random policy, partially-trained DRP, and the greedy policy.
The greedy policy was trained with the same hyperparameters but it only optimizes the current

cost in each timestep. For each instance, we run each algorithm 20 times and average the results.

Results. Table 6.1 shows the total reward that Rollout outperforms the baseline policies as ex-

pected. In particular, we notice that the Rollout-+Random combination achieves over 45% improve-
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Figure 6.6: HVAC (6 rooms): performance of online planning through backpropagation
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ment over the random policy when n = 20 reservoirs and the Rollout+DRP combination achieves
over 7% improvement over the partially-trained DRP. Also, we observe that Rollout+Random con-
sistently outperforms the Greedy policy, thus showing that planning over longer horizons even with

a random policy can be beneficial.
Table 6.1: Comparison between Rollout and baseline policies: average and standard deviation of total reward.

Baselines Rollout

Random DRP Greedy + Random + DRP

n=20 Avg | -715062.70 -417646.21 -413469.12 | -386252.81 (45.98%) -385154.90 (7.78%)
Std 18127.49 9571.52 13719.94 19559.85 (-7.90%) 11281.19 (17.86%)

n =30 Avg | -1023759.00 -612477.12 -601157.90 | -589034.84 (42.46%) -577318.31 (5.74%)
Std 26195.96 14719.50 18371.71 22670.27 (13.45%) 11538.91 (21.60%)

n=40 Avg | 1308585.00 -838397.33 -788574.98 | -780927.80 (159.67%) -777660.46 (7.24%)
Std | 22322.08 1915544  12497.69 | 21112.46 (5.41%)  13103.54 (31.59%)

6.6 Conclusion

In this chapter, we introduced an alternative way to extend planning through backpropagation to
stochastic domains. Unlike in Chapter 5 that covered offline planning, the algorithms discussed here
all operate in the online setting, meaning that they interleave planning and execution and focus
its computation in finding the next best action to take. Therefore, the methods developed here
do not maintain an explicit policy represented in memory. In particular, we presented the theory
of certainty-equivalent control and anticipatory sampling and related it to the determinization
and hindsight optimization techniques used in probabilistic planning in the context of discrete
MDPs. In addition, we introduce the Rollout algorithm as middle ground solution that implements
a lightweight online planning framework that only updates the current action in the stochastic
computation graph and uses another policy to estimate the value of the next state via Monte-Carlo
simulation.

In the next chapter, we conclude this thesis and provide additional discussions on possible future

works on the topic of planning in stochastic computation graphs.



Chapter 7

Conclusion

In this thesis, we aimed at studying the opportunities of applying deep learning techniques to
improve continuous planning. We made the key observation that if a differentiable model of the
sequential decision-making process can be made available to an autonomous agent, then gradients
through differentiable models of the environment can be efficiently leveraged to guide
planners to find effective solutions in continuous domains. This simple idea leads to differ-
entiable planning methods that can be effectively applied to solve continuous planning problems,
both in the deterministic and in the offline and online stochastic settings.

The flexibility and efficiency of the solutions presented in this thesis are based on the general
theory of stochastic computation graphs (SCGs) (Schulman, 2016) and the reverse-mode automatic
differentiation (Griewank and Walther, 2008) algorithm. SCGs are important in and of itself as a
mathematical formulation for differentiable stochastic models, but for the purposes of this thesis,
its main goal is to outline the necessary conditions to properly obtain unbiased gradient estimators
whenever stochastic nodes are part of the computation graph. In addition, after the stochasticity
of the computation graph is dealt accordingly, the automatic differentiation algorithm efficiently
implements the derivative chain rule to obtain the gradient of an objective function w.r.t. to the
input parameters of the model.

From the viewpoint of differentiable planning in stochastic domains, the theory SCGs leads
to the identification of the re-parameterization trick (and more generally to the formulation of
X-MDPs in Definition 5.3.1) as the necessary ingredient to adapt gradient descent optimization
methods (Hinton et al., 2012b; Ruder, 2016) to solve continuous stochastic planning problems.
Also, it is important to note that automatic differentiation (also known as error backpropagation
(Rumelhart et al., 1986) in the context of deep learning) is the ultimate enabler of differentiable
planning, either in the deterministic continuous setting leading to planning through backpropaga-
tion and TensorPlan as discussed in Chapter 4 or in the stochastic setting leading to the offline
training of Deep Reactive Policies via gradient-based policy search in Chapter 5 or the several on-
line planners based on anticipatory sampling or rollout techniques in Chapter 6. We remark that
an efficient, parallelized implementation of automatic differentiation is key to allow the scalability
of differentiable planning as first brought the attention of the planning community in the seminal
work of Wu et al. (2017).

In this context, we argued in this thesis that backpropagating gradients through the mode in
SCGs to optimize the value function of a plan (in the deterministic case) or a policy (in the stochastic

case) approximated via Monte-Carlo simulations is an effective mechanism to allow continuous
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planning. We believe that the framework we developed in this thesis provide an interesting answer
to the problem of finding scalable solutions to stochastic nonlinear domains without resorting to

discretization or problem-dependent simplifications. We recall our main contributions:

(i) we reformulate the original planning through backpropagation algorithm (Wu et al., 2017) as

a trajectory optimization technique in Chapter 4; and

(ii) we adapt the underlying gradient-based planner in several ways to the more general case of
stochastic problems represented as X-MDPs, both for offline training in Chapter 5 and online
planning in Chapter 6.

In particular, we proposed to train Deep Reactive Policies (DRPs) (Bueno et al., 2019) repre-
sented by deep neural networks via backpropagation-through-time and showed that special care
must be taken to stabilize the underlying optimization in long horizons. We demonstrated that
such DRPs can allow for fast decision-making with the same level of performance when compared
to gradient-based online planners. In addition, we proposed a different formulation planning through
backpropagation as trajectory optimization thus making clear the distinction between learning inter-
nal representations in Recurrent Neural Networks (RNNs) (Goodfellow et al., 2016) and optimizing
trajectories (either action trajectories, i.e., plans, in the shooting formulation of Definition 4.1.2 or
state-action trajectories in direct transcription of Definition 4.1.3). Preliminary results of our for-
mulation and an analysis of the optimality gap has been recently published (Scaroni et al., 2020).
Finally, we also showed that the same planing through backpropagation approach can be made ef-
ficient for online planning via the framework of information relaxation and hindsight optimization,
which results are to be published yet.

In the remainder of this chapter, we present a final discussion that wrap up the high-level ideas
we touched upon in this work and close the thesis with some final remarks and directions for future

work.

7.1 Discussion

7.1.1 The Interplay of Planning and Learning Processes

The ability of combining planning and learning has long been recognized as a necessary attribute
for the development of effective and efficient autonomous agents in Al (Russell and Norvig, 2002).
On one hand, except in small problems, a planner is most likely to depend upon good heuristics to
advance its lookahead search which can in principle be learned from experience. And on the other
hand, learning as the principal mechanism for generalization absolutely needs access to rich and
diverse data sets that can only be obtained via systematic search and planning.

Historically, however, both disciplines have advanced relatively separate from each other. Even
though the same sequential decision-making problems could in principle be solved with planning or
learning techniques, for practical reasons, the fields have focused on different benchmarks in order to
improve their proposed algorithms. The underlying matter has been exacerbated by the erroneous
view that planning is intrinsically a symbolic approach while learning can only operate on latent-
space representations. Furthermore, the superficial division between reasoning and perception tasks

have also contributed to the separation of these communities.
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In contrast to this rather limited view, a number of recent initiatives have started to provide
a deeper understanding of the design space of planning and learning algorithms and showed that
a great deal of untapped opportunities lie at the intersection of such techniques (Bertsekas, 2019;
Moerland et al., 2020a; Powell, 2019; Recht, 2019). Perhaps, the most notorious recent example
of what can be achieved with a powerful combination of planning and learning is the MuZero
algorithm (Schrittwieser et al., 2020). By leveraging powerful deep neural networks to approximate
the optimal value function and the optimal policy, MuZero manages to boost the capabilities of a
Monte-Carlo Tree Search to solve from scratch a number of very complex combinatorial decision
problems such as the games of go and chess. In particular, it should be noted that it was long
believed that no algorithm would be able to beat a human professional player in the game of Go
due to the enormous branching factor that considerably limits the depth of search and the complex
strategic patterns needed to master the game (Silver et al., 2016). Additionally, the role of planning
should not be undermine. As a matter of fact, planning is used both during offline training to
provide the necessary exploration to feed the neural networks with rich data to learn from and
during online play in which online planning is used to adapt to previously unseen situations on the
fly as planning and execution is interleaved as a mechanism to increase robustness.

In the light of the success of MuZero, we expect (and hope) that a number of derivative works

combining planning and learning techniques will be developed in the near future.

7.1.2 Stochastic Computation Graphs for Searching in Continuous Spaces

As shown in this thesis, gradients in computation graphs representing the objective function of
planning problems can be used to guide the optimization of a sequence of actions (i.e., a plan) in
the deterministic setting or for policy search in stochastic setting. At a high-level, both approaches
implement a form of local search method, either in the space of plans or in the space of policy
parameters. Therefore, the algorithms presented here all share the same disadvantage of local search
methods, namely they can be trapped in local minima. However, since automatic differentiation
software allows to run multiple such planners in parallel (hence one of the reasons of the scalability
of TensorPlan (Wu et al., 2017)), this problem of local minima can be somewhat attenuated. A key
limitation still persists though. These parallel planners share no information, and consequently may
waste lots of computation trying without much hope to optimize badly-initialized plans or policies.

Recently, a novel method for efficiently training neural networks based on the idea of Population-
based Training (PBT) (Jaderberg et al., 2017) has shown that it is possible to share information
in parallel local search methods to focus computation on the more promising solutions found so
far, thus obtaining consistent improvements in training time, accuracy, and stability for a number
of applications. We conjecture that a similar information-sharing mechanism can be specialized to

improve the local search in differentiable planning methods based on stochastic computation graphs.

7.2 Future Work

We remark that the framework of planning through backpropagation as developed in this thesis
is quite flexible, which can lead to a number of future works. Recall that the only requirement for
gradient-based planning is differentiability of the dynamics model and cost functions. Consequently,

we expect a number of possible future works to be built upon the ideas presented in this thesis. In
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particular, we identify three main areas for further extensions of differentiable planning: (i) learned

models, (ii) discrete spaces, and (iii) risk-sensitive policies.

Learned models. We observe that recently proposed works in model-based reinforcement learn-
ing have investigated the use of differentiable planning in robotics simulation under the designation
of stochastic value gradients (Heess et al., 2015) or model-based policy optimization (Janner et al.,
2019). However, due to compounding errors in the learned model, the horizon of the planning
through backpropagation needs to be severely reduced to no more than 5 or 10 time steps, which
places a hard bottleneck on the generalization capacity of the terminal value function used to eval-
uate the remaining cost-to-go. The sample complexity of these proposed model-based reinforcement
algorithms is substantially improved when compared to their model-free counterparts, albeit at a
usually very high computational cost. Lots of opportunities lie in finding solutions that can achieve

a better trade-off between model errors, sample complexity, and computational cost.

Discrete spaces. As crazy as it may sound, there are a number of recently-proposed alterna-
tives to backpropagate gradients through discrete stochastic computations (Bengio et al., 2013;
Jang et al., 2017; Kool et al., 2020; Maddison et al., 2017; Tokui and Sato, 2016). These estimators
are in general based on some form of continuous relaxations of the discrete random variables or
the straight-through gradient which basically ignores the sampling step of the random variables
in the backward pass in automatic differentiation. Of course, there is a price to pay for all these
methods. They can be hard to implement it right in all cases as the underlying hyperparameters
can be quite sensitive in practice, and they can only obtain biased gradients or at least unbiased in
the limit of the continuous relaxations. Nevertheless, recent works have managed to adapt some of
discrete gradient estimators to obtain differentiable planning algorithms capable of achieving state-
of-the-art results in Atari games (Hafner et al., 2020). In a different vein, a model-based planning
algorithm known as SOGBOFA (Cui and Khardon, 2016) has managed to leverage the idea of al-
gebraic rollouts (Cui et al., 2015) to derive an online planner that uses gradient-based optimization
in discrete stochastic domains. By using transformations over the original logical representation
of RDDL (Sanner, 2010) models to obtain numerical expressions governing the evolution of each
state variable, SOGBOGFA relaxes the discrete stochastic transition into a continuous deterministic
transition for which gradients can easily be backpropagate through, effectively implementing a form
of online differentiable planning. It remains an interesting challenge to combine these discrete ap-
proaches with the ideas in this thesis to obtain a hybrid (i.e., discrete and continuous) differentiable

planner.

Risk-sensitive policies. Another very interesting direction for extending differentiable planning
is to define specialized objective functions in stochastic planning problems in order to obtain risk-
sensitive policies, a very active area of research in probabilistic planning and in safe reinforcement
learning. As a matter of fact, there is no reason why to only optimize the value function (i.e.,
the expected total cost) in differentiable planning. Indeed, it is naturally possible to extend the
overall optimization formulation presented in this thesis to account for different risk metrics pro-
vided that the risk measure used remains differentiable. In particular, we remark that risk-sensitive
formulations based either on CVaR (conditional value-at-risk) (Chow et al., 2015) or worst-case op-

timizations can be built on top of planning through backpropagation. Recent works have leveraged
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similar formulations to learn model-free risk-sensitive reinforcement learning agents (Tang et al.,
2019; Yang et al., 2021) or to train model-based risk-aware Deep Reactive Policies (Patton et al.,
2021). We expect different extensions to be built on top of differentiable planning methods to allow

for different trade-offs involving risks in the future.

7.3 Final Remarks

In summary, we believe that the overall idea of planning through backpropagation in stochastic
computation graphs will be an important component in the development of Al agents capable
of autonomous reasoning and learning, specially given the great number of successful practical
applications of gradient-based machine learning that we witness almost every day in the media and
in the literature. In this context, we expect that this thesis has contributed to lay the foundations
of future innovations in the area of differentiable planning.

As exciting as it has been to the author to investigate the research area of differentiable planning,
this topic was not the starting project of his PhD. Initially, we investigated probabilistic logic
programming (Dries et al., 2015) as a formal language and inference engine to represent and solve
Markov Decision Processes (MDPs) (Puterman, 1994) in discrete spaces. This initial study led to the
publication of the MDP-PROBLOG framework (Bueno et al., 2016) and a preliminary extension to
MDPs with imprecise probabilities (Bueno et al., 2017). In this thesis, we refrained to additionally
cover those works for the sake of unity of exposition as the theory and practical machinery used
in probabilistic logic programming is very different from the stochastic computation graph theory
and automatic differentiation techniques we have explored here. Nevertheless, the author is very
thankful for having developed these works, both personally, as a first contact with research in Al,
and academically, as the gateway to a greater appreciation of modeling languages in MDPs which in
turn led to study of the RDDL language and the development of the RDDL2TensorFlow compiler!
and subsequently to the ideas developed here in the context of differentiable planning in continuous

domains.

"https://github.com /thiagopbueno /rdd12tf


https://github.com/thiagopbueno/rddl2tf
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