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Resumo

Fillipe Manoel Xavier Resina. Studies on Non-Prioritized Multiple Belief Revision.

Tese (Doutorado). Instituto de Matemática e Estatística, Universidade de São Paulo, São

Paulo, 2021.

A área de Revisão de Crenças lida com o problema de como um agente racional deve

proceder ao se deparar com uma nova informação. No paradigma AGM, o framework mais

utilizado em Revisão de Crenças, dado um conjunto de crenças, há três possíveis mudanças

epistêmicas em relação a uma nova crença: expansão, contração e revisão. Entre elas,

estamos particularmente interessados na última. Uma revisão ocorre quando um agente

recebe uma nova informação possivelmente inconsistente com seu estado epistêmico e

tem que mudá-lo para acomodar a nova crença de forma consistente. Entretanto, uma nova

informação pode vir como um conjunto de crenças (ao invés de uma única), um problema

conhecido como Revisão Múltipla, no qual, ao contrário de Revisão Iterada, todas as novas

crenças são processadas simultaneamente.

Esta tese começa com um survey acerca do tema de Revisão Múltipla. A proposta é trazer

e organizar o estado-da-arte da área, mostrando as diferentes abordagens desenvolvidas

desde 1988 e os problemas que ainda estão em aberto.

Depois disso, são propostas diferentes contribuições em Revisão Múltipla não-

priorizada. Uma das principais propriedades na teoria AGM é o postulado de sucesso,

o qual garante que uma nova informação é sempre aceita por um agente racional, mesmo

quando ele tem que desistir de alguma crença razoável que ele tinha anteriormente. Porém,

em cenários mais realistas, quando um agente está lidando com uma nova crença que

contradiz crenças prévias ele tem a opção de rejeitá-la, uma abordagem denominada revisão

não-priorizada. Entre as possíveis operações para essa abordagem, revisão choice é aquela

que lida com o caso no qual é suficiente para o agente absorver apenas um subconjunto

do conjunto de entrada. Nós propomos uma caracterização axiomática de revisão múltipla

choice por meio de duas construções diferentes: uma baseada em conjuntos resíduos e
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outra em conjuntos kernel, juntamente com algoritmos para ambas. A abordagem foi

desenvolvida para bases de crenças e não é limitada à lógica proposicional clássica.

Ainda sobre as possíveis operações para revisão múltipla não-priorizada e a opção que

o agente tem de aceitar ou rejeitar uma nova informação, Revisão Seletiva surgiu como

uma terceira possibilidade, permitindo ao agente aceitar apenas uma parte da nova crença.

A operação foi definida inicialmente para entradas de uma única sentença e para conjuntos

de crenças. Esta tese propõe uma generalização de Revisão Seletiva para o caso múltiplo,

tanto para conjuntos de crenças (teorias) quanto para bases de crença. Nós fornecemos

construções, postulados e teoremas de representação para diferentes classes de Revisão

Seletiva Múltipla.
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Abstract

Fillipe Manoel Xavier Resina. Studies on Non-Prioritized Multiple Belief Revision.

Thesis (Doctorate). Institute of Mathematics and Statistics, University of São Paulo, São

Paulo, 2021.

Belief Revision deals with the problem of how a rational agent should proceed in face

of new information. In the AGM paradigm, the most used framework in Belief Revision,

given a set of beliefs, there are three possible epistemic changes in relation to a new belief:

expansion, contraction and revision. Among them, we are particularly interested in the

latter. A revision occurs when an agent receives new information possibly inconsistent

with its epistemic state and has to change it in order to accommodate the new belief in a

consistent way. However, new information may come as a set of beliefs (instead of a single

one), a problem known as Multiple Revision, in which, unlike Iterated Revision, all new

pieces of information are processed simultaneously.

This thesis starts with a survey on the topic of Multiple Revision. The purpose is

to bring and organize the state-of-the-art of the area, showing the different approaches

developed since 1988 and the open problems that still exist.

After that, different contributions on non-prioritized multiple revision are proposed.

One of AGM revision’s main properties is success, which guarantees that new information

is always accepted by a rational agent, even when it has to give up a reasonable belief

previously held. However, in more realistic scenarios, when dealing with a new belief

that contradicts previous ones, an agent has the option to reject it, an approach called

non-prioritized revision. Among the possible operations for this approach, Choice Revision
is the one that deals with the case in which it is enough for the agent to absorb only

a subset of the input set. We propose an axiomatic characterization of Choice Multiple
Revision through two different constructions: one based on remainder sets and the other

on kernel sets, along with algorithms for both of them. The approach was developed for

belief bases and is not restricted to classical propositional logic.
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Still about the possible operations for non-prioritized multiple revision and the option

the agent has to accept or reject a new information, Selective Revision came up as a third

possibility, allowing the agent to accept only a part of the new belief. The operation was

initially defined for single sentences as inputs and for belief sets. This thesis proposes

a generalization of Selective Revision to the multiple case for both belief sets (theories)

and belief bases. We provide constructions, postulates and representation theorems for

different classes of Multiple Selective Revision.
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Chapter 1

Introduction

Knowledge Representation is a field of Artificial Intelligence focused on defining
models and resources to represent information in a way that a computer can use to solve
complex tasks. However, according to Gärdenfors [Gär88], it is not very useful to know
how to represent knowledge if at the same time we do not know how to change it when
we are in the face of new information. Many systems work in a collaborative environment,
which leads to a certain degree of information sharing. This sharing leads to an evolution
of the agent’s knowledge, which brings a drawback: the appearance of conflicts involving
consistency. It is exactly this non-static aspect of knowledge that evinces the need of an
agent to be able to deal with its dynamics. That is the context of the studies in the area of
Belief Revision, which aims to handle the problem of adding or removing new information
to/from a knowledge base in a consistent way. Or, in a simpler language, “belief revision
is a choice that a cautious man makes in order to preserve consistency and retain as much
information which he believes most as possible”[Zha96]. Most of the literature about Belief
Revision is based on the AGM paradigm, a theory that became renowned after the seminal
paper [AGM85] and whose name derives from the initials of its authors, Alchourrón,
Gärdenfors and Makinson. The topics of this thesis are extensions or generalizations of
this paradigm.

1.1 Multiple Revision
In the AGM paradigm, given a set of beliefs, there are three possible epistemic changes

concerning a new belief: expansion, contraction and revision. Expansion occurs when the
base simply absorbs the information without loss. A contraction consists in retracting
beliefs from the base until the specified information is not derivable from it anymore.
Finally, revision happens when the new belief is added consistently, possibly demanding
a repair to eliminate inconsistency. In this thesis, we are going to focus on this last
operation.

In the original framework, the new belief is assumed to be represented by a single
formula. Nevertheless, there are situations in which the information by which we are going
to revise a set of beliefs comes in a block, that is, a concurrent acceptance of many beliefs,
maybe infinite. As we will see, in some situations, it may be possible to reduce multiple
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1 | INTRODUCTION

revision to singleton revision, for example, taking the conjunction of all new sentences,
but it is not always feasible or even desirable. Thus, a framework for multiple changes
is needed to cover these cases. The generalized operation proposed to fulfill this need is
called Multiple Belief Revision (or Multiple Revision for short). It is different from belief
merging, a kind of change operation in which preceding and new beliefs play symmetric
roles. Merging is not going to be addressed here, and for more information, the reader
is referred to [Fuh97, KP02a, FKIRS12]. Multiple Revision is also different from applying
revision in an iterated or repeated way [Bou93, Nay94, DP97, KP00], taking the input set
and revising sequentially, one by one. In Multiple Revision it is assumed that there is no
preference over the input sentences, i.e., all of them have equal priority and should be
processed simultaneously. Besides that, since the order in which you would process the
sentences can make a difference in the final result, working with iterated revision may
cause an asymmetry. In many approaches to iterated revision, if an agent revises by a
sentence 𝛼 and then by a sentence 𝛽 that is inconsistent with 𝛼 , then the result is the same
as if only revising by 𝛽 [DJ12].

Thus, given the importance of the topic, this thesis starts with a survey on Multiple
Revision, whose purpose is to summarize a literature review on the field since 1988,
providing unified terminology and notation for readers and researchers that are interested
in the subject or need an overview of the area. We also identify some limitations of the
models and bring some comparisons between them.

One of AGM revision assumptions is that a new belief is always accepted, a property
known as success. Revision operations of this kind are classified as prioritized revision.
However, sometimes the agent should have the option to reject a piece of incoming
information, either because of possible low reliability of the new belief (or of its source) or
because of strong confidence in the previously held beliefs. That is why the field of non-
prioritized revision started to be explored, in which the success property is not guaranteed.
In this scenario, an agent receives a set of new beliefs and selects the most reliable ones to
incorporate based on its previous knowledge.

Among the different varieties of non-prioritized revision1, Selective Revision [FH99]
came up as a third possibility for the agent, since this operation allows it not only to
accept or reject a new belief but also to accept just a part of it, that is, a weakening of
the input sentence may be applied. This weakening is performed by a transformation
function, to which the incoming information is submitted to perform an evaluation. Then
the agent applies a traditional (prioritized) revision of its beliefs by the outcome of that
function.

As well as AGM revision, Selective Revision was initially defined for single sentences
as inputs. However, as explained above, a generalization to the multiple case would be
useful. Barber and Kim [BK01], for example, state that in the real world, an agent is in
contact with several information sources and deals with limited, incomplete, unsure or
even wrong knowledge. Therefore, they developed a belief revision process2 which assesses
the reputation of information sources and use it to define the next decision steps. Another

1 For an overview see [FH18, Chapter 8].
2 The belief revision process defined by them is a numerical formalism, unlike AGM, which is a logical

formalism.
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example of the importance of multiple contexts is explored in [PSLS16] and [SPS18], in
which the authors analyze the application of perception filters in agents. They consider
simulation systems and robotic domains and observe that agents may be overwhelmed by
unnecessary information without any goal control, thus generating a needless increase in
processing time. The more sensors an agent has (to perceive an environment), the more
perceptions it has to process, which becomes a bottleneck. Hence, pre-processing the
information may decrease the cost effects of processing everything and advance an agent’s
performance.

Selective Revision was also initially defined for sets of sentences closed under logical
consequence. Nevertheless, to make this approach closer to realistic scenarios, it would be
interesting to extend its application to generic sets. Thus, this thesis proposes a generaliza-
tion of Selective Revision to the multiple change context for both belief sets and belief bases.
We provide constructions, postulates for the operators, properties for the transformation
function and representation theorems to link everything for different classes of Multiple
Selective Revision. It is essential to observe that, in a multiple-revision context, differently
from the case of singleton inputs, the partial acceptance characteristic of selective revision
can have two different meanings: either the simple choice of a subset of the input set or
the logical weakening of a chosen subset (from the input). We are going to address both
cases.

Another alternative for non-prioritized revision is Choice Revision. In a Multiple Re-
vision context, there are two possible alternatives. If you want to incorporate the whole
input set (a prioritized multiple revision), you need a Package Revision. On the other hand,
if it is enough to absorb only a subset of it, then you need a Choice Revision. The difference
between Multiple Selective Revision and Choice Revision lies on the way the beliefs are
processed. In the selective approach, the agent first works with a transformation function
in order to select what will be accepted from the input set (which will be followed by a
package revision). In the choice approach, the agent changes its knowledge base in order
to make it consistent with at least a subset of the input (which will be followed by a partial
expansion by it). In addition, unlike Multiple Selective, in Choice Revision the beliefs
accepted by an agent are restricted to what it receives, i.e., it cannot take just a logical
weakening of some sentence.

Considering the requirement for choice (the acceptance of a subset of the input), one
could think of a generalization of Credibility-limited revision [HFCF01, GFR18]. In that
approach (proposed for a single-sentence input), there is a set of credible sentences, and
an agent accepts to revise its beliefs only if the new belief is part of the credible sentences.
In a generalized version, thus, there would be a previous selection on the input to decide
the subset of it that would be considered, proceeding with a package revision on the
chosen subset. However, this means that the decision would be made only based on of
the input. In this thesis, we present more general constructions in which an agent can
decide, looking at its previously held beliefs compared to the input set, what remains in its
knowledge base, and what will be added. From [DG01, FKIRS12, TDG+19] we can visualize
practical scenarios for this kind of choice revision. Suppose you have a system in which a
central agent receives information from multiple sources. The central agent has to process
the new beliefs received in order to make some decisions. Suppose there is a credibility
degree associated to each source, for example. The coordinator may consider such degree
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to decide which of its beliefs will be given up and which of the input sentences will be
accepted. On the other hand, some agents may have the same (or similar) reliability rates,
making the agent unsure about the final result of absorbing the information given by them.
In this case, it would be interesting for the coordinator to process its knowledge in the
face of the new beliefs, which will provide a kind of preview of the possible outcomes
and facilitate the choice of a preferred final scenario. For this, it is necessary to delimit
properties and constructions associated to them that will guide this process.

The first approaches for Multiple Revision were defined for propositional logic and sets
of sentences closed under logical consequence. It makes the original operators not directly
applicable in two important contexts: generic sets and logics without negation. When
an operator requires logics closed under the negation of formulas, it cannot be directly
applicable to many interesting logics, such as most Description Logics and Horn Logics.
In this thesis, we propose two operators for Choice Revision of generic sets: one based on
remainder sets (Partial Meet) and the other on kernel sets (Kernel), each characterized by
a set of postulates, a construction and a representation theorem. Moreover, the proposed
constructions do not depend on the negation of formulas. In the end, algorithms for the
constructions are also proposed and proved to be correct. In addition, it is relevant to
notice that, unlike most existing approaches for revision, the operators proposed here do
not directly use contraction as an intermediate step.

1.2 Publications
This thesis includes portions of studies presented as papers in international workshops

and conferences:

• Fillipe Resina and Renata Wassermann. A Survey on Multiple Revision. In Workshop
Notes of the 18th International Workshop on Non-Monotonic Reasoning (NMR),
2020, pages 217-226. A short version of the survey that now is distributed between
Chapters 2, 3 and 4.

• Fillipe Resina, Marco Garapa, Renata Wassermann, Eduardo Fermé, and Maurício
Reis. Choosing What to Believe - New Results in Selective Revision. In Proceedings
of the 17th International Conference on Principles of Knowledge Representation
and Reasoning (KR 2020), volume 17, pages 687–691, 2020. It covers the extension of
Selective Revision to belief bases and to logics without negation, which is now part
of Chapter 6.

• Fillipe Resina and Renata Wassermann. Multiple Selective Revision. To be published
in Workshop Notes of the 19th International Workshop on Non-Monotonic Reason-
ing (NMR 2021). Generalization of Selective Revision to the multiple case, which is
now part of Chapter 6.

1.3 Organization of the Thesis
This thesis is organized as follows. Chapter 2 brings the beginnings of revision operation

for singleton inputs and some of the variants that were proposed in the years that followed.
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Chapter 3 shows an overview of the different approaches proposed for Prioritized Multiple
Revision. Chapter 4 does the same for the Non-Prioritized kind.

Chapter 5 presents an extension of Selective Revision to belief bases and logics with-
out negation. Chapter 6 brings the generalization of Selective Revision to the multiple
case. Chapter 7 focuses on the operation of Choice Multiple Revision and its axiomatic
characterization. The Choice Revision algorithms are explored in Chapter 8.

Finally, Chapter 9 contains some conclusions, the summary of contributions and also
some possible next steps to the topics of this thesis. The proofs of the main results presented
in Chapters 6 and 7 were grouped in Appendices A and B, respectively.

The original contributions of this thesis begin in Chapter 5.
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Chapter 2

Beginnings of Revision

This chapter summarizes different existing approaches for the revision operation when
it is singleton on the right, i.e., when the input is a single piece of information. It brings
most of the works that originated the operation, showing the many names given to it over
time and the different properties and constructions proposed for it. A section is dedicated
to exploring some approaches to non-prioritized revision, whose generalization to the
multiple case is the focus of most of the presenting thesis.

Before starting to study revision, we provide information about the notation that will
be used, epistemic states and epistemic attitudes.

2.1 Notation

Along with the models and operations studied in this thesis, we are going to assume a
formal language  ruled by a logic identified by a consequence relation. Regarding logical
consequence, we are going to use Cn to represent an operator that, receiving a set of logical
sentences, returns the set of sentences that results logically from the input set.

For atomic formulas and sentences, we will use lowercase Greek letters (𝛼, 𝛽 , ...). For
sets of sentences, uppercase Latin letters: 𝐴, 𝐵, 𝐶, .... 𝐾 is reserved to represent a belief set
(𝐾 = 𝐶𝑛(𝐾 )). We are going to use ⊥ for the falsity constant and 𝐾⊥ for the inconsistent
belief set. The default boolean connectives are considered: ¬, ∧, ∨,→,↔. ⋀𝐴 stands for
set conjunction and ⋁𝐴 stands for set disjunction. We denote the power set of 𝐴 by
(𝐴).

A non-empty set is considered strongly inconsistent if every piece of it is inconsistent
itself. A (partial) preorder relation ⪯ on a nonempty set 𝐴 is a binary relation on 𝐴 which is
reflexive and transitive. A preorder ⪯ is called total if any two elements in𝐴 are comparable,
that is, for any 𝛼, 𝛽 ∈ 𝐴, we have either 𝛼 ⪯ 𝛽 or 𝛽 ⪯ 𝛼 .
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2.2 Epistemic States
All of the works presented here involve epistemic states - elements that play a key role

in an epistemological theory, which, in turn, focuses on exploring and understanding the
changes in beliefs. The entities used to represent some agent’s real or possible cognitive
states in a given context are called epistemic states. Among various existing models, we
point out two that will be explored in this thesis:

1. Sentential models: the representation is in the form of a set of sentences from some
give language. The general idea is that each sentence speaks for one of the agent’s
beliefs. Usually, these sets are demanded to be consistent (given that a rational agent
is not supposed to have conflicting beliefs), but this requisite may be relaxed in some
contexts. Depending on the existence of an assumption about logical closure, we
can have two different kinds of sets of sentences:

• Belief sets: sets of sentences closed under logical consequence, also known
as theories. The purpose behind this approach is to consider that the respec-
tive agent is logically omniscient and, hence, shall believe in all the logical
consequences of its beliefs. Due to the usually infinite nature of belief sets,
they are more suitable for idealized agents and, consequently, challenging to
handle computationally. In addition, it is impossible to differentiate explicit
and derived knowledge.

• Belief bases: sets of sentences not necessarily closed under logical conse-
quence, an approach closer to realistic scenarios and more suitable for compu-
tational purposes. In the works considered in this thesis, the chosen model for
bases is the one proposed by Hansson[Han91, Han99b].

2. Possible Worlds Models: the representation is in the form of a set of possible
worlds - a possible world is a consistent complete theory. The intended meaning of
a set like this is that the associated agent knows that the “real world” is an element
of that set, although it can be any of its elements.

2.3 Epistemic Attitudes
Before defining revision, it is important to understand the concept of epistemic attitude,

which is a characterization of the status of the pieces of belief that are part of an epistemic
state. In other words, an agent may consider a specific statement as certain, probable,
possible, etc. However, the more epistemic attitudes are considered in a system, the more
difficult it is to study them.

In sentential models, three possible epistemic attitudes in relation to a proposition 𝛼
are acceptance, rejection and indetermination:

• 𝛼 may be accepted - 𝛼 is implied by the set of propositions

• 𝛼 may be rejected - ¬𝛼 is implied by the set of propositions

• 𝛼 is undetermined - neither 𝛼 nor ¬𝛼 is implied by the set of propositions
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If an epistemic state is consistent, there is only one epistemic attitude regarding each
of its elements. Nevertheless, knowledge is usually not static, which means that the set of
beliefs of an agent may change. That is why we also have epistemic changes: alterations
that happen in the epistemic states.

2.4 The Revision Operation
In some situations, an agent is forced to accept new information whose negation was

previously accepted. So, the agent has to replace one or more of its sentences to avoid
incompatibility. Besides, it is important that the change is not greater than needed, aiming
at information economy. This kind of change is known as revision, although in past works
of the area it was also called belief contravening change1 [Gär81], amendment2[AM81,
AM82, GR95], minimal change of belief [AM82, Gär84] and choice revision3[AM82].

AGM revision is a function ∗ that receives a set 𝐾 of beliefs, a new sentence 𝛼 and
returns a new set 𝐾 ∗ 𝛼 in which 𝛼 was consistently added.

In [Lev77], Isaac Levi referred to revision as a sequence of contractions (denoted by
−) and expansions (denoted by +). An agent that wants to revise its beliefs by 𝛼 should
contract by ¬𝛼 , add 𝛼 and then close the resulting set under logical consequence. Inspired
by this idea, Gärdenfors [Gär81] formally presented Levi’s thesis as an identity, which was
used in the AGM model to define revision. Let 𝐾 be the belief set of an agent and 𝛼 an
incoming belief. Considering the expansion operation defined as 𝐾 + 𝛼 = 𝐶𝑛(𝐾 ∪ 𝛼), the
Levi Identity defines the operation in the following way:

𝐾 ∗ 𝛼 = (𝐾 − ¬𝛼) + 𝛼

In the literature, this operation is also called internal revision [Han93]. Because of this
view of revision as simply a compound operation, Isaac Levi claimed that contraction and
expansion are the only legitimate forms of change in a corpus of knowledge. The Levi
Identity, thus, becomes one of the forms to formally express the Decomposition Principle
(DP)[Fuh89]: “Every legitimate revision is decomposable into a sequence of contractions and
expansions.” This principle is a presumption in the AGM framework, reducing the necessity
for variety in belief change operations to solely two of them. However, as discussed in
[Han17], if situations of “pure” contraction4 are usually unrealistic, contractions cannot

1 Contravening refers to the fact that the new sentence violates the epistemic state of the agent.
2 In deontic contexts (when referring to legal systems and legal codes), the process of amendment does not

simply consist in including a new fragment of legislation; it is a substitution of one fragment by another
that is incompatible with the former. So, it is composed by two steps: a removal and an inclusion.

3 The name choice in the referred article is not related to the multiple context of revision but rather to the
contraction function used to construct the revision operation. In Section 2.6.1 there is a more detailed
explanation.

4 A contraction is considered pure when no new belief is added to the corpus of knowledge, i.e., when it is
performed for its own sake. Although it seems to be obvious from the definition of the operation, in real
situations, it is not common to happen isolatedly. Cognitively, a contraction is usually motivated by the
incoming of a new information that forces the agent to give up a previously held one. In most contractions
the removal of an item is followed by the addition of its negation. For more discussions on when it is
rational to contract, see [Lev83, L+91]
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be mandatory sub-operations of all revisions. In addition, Choice revision collides with
DP since it is not clear how to directly reconstruct it using expansion and contraction.
Besides, depending on the logic in question, it is not clear how to negate a formula, making
it not viable to contract by negation [RW09], as demanded by the Levi Identity. Therefore,
revision is treated here as a legitimate operation.

For further considerations about the relations between contractions and revisions, see
[Gär88].

2.5 Properties
In order to establish the properties which the operations should obey, the AGM theory

defines some rationality postulates. According to [AM82], Gärdenfors’ minimal set of
postulates for revision[Gär82] were four:

(success) 𝛼 ∈ 𝐾 ∗ 𝛼

(vacuity 1) If ¬𝛼 ∉ 𝐶𝑛(𝐾 ), then 𝐾 ∗ 𝛼 = 𝐾 + {𝛼}

(vacuity 2) If 𝛼 ∈ 𝐾 then 𝐾 ∗ 𝛼 = 𝐾

(extensionality) If 𝐶𝑛(𝛼) = 𝐶𝑛(𝛽), then 𝐾 ∗ 𝛼 = 𝐾 ∗ 𝛽

Gärdenfors also suggested two other rules known as supplementary postulates, which
the revision operation could also satisfy:

(conjunctive inclusion) 𝐾 ∗ (𝛼 ∧ 𝛽) ⊆ 𝐶𝑛((𝐾 ∗ 𝛼) ∪ {𝛽})

(conjunctive vacuity) 𝐶𝑛((𝐾 ∗ 𝛼) ∪ {𝛽}) ⊆ 𝐾 ∗ (𝛼 ∧ 𝛽) for any theory 𝐾 , provided
that ¬𝛽 ∉ 𝐾 ∗ 𝛼

In addition, it has been noted by Gärdenfors[Gär81] that, in the spirit of the Levi
Identity, it is also possible to define contraction from revision via the following rule:
𝐾 − 𝛼 = 𝐾 ∩ (𝐾 ∗ ¬𝛼). In [AM82] it was called the Gärdenfors Identity and from [Gär88]
on it has been called the Harper Identity5

In [AGM85], the authors summarized the postulates for revision as done in [Mak85].
Makinson started bringing the closure and success postulates as direct consequences of
the definition of revision via the Levi Identity. He recovers from Gärdenfors the vacuity 1
and extensionality postulates and adds to the list the consistency property and the Harper
Identity. Finally, he refers to the supplementary postulates, forming a set of 8 properties.
So, comparing to the original list, the new ones are:

(closure) 𝐾 ∗ 𝛼 is a belief set

(weak consistency) If ¬𝛼 ∉ 𝐶𝑛(∅), then 𝐾 ∗ 𝛼 is consistent under 𝐶𝑛

(Harper Identity) (𝐾 ∗ 𝛼) ∩ 𝐾 = 𝐾 − ¬𝛼 whenever 𝐾 is a belief set

5 Gärdenfors possibly decided to not accept his name for the identity due to the fact that the inspiration for
it came from the ideas expressed in a previous work of William Harper [Har76].
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Although this last property appeared in the original AGM definition[AGM85], it became
unusual to refer to it in the set of revision postulates. Makinson observed in [Mak87] that,
differently from the other postulates, the Harper Identity involves both of the operations
(revision and contraction) and, instead of being considered one of the properties, it should
be seen as a way to obtain contraction from revision, as was the original intention.

In [Gär88], Gärdenfors took this proposal forward, removing the referred identity from
the list of postulates and adding the postulate of inclusion:

(inclusion) 𝐾 ∗ 𝛼 ⊆ 𝐾 + {𝛼}

Vacuity 2 was shown as a consequence of the other postulates for revision and the
ones for expansion, remaining out of the list. This way, he grouped the revision postulates
as they are traditionally known:

(K*1) 𝐾 ∗ 𝛼 is a belief set

(K*2) 𝛼 ∈ 𝐾 ∗ 𝛼

(K*3) 𝐾 ∗ 𝛼 ⊆ 𝐾 + {𝛼}

(K*4) If ¬𝛼 ∉ 𝐶𝑛(𝐾 ), then 𝐾 ∗ 𝛼 = 𝐶𝑛(𝐾 ∪ {𝛼})

(K*5) If ¬𝛼 ∉ 𝐶𝑛(∅), then 𝐾 ∗ 𝛼 is consistent under 𝐶𝑛

(K*6) If 𝐶𝑛(𝛼) = 𝐶𝑛(𝛽), then 𝐾 ∗ 𝛼 = 𝐾 ∗ 𝛽

(K*7) 𝐾 ∗ (𝛼 ∧ 𝛽) ⊆ 𝐶𝑛((𝐾 ∗ 𝛼) ∪ {𝛽})

(K*8) 𝐶𝑛((𝐾 ∗ 𝛼) ∪ {𝛽}) ⊆ 𝐾 ∗ (𝛼 ∧ 𝛽), provided that ¬𝛽 ∉ 𝐾 ∗ 𝛼

2.6 Constructions
In this section, we are going to present some constructive modellings, i.e., functions

that have the role to show how an agent may construct a specific operation.

Since in the AGM model the definition of revision is given through contraction, we are
going to start with a construction for this last one.

2.6.1 Partial Meet Contraction
Partial Meet contraction was first suggested in [AM82], being explored with more

details in [AGM85] and, later, being generalized for belief bases, as can be seen in [Han99b].
In order to define it, we need to have some tools in hand.

This construction is based on maximal non-implying subsets, as can be seen in the
following definition:

Definition 1. [AM81] Let 𝐾 be a set of sentences and 𝛼 a sentence. The set 𝐾⊥𝛼 (remainder
set of K in relation to 𝛼) is the set such that 𝑋 ∈ 𝐾⊥𝛼 iff:

• 𝑋 ⊆ 𝐾

• 𝑋 ⊬ 𝛼
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• if exists 𝑋 ′ such that 𝑋 ⊂ 𝑋 ′ ⊆ 𝐾 , then 𝑋 ′ ⊢ 𝛼

So, the elements of the remainder set 𝐾⊥𝛼 are the maximal subsets of 𝐾 that do not
imply 𝛼 . The idea is to select some of these elements and intersect them6. For that purpose,
we need a special function:

Definition 2. [AGM85] Let 𝐾 be a set of sentences. A selection function for 𝐾 is a function
𝛾 such that for all sentences 𝛼 :

• if 𝐾⊥𝛼 ≠ ∅, then 𝛾 (𝐾⊥𝛼) ≠ ∅ and 𝛾 (𝐾⊥𝛼) ⊆ 𝐾⊥𝛼

• if 𝐾⊥𝛼 = ∅, then 𝛾 (𝐾⊥𝛼) = {𝐾}

In [AM82], the selection function was called choice function and the contraction based
on a choice function was named choice contraction, while the revision function based on a
choice contraction (via the Levi Identity) was called choice revision.

Finally, having the remainder set and a selection function, it is possible to define the
operation:

Definition 3. [AGM85] Let 𝐾 be a set of sentences and 𝛾 a selection function for 𝐾 . The
partial meet theory contraction on 𝐾 that is generated by 𝛾 is the operation −𝛾 such that for
all sentences 𝛼 :

𝐾 −𝛾 𝛼 = ⋂ 𝛾 (𝐾⊥𝛼)

With the completion of this construction, it is possible to proceed to the revision
counterpart.

2.6.2 Partial Meet Revision
From the AGM framework, we have the partial meet contraction applied to the Levi

Identity in order to define the corresponding construction for (internal) revision:

Definition 4. [AGM85] Let 𝛾 be a selection function for the belief set 𝐾 . Then the operator
∗𝛾 of (internal) partial meet theory revision for 𝐾 is defined as follows:

𝐾 ∗𝛾 𝛼 = (𝐾 −𝛾 ¬𝛼) + 𝛼

It is clear that this revision depends on the selection function and the consequence
operator. AGM framework departs from some premises about the underlying logic ⟨, 𝐶𝑛⟩
(the language and the corresponding consequence operator). The logic is supposed to be
tarskian7 supra-classical8 and closed under the standard connectives (∧, ∨,→ and ¬). The
consequence operator is supposed to be compact9, and satisfy the rule of introduction of

6 For a discussion on how to choose the “most important” elements, see [Gär84].
7 A logic is tarskian if its associated consequence operator satisfies, for all 𝐴, 𝐵 ∈ (): monotonicity (if
𝐴 ⊆ 𝐵, then 𝐶𝑛(𝐴) ⊆ 𝐶𝑛(𝐵)), inclusion (𝐴 ⊆ 𝐶𝑛(𝐴)) and idempotence (𝐶𝑛(𝐴) = 𝐶𝑛(𝐶𝑛(𝐴))).

8 A logic is supra-classical if it contains every valid inference of Classical Propositional Logic.
9 A consequence operator is compact if, given 𝐴 ∈ (), for every 𝛼 ∈ 𝐴 there is a finite subset 𝐴′ ⊆ 𝐴 such

that 𝛼 ∈ 𝐶𝑛(𝐴′).
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disjunctions in the premises10 and the deduction theorem11. This set of properties regarding
the logic and its consequence operator is known as the AGM assumptions.

Observation 1. [AGM85] Let 𝐾 be a belief set. An operator ∗ on 𝐾 is a partial meet (theory)
revision function iff it satisfies (𝐾 ∗ 1) − (𝐾 ∗ 6). If, in addition, it satisfies the supplementary
postulates, it is a transitively relational partial meet revision.

Although the seminal paper by Alchourrón et al. did not ignore open belief sets, all of
the main results demand closure of the belief set. However, it is important to know how to
deal with belief bases.

2.6.2.1 Working with Belief Bases

For belief bases, as can be seen in [Han93], the definition of internal partial meet
revision can be directly translated from belief sets, except for the closing of the set under
logical consequence. Let 𝐵 be a belief base. Then:

𝐵 ∗ 𝛼 = (𝐵 − ¬𝛼) ∪ {𝛼}

The following postulates were proposed for belief base revision:

(success) 𝛼 ∈ 𝐵 ∗ 𝛼

(inclusion) 𝐵 ∗ 𝛼 ⊆ 𝐵 ∪ {𝛼}

(weak consistency) if 𝛼 ⊬ ⊥ then 𝐵 ∗ 𝛼 ⊬ ⊥

(non-contradiction) If 𝛼 ⊬ ⊥, then 𝐵 ∗ 𝛼 ⊬ ¬𝛼

(uniformity) If for all 𝐵′ ⊆ 𝐵, 𝐵′ ∪ 𝛼 ⊢ ⊥ is inconsistent iff 𝐵′ ∪ 𝛽 ⊢ ⊥, then
𝐵 ∩ (𝐵 ∗ 𝛼) = 𝐵 ∩ (𝐵 ∗ 𝛽)

(vacuity) If ¬𝛼 ∉ 𝐶𝑛(𝐵), then 𝐵 ∗ 𝛼 = 𝐵 ∪ {𝛼}

(relevance) If 𝛽 ∈ 𝐵 and 𝛽 ∉ 𝐵 ∗ 𝛼 , then there is some 𝐵′ such that 𝐵 ∗ 𝛼 ⊆ 𝐵′ ⊆
𝐵 ∪ {𝛼}, 𝐵′ ⊬ ⊥ but 𝐵′ ∪ {𝛽} ⊢ ⊥

The next observation shows that vacuity can be obtained as a consequence of other
postulates:

Observation 2. [Han99b] If an operator ∗ for 𝐵 satisfies success, inclusion and relevance,
then it satisfies vacuity.

The definition of base revision by means of a partial meet construction is given as
follows:

Definition 5. [Han93, Han99b] Let 𝐵 be a belief base. The partial meet base revision on 𝐵
based on a selection function 𝛾 is the operator ∗𝛾 such that for all sentences 𝛼 :

𝐵 ∗𝛾 𝛼 = (𝐵 −𝛾 𝛼) ∪ {𝛼}

10 𝛼 ∈ 𝐶𝑛(𝐴 ∪ {𝛽 ∨ 𝛾}) whenever 𝛼 ∈ 𝐶𝑛(𝐴 ∪ {𝛽}) and 𝛼 ∈ 𝐶𝑛(𝐴 ∪ {𝛾}).
11 𝛽 ∈ 𝐶𝑛(𝐴 ∪ {𝛼}) iff 𝛼 → 𝛽 ∈ 𝐶𝑛(𝐴).
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The next theorem is a characterization of partial meet revision on belief bases:

Theorem 1. [Han99b] The operator ∗ is an operator of partial meet theory revision for a
belief base 𝐵 iff it satisfies success, inclusion, consistency, relevance and uniformity.

When dealing with belief bases, it is possible to recover from inconsistencies, as we do
not close the set under logical consequences. Hansson [Han93] has proposed an alternative
construction for revision based on the idea of reversing the Levi identity, i.e., reversing
the order in which contraction and expansion are performed. This alternative approach
was called external revision. Before defining it, we need to have another kind of selection
function. The function shown in Definition 2 is a one-place selection function, i.e., it takes
only one argument.

Definition 6. [Han93] A two-place selection function is a function 𝛾 such that for each
subset 𝐾 of 𝐿, 𝛾 (𝐾, ) = 𝛾𝐾 ( ) is a one-place selection function for 𝐾 . Each two-place selection
function gives rise to an operator of global partial meet contraction −𝛾 such that for all sets
𝐾 and sentences 𝛼 : 𝐾 −𝛾 𝛼 = ⋂ 𝛾𝐾 (𝐾⊥𝛼).

Now, it is possible to define external revision:

Definition 7. [Han99b] Let 𝛾 be a two-place selection function for the belief base 𝐵. Then
the global operator ±𝛾 of external partial meet base revision is defined as follows. For all
sentences 𝛼 :

𝐵 ±𝛾 𝛼 = (𝐵 ∪ {𝛼}) −𝛾 ¬𝛼

This corresponds to first adding the formula 𝛼 and then contracting the result by ¬𝛼 .
In order do characterize this operation, we need two extra postulates:

(pre-expansion) (𝐵 ∪ {𝛼}) ∗ 𝛼 = 𝐵 ∗ 𝛼

(weak uniformity) If 𝛼 and 𝛽 are elements of 𝐵 and it holds for all 𝐵′ ⊆ 𝐵 that
¬𝛼 ∈ 𝐶𝑛(𝐵′) iff ¬𝛽 ∈ 𝐶𝑛(𝐵′), then 𝐵 ∩ (𝐵 ∗ 𝛼) = 𝐵 ∩ (𝐵 ∗ 𝛽)

Theorem 2. [Han93] An operator ∗ is an operator of external partial meet base revision on
𝐵 iff it satisfies non-contradiction, inclusion, success, relevance, pre-expansion and weak
uniformity.

As can be observed, external revision does not work for belief sets. If 𝛼 is inconsistent
with 𝐾 , the expansion of 𝐾 by 𝛼 trivializes the set and ruins the revision process. Therefore,
this kind of operation was thought for belief bases. In [Han99b] the author gave some
examples to show different situations when one operation or the other is closer to the
actual psychological process. In addition, the following result shows that usually internal
and external revision do not coincide:

Observation 3. [Han93]

1. Uniformity does not hold in general for external partial meet revision.

2. Pre-expansion does not hold in general for internal partial meet revision.



2.6 | CONSTRUCTIONS

15

2.6.3 Kernel Contraction
In [Han94], Hansson introduced another construction for contraction operators, called

kernel contraction, which is a generalization of safe contraction[AM85]. It is based on the
concept of minimal implying subset, named kernel set ( ⟂⟂ ):

Definition 8. [Han94] 𝑋 ∈ 𝐵 ⟂⟂ 𝛼 (the kernel set of 𝐵 in relation to 𝛼) iff:

1. 𝑋 ⊆ 𝐵

2. 𝛼 ∈ 𝐶𝑛(𝑋 )

3. for all 𝑌 , if 𝑌 ⊂ 𝑋 then 𝛼 ∉ 𝐶𝑛(𝑌 )

The elements of 𝐵 ⟂⟂ 𝛼 are called 𝛼-kernels.

Now, we need to remove at least one element from each of the 𝛼-kernels by means of
an incision function:

Definition 9. [Han94] An incision function for 𝐵 is any function 𝜎 such that for any formula
𝛼 :

1. 𝜎 (𝐵 ⟂⟂ 𝛼) ⊆ ⋃(𝐵 ⟂⟂ 𝛼), and

2. If ∅ ≠ 𝑋 ∈ 𝐵 ⟂⟂ 𝛼 , then 𝑋 ∩ 𝜎 (𝐵 ⟂⟂ 𝛼) ≠ ∅.

Then, it is possible to define a kernel contraction:

Definition 10. [Han94] Let 𝜎 be an incision function. The kernel base contraction on 𝐵
determined by 𝜎 is the operation −𝜎 such that for all sentences 𝛼 :

𝐵 −𝜎 𝛼 = 𝐵 ⧵ 𝜎 (𝐵 ⟂⟂ 𝛼)

2.6.4 Kernel Revision
Analogously to what happens with partial meet, from the definition of kernel contrac-

tion, one can obtain a kernel revision:

Definition 11. [Han99b, HW02] The (internal) kernel base revision on 𝐵 based on an incision
function 𝜎 is the operator ∗𝜎 such that for all sentences 𝛼 : 𝐵 ∗𝜎 𝛼 = (𝐵 −𝜎 𝛼) ∪ {𝛼}

In order to characterize this operation, we need the following extra postulate:

(core-retainment) If 𝛽 ∈ 𝐵 and 𝛽 ∉ 𝐵 ∗ 𝛼 , then there is some 𝐵′ such that 𝐵′ ⊆ 𝐵∪{𝛼},
𝐵′ ⊬ ⊥ but 𝐵′ ∪ {𝛽} ⊢ ⊥.

Theorem 3. [Han99b, HW02] An operator ∗ is an operator of internal kernel base revision
iff it satisfies non-contradiction12, inclusion, core-retainment, success and uniformity.

In an operation of external kernel revision by 𝛼 , the belief base is first expanded with
𝛼 and then kernel contraction by ¬𝛼 takes place:

Definition 12. [Han99b, HW02] The external kernel base revision of 𝐵 based on an incision
function 𝜎 is the operator ∗𝜎 such that for all sentences 𝛼 :

12 The postulate of non-contradiction could be replaced by weak consistency
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𝐵 ∗𝜎 𝛼 = (𝐵 ∪ {𝛼}) ⧵ 𝜎 ((𝐵 ∪ {𝛼}) ⟂⟂¬𝛼)

The following theorem characterizes this operation:

Theorem 4. [Han99b, HW02] An operator ∗ is an operator of external kernel base revision
iff it satisfies non-contradiction12, inclusion, success, core-retainment, pre-expansion and
weak uniformity.

2.6.5 Negation Free Revision
Although in [Han99b, HW02] there are definitions and constructions for partial meet

and kernel base revisions, they use contraction as an intermediate step (Levi Identity),
which makes the respective representation theorems dependent on the negation of sen-
tences. In addition, as studied in [FPA04, FPA05a, FPA05b], due to the AGM-assumptions,
the direct application of the AGM-paradigm is impossible in some interesting logics, such
as many Description Logics[BCM+03, BHLS17] and also Horn Logic.

Aiming at solving this issue, Ribeiro and Wassermann [RW09] proposed and axiomati-
cally characterized some base revision operators without assuming that the underlying
logic is closed under negation of sentences. They worked only with external revision, i.e.,
all the constructions adopted the same method: firstly, the expansion of the belief base
by the input 𝛼 and, then, a (partial meet or kernel) contraction of the resulting base by ⊥.
Within this approach, the dependence on negation is warded off by establishing conditions
on the selection or incision functions.

Definition 13. [RW09] A selection function 𝛾 that protects the input is defined as:

1. If 𝛼 ⊬ ⊥, then ∅ ≠ 𝛾 ((𝐵 + 𝛼) ⟂ ⟂, 𝛼) ⊆ (𝐵 + 𝛼) ⟂ ⟂ and 𝛼 ∈ ⋂ 𝛾 ((𝐵 + 𝛼) ⟂ ⟂, 𝛼).

2. 𝛾 ((𝐵 + 𝛼) ⟂ ⟂, 𝛼) = {𝐵} otherwise

Note that this definition of selection function takes two arguments. The second one is
the formula to be preserved. This is used so that the function picks only those remainders
which contain 𝛼 , which means that the usage of this kind of selection function implies
that success is a strong requirement for the operation, while consistency is weak (as the
input will be absorbed anyway). The same happens with the incision function defined
after the theorem below. In [RW09] the names of the operators constructed this way end
with the indication with success.

Theorem 5. [RW09] The operator ∗ is a negation free external partial meet base revision for
a belief base 𝐵 iff it satisfies success, inclusion, weak consistency, relevance and pre-expansion.

The same idea is used for incision functions:

Definition 14. [RW09] An incision function that protects the input is defined as a function
𝜎 that satisfies:

1. 𝜎 (𝛼, 𝐵 ⟂⟂⊥) ⊆ ⋃(𝐵 ⟂⟂⊥)

2. If 𝛼 ⊬ ⊥ and ∅ ≠ 𝑋 ∈ 𝐵 ⟂⟂⊥, then 𝑋 ∩ 𝜎 (𝛼, 𝐵 ⟂⟂⊥) ≠ ∅

3. 𝛼 ∉ 𝜎 (𝛼, 𝐵 ⟂⟂⊥)
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Theorem 6. [RW09] The operator ∗ is a negation free external kernel base revision for a belief
base 𝐵 iff it satisfies success, inclusion, weak consistency, core-retainment and pre-expansion.

For the negation free (internal) revisions of belief bases, one can easily adapt a definition
originally proposed in the context of belief sets. A negation free remainder set 𝐵 ↓ 𝛼 is
defined as the set of all maximal subsets of 𝐵 that are consistent with the input 𝛼 .13

Formally:

Definition 15. [RW14][negation free remainder set]

𝑋 ∈ 𝐵 ↓ 𝛼 iff:

1. 𝑋 ⊆ 𝐵

2. 𝑋 ∪ {𝛼} ⊬ ⊥

3. If 𝑋 ⊂ 𝑋 ′ ⊆ 𝐵 then 𝑋 ′ ∪ {𝛼} ⊢ ⊥

A selection function 𝛾 selects a non-empty subset of 𝐵 ↓ 𝛼 if possible i.e. if 𝐵 ↓ 𝛼 ≠ ∅.
Otherwise it returns {𝐵}. Any selection function induces the following revision operation
called negation free internal partial meet revision:

𝐵 ∗𝛾 𝛼 = ⋂ 𝛾 (𝐵 ↓ 𝛼) ∪ {𝛼}

Then, we propose the following representation theorem:

Theorem 7. An operator ∗ is an operator of negation free internal partial meet base revision
iff it satisfies weak consistency, inclusion, success, relevance and uniformity.

The proof can be easily adapted from [HW02] by using 𝐵 ↓ 𝛼 instead of 𝐵 ⟂ ¬𝛼 .

The same strategy can be used for kernel revision:

Definition 16. [RW14][negation free kernel]

𝑋 ∈ 𝐵 ⇊ 𝛼 iff:

1. 𝑋 ⊆ 𝐵.

2. 𝑋 ∪ {𝛼} ⊢ ⊥.

3. If 𝑋 ′ ⊂ 𝑋 then 𝑋 ′ ∪ {𝛼} ⊬ ⊥.

Then, it is possible to define the following revision operation called negation free
internal kernel revision:

𝐵 ∗𝜎 𝛼 = 𝐵 ⧵ 𝜎 (𝐵 ⇊ 𝛼) ∪ {𝛼}

Now, the respective representation result:

Theorem 8. An operator ∗ is an operator of negation free internal kernel base revision iff it
satisfies weak consistency, inclusion, success, core-retainment and uniformity.

13 This was called an inconsistency-based remainder set in [Del08].
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Once more, we omit the proof, as it can be easily adapted from [HW02], using 𝐵 ⇊ 𝛼
instead of 𝐵 ⟂⟂¬𝛼 .

2.6.6 Systems of Spheres
In [Gro88], Grove introduced a new kind of construction, based on possible

worlds.

A possible world (a consistent complete theory) is a maximal consistent subset of .
The set of all possible worlds of  will be represented by  and, for each 𝑈 ⊆ , the
complement set of 𝑈 will be denoted by �̄� .

Definition 17. [Gro88] Let 𝐴 be a set of sentences of . The set of possible worlds that contain
𝐴 is denoted by [𝐴], i.e., [𝐴] = {𝑀 ∈ 𝐿 ∶ 𝐴 ⊆ 𝑀}. If 𝐴 is inconsistent this will be the
empty set. The elements of [𝐴] are the 𝐴-worlds. For a sentence 𝜑 ∈ , [𝜑] is an abbreviation
of [{𝜑}]. The elements of [𝜑] are the 𝜑-worlds.

A set  of consistent complete theories is elementary iff  = [∩]. In words,  is
elementary iff the possible worlds satisfying ∩ are precisely those contained in  (no
world outside  is compatible with the theory ∩).

Now, it is possible to define the construction:

Definition 18. [Gro88] Let  be a subset of . A system of spheres centered on  is a
collection 𝐒 of subsets of , i.e., 𝐒 ⊆ (), that satisfies the following conditions:

(𝐒1) 𝐒 is totally ordered with respect to set inclusion; that is, if  , ∈ 𝐒, then  ⊆ 
or  ⊆  .

(𝐒2)  ∈ 𝐒, and if  ∈ 𝐒 then  ⊆  .

(𝐒3)  ∈ 𝐒 (and so it is the largest element of 𝐒).

(𝐒4) For every 𝜑 ∈ , if there is any element in 𝐒 intersecting [𝜑] then there is also a
smallest element in 𝐒 intersecting [𝜑].

The elements of 𝐒 are called spheres.

For any consistent sentence 𝜑 ∈ , the smallest sphere in 𝐒 intersecting [𝜑] is denoted by
𝐶𝐒(𝜑). 𝑓𝐒(𝜑) denotes the set consisting of the 𝜑-worlds closest to  , i.e., 𝑓𝐒(𝜑) = [𝜑] ∩ 𝐶𝐒(𝜑).

Essentially, a system of spheres is a total preorder on possible worlds satisfying a
specific smoothness condition.

A sphere  ∈ 𝐒 is said to be proper if it contains at least one world outside all spheres
smaller than  . The core of  , denoted by  𝑐 , is the set  𝑐 = ⋃{𝑉 ∈ 𝐒 ∶ 𝑉 ⊆  }. So, a
sphere  ∈ 𝐒 is proper iff  ≠  𝑐 .

Grove also established a connection between systems of spheres and AGM revi-
sion:

Definition 19. [Gro88] Consider a theory 𝐾 of  and let 𝐒 be a system of spheres centered
on [𝐾 ]. The 𝐒-based revision on 𝐾 is the revision operation ∗𝐒 defined, for any 𝜑 ∈ , by:
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𝐾 ∗𝐒 𝜑 =
{

∩𝑓𝐒(𝜑) if [𝜑] ≠ ∅
 otherwise

Grove demonstrated that the class of functions obtained from systems of spheres by
means of ∗𝐒 is exactly the family of AGM revision functions.

2.7 Non-Prioritized Revision

Non-prioritized revision is a class of revision operations whose main difference in
relation to the traditional AGM revision is that the input information is not always accepted,
i.e., success is not a desirable property. The point for it is that, contrary to what happens in
prioritized revision, a new belief should not always have supremacy over previous beliefs.
Although in some situations it is reasonable to consider new information as the most
trustworthy and correct one, in a more realistic scenario it is not recommended to have it
as a general assumption, which means that a new belief can be rejected if it conflicts with
more entrenched or more valuable earlier beliefs.

2.7.1 Semi-revision
In [Han97] Hansson proposed an operation of revision that can be constructed based

on another operation called consolidation[Han91]. A belief base is consolidated when a
consistent subset of it is extracted, which essentially means to contract the base by a
contradictory sentence:

Definition 20. [Han91] Let − be an operation of (global) contraction on belief bases. Then
the operation !, such that for all belief bases B:

𝐵! = 𝐵 − ⊥

is the consolidation based on −. If − is a partial meet contraction, then ! is a partial meet
consolidation. If − is a kernel contraction, then ! is a kernel consolidation.

Having this operation, the semi-revision of a belief base 𝐵 by 𝛼 is defined as the
expansion of 𝐵 by 𝛼 followed by the consolidation of 𝐵:

Definition 21. [Han97] Let ! be an operation of consolidation. The operation ?, such that for
all 𝐵 and 𝛼 :

𝐵?𝛼 = (𝐵 ∪ {𝛼})!

is the corresponding semi-revision operation. If ! is a partial meet (kernel) consolidation, then
the operation ? defined as above is an operation of partial meet (kernel) semi-revision.

It inserts semi-revision in the expansion + consolidation variety of non-prioritized belief
revision[Han99a]. The expansion + consolidation strategy has been established only for
belief bases, for the same reason as exposed in Section 2.6.2.1 about external revision.
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For possibilities of interdefinability between semi-revision and consolidation, see
[Han97].

2.7.2 Selective Revision
In [FH99], Fermé and Hansson explored a new possibility of revision which is capable

of incorporating only a part of the input belief, calling it selective revision. Many models
were developed to work with two options: complete acceptance of the input information
or full rejection of it. So the selective revision model aimed to be a third possibility.

From the six basic AGM postulates, four are equally valid for selective revision: closure,
inclusion, weak consistency and extensionality. The vacuity property is not always desirable
in a selective revision framework, given that even if the new information is consistent
with the initial beliefs, the agent may still want to select a part of it. Despite that, vacuity
appeared in the original results and will also be used in ours.

One of the basic AGM postulates for revision is success, to ensure that the new belief
will be accepted (𝐾 ∗ 𝛼 ⊢ 𝛼). Evidently, this property should not hold for selective revision
(represented by ◦). There is a way to weaken it that it is to incorporate some part (a
proxy) of the incoming belief (there is a sentence 𝛽 , such that 𝐾 ◦ 𝛼 ⊢ 𝛽 , ⊢ 𝛼 → 𝛽 and
𝐾 ◦ 𝛼 = 𝐾 ◦ 𝛽). This proxy success postulate has a weaker version that consists in not
requiring that ⊢ 𝛼 → 𝛽 . Lastly, the consistent expansion postulate intends to establish
that previous beliefs are discarded only to guarantee consistency (if 𝐾 ⊈ 𝐾 ◦ 𝛼 then
𝐾 ∪ (𝐾 ◦ 𝛼) ⊢ ⊥). As stated in [FH99], consistent expansion follows from success and vacuity.
For more details about the postulates for this operation, see [FH99].

In order to achieve the partial acceptance, we need to apply a filter called transformation
function 𝑓 (defined from to) to any input sentence 𝛼 aiming to extract, roughly speaking,
the most trustworthy part of it. A natural restriction is that 𝑓 (𝛼) should not contain more
information that the one that is contained in 𝛼 (i.e., ⊢ 𝛼 → 𝑓 (𝛼)). However, the authors
proposed the operation in a very general way such that this restriction is not necessarily
required. The following were some of the proposed properties for transformation functions
presented in [FH99]:

(implication) ⊢ 𝛼 → 𝑓 (𝛼)

(weak implication) If 𝐾 ⊬ ¬𝛼 , then ⊢ 𝛼 → 𝑓 (𝛼)

(idempotence) ⊢ 𝑓 (𝑓 (𝛼)) ↔ 𝑓 (𝛼)

(extensionality) If ⊢ 𝛼 ↔ 𝛽 , then ⊢ 𝑓 (𝛼) ↔ 𝑓 (𝛽)

(consistency preservation) If ⊬ ¬𝛼 , then ⊬ ¬𝑓 (𝛼)

(weak maximality) If 𝐾 ⊬ ¬𝛼 , then ⊢ 𝑓 (𝛼) ↔ 𝛼

After applying the transformation function, the previous beliefs are revised by the
result of the filtering in a prioritized way. With these tools in mind, it is possible to
construct a model for selective revision:

Definition 22. [FH99] Let 𝐾 be a belief set, ∗𝛾 be a partial meet theory revision for 𝐾 , and 𝑓
be a transformation function. The selective revision ◦, based on ∗𝛾 and 𝑓 , is the operation such
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that for all sentences 𝛼 :
𝐾 ◦ 𝛼 = 𝐾 ∗𝛾 𝑓 (𝛼)

It inserts selective revision in the decision + revision variety of non-prioritized belief
revision[Han99a].

We finish this section by recalling from [FH99] representation theorems for two classes
of selective revision functions:

Theorem 9 ([FH99]). Let 𝐾 be a belief set, and ◦ be an operator on 𝐾 . Then the following
conditions are equivalent:

1. ◦ satisfies closure, inclusion, vacuity, weak consistency, consistent expansion, extension-
ality and weak proxy success.

2. There exists a partial meet theory revision operator ∗𝛾 for 𝐾 and a transformation
function 𝑓 that satisfies extensionality, consistency preservation, weak maximality and
idempotence such that 𝐾 ◦ 𝛼 = 𝐾 ∗𝛾 𝑓 (𝛼), for all 𝛼 .

Theorem 10 ([FH99]). Let 𝐾 be a belief set, and ◦ be an operator on 𝐾 . Then the following
conditions are equivalent:

1. ◦ satisfies closure, inclusion, vacuity, weak consistency, consistent expansion, extension-
ality and proxy success.

2. There exists a partial meet theory revision operator ∗𝛾 for 𝐾 and a transformation
function 𝑓 that satisfies extensionality, consistency preservation, weak maximality,
idempotence and implication such that 𝐾 ◦ 𝛼 = 𝐾 ∗𝛾 𝑓 (𝛼), for all 𝛼 .

It is important to observe that this approach for selective revision is not suitable neither
for belief bases (given the required closure property) nor for non-classical logics (once
some properties of the transformation function apply, for example, negation, disjunction
and conjunction of sentences, which are not always defined for some logics).

2.8 The Nature of the Input
As shown in this chapter, the AGM framework supposes that the operations are

always singular on the right. However, there are some situations when you have multiple
sentences as input instead of a single sentence and need to perform a simultaneous revision
by them. It demands a generalization of the theory in order to cover this kind of situation.
Nevertheless, as observed by Peppas [Pep08], taking AGM to the multiple case is not as
elementary as it may first seem, especially when dealing with infinite sets. Still, depending
on the conditions of the underlying logic, there may be some challenges. In the next
two chapters, we will show the different approaches proposed since 1988 to solve this
problem.
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Chapter 3

Prioritized Multiple Revision

This chapter summarizes the main works existing in the literature regarding Prioritized
Multiple Revision, i.e., when the input is totally incorporated in the final result. Section 3.1
brings the first approaches proposed for belief sets, belief bases and systems of spheres.
After that, section 3.2 considers the cases when the input is allowed to be infinite, section
3.3 looks at further proposals for systems of spheres and section 3.4 shows the approaches
that do not directly use contraction as an intermediate step.

As will be used, the generalization of expansion is very straightforward: if 𝐾 and 𝐴 are
sets of sentences, 𝐾 + 𝐴 = 𝐶𝑛(𝐾 ∪ 𝐴).

3.1 Early Steps on Multiple Operations
In [Fuh88] we have a first picture of a change operation that is not necessarily by a

single input. It starts with contraction and, then, goes to revision.

3.1.1 Multiple Contraction
Fuhrmann claims that sometimes we need to withdraw more than one proposition of

a belief set at the same time, proposing the name Multiple Contraction for this case.

Suppose that 𝐾 is a belief set and 𝐴 is a set of sentences to be retracted from 𝐾 .
Fuhrmann observes that the operation represented by 𝐾 −𝐴 brings two different interpreta-
tions. If an agent wants no sentence of 𝐴 to be implied by 𝐾 −𝐴, that is, 𝐶𝑛(𝐾 −𝐴) ∩𝐴 = ∅,
then we have a (multiple) package contraction1 (denoted by −𝑝). On the other hand, if
an agent simply does not want 𝐴 to be a subset of the consequences of 𝐾 − 𝐴, that is,
𝐴 ⊈ 𝐶𝑛(𝐾 − 𝐴), then we have a (multiple) choice contraction (here denoted by −𝑐). A
contraction by a single sentence, thus, becomes a special case of multiple contraction (both
choice and package).

1 Originally, in [Fuh88], the package contraction was called meet contraction, receiving the name package
only in [FH94].
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3.1.1.1 Package Contraction

Some properties of an operation of package contraction are described below:

(−𝑝-success): if 𝐴 ∩ 𝐶𝑛(∅) = ∅, then 𝐴 ∩ 𝐶𝑛(𝐾 −𝑝 𝐴) = ∅

(−𝑝-inclusion): 𝐾 −𝑝 𝐴 ⊆ 𝐾

(−𝑝-uniformity): if for any sets 𝐴 and 𝐵 it holds that, ∀𝐾 ′ ⊆ 𝐾 , 𝐴 ∩ 𝐶𝑛(𝐾 ′) ≠ ∅ iff
𝐵 ∩ 𝐶𝑛(𝐾 ′) ≠ ∅, then 𝐾 −𝑝 𝐴 = 𝐾 −𝑝 𝐵

(−𝑝-relevance): if 𝛼 ∈ 𝐾 ⧵(𝐾−𝑝𝐴), then ∃𝐾 ′ such that𝐾−𝑝𝐴 ⊆ 𝐾 ′ ⊆ 𝐾 ,𝐾 ′∩𝐶𝑛(𝐴) = ∅
but 𝐶𝑛(𝐾 ′ ∪ {𝛼}) ∩ 𝐴 ≠ ∅.

Now, we are going to bring some tools for constructing a multiple package contraction.
Generalizing the remainder set from Definition 1 to the package contraction case we
have:

Definition 23. [Han89] 𝑋 ∈ 𝐾⊥𝑃𝐴 iff:

• 𝑋 ⊆ 𝐾 ,

• 𝐶𝑛(𝑋 ) ∩ 𝐴 = ∅, and

• ∀𝑌 such that 𝑋 ⊂ 𝑌 ⊆ 𝐾 , it holds that 𝐶𝑛(𝑌 ) ∩ 𝐴 ≠ ∅.

As well as for the singleton case, we need a selection function, which will be a straight-
forward generalization of the one described in Definition 2:

Definition 24. [Han89] Let 𝐾 be a set of sentences. A selection function for 𝐾 is a function
𝛾 such that for every set 𝐴:

• if 𝐾⊥𝑃𝐴 ≠ ∅, then 𝛾 (𝐾⊥𝑃𝐴) ≠ ∅ and 𝛾 (𝐾⊥𝑃𝐴) ⊆ 𝐾⊥𝑃𝐴

• if 𝐾⊥𝑃𝐴 = ∅, then 𝛾 (𝐾⊥𝑃𝐴) = {𝐾}

Then, the operator can be constructed as follows:

Definition 25. [Han89] An operator −𝑝 is a partial meet package contraction iff for each
theory 𝐾 there exists a selection function 𝛾 such that:

𝐾 −𝑝 𝐴 = ⋂ 𝛾 (𝐾⊥𝑃𝐴)

Theorem 11. [FH94] An operator − is a partial meet package contraction iff, for each theory
𝐾 and sets𝐴 and 𝐵, it satisfies the following postulates: −𝑝-success, −𝑝-inclusion, −𝑝-uniformity
and −𝑝-relevance.

3.1.1.2 Choice Contraction

Some properties of an operation of package contraction are described below:

(−𝑐-success): if 𝐴 ⊈ 𝐶𝑛(∅), then 𝐴 ⊈ 𝐶𝑛(𝐾 −𝑐 𝐴)

(−𝑐-inclusion): 𝐾 −𝑐 𝐴 ⊆ 𝐾

(−𝑐-uniformity): if for any sets 𝐴 and 𝐵 it holds that, ∀𝐾 ′ ⊆ 𝐾 , 𝐴 ⊆ 𝐶𝑛(𝐾 ′) iff
𝐵 ⊆ 𝐶𝑛(𝐾 ′), then 𝐾 −𝑝 𝐴 = 𝐾 −𝑝 𝐵
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(−𝑐-relevance): if 𝛼 ∈ 𝐾 ⧵(𝐾−𝑐𝐴), then ∃𝐾 ′ such that𝐾−𝑐𝐴 ⊆ 𝐾 ′ ⊆ 𝐾 ,𝐶𝑛(𝐴) ⊈ 𝐾 ′ = ∅
but (𝐴 ⊆ 𝐶𝑛(𝐾 ′ ∪ {𝛼}).

Now, we are going to bring some tools for constructing a multiple choice contrac-
tion. Generalizing the remainder set from Definition 1 to the choice contraction case we
have:

Definition 26. [FH94] 𝑋 ∈ 𝐾⊥𝐶𝐴 iff:

• 𝑋 ⊆ 𝐾 ,

• 𝐴 ⊈ 𝐶𝑛(𝑋 ), and

• ∀𝑌 such that 𝑋 ⊂ 𝑌 ⊆ 𝐾 , it holds that 𝐴 ⊆ 𝐶𝑛(𝑌 ).

The selection function for this case works in the same way as for package (Definition
24). Then, the operator can be constructed as follows:

Definition 27. [FH94] An operator −𝑐 is a partial meet choice contraction iff for each theory
𝐾 there exists a selection function 𝛾 such that:

𝐾 −𝑐 𝐴 = ⋂ 𝛾 (𝐾⊥𝐶𝐴)

Theorem 12. [FH94] An operator − is a partial meet choice contraction iff, for each theory 𝐾
and sets 𝐴 and 𝐵, it satisfies the following postulates: −𝑐-success, −𝑐-inclusion, −𝑐-uniformity
and −𝑐-relevance.

For more properties, operators and relations about Multiple Contraction and the
possibilities to reduce it or not to a single operation see [FH94, FSS03, Rei11].

3.1.2 Multiple Revision
Following [Fuh88], we also see the discussion of some properties of revision operations

that receive as input more than one sentence simultaneously, named Multiple Revision.
Analogously to Multiple Contraction, when the result of 𝐾 ∗ 𝐴 should imply everything
in 𝐴 (𝐴 ⊆ 𝐶𝑛(𝐾 ∗ 𝐴)) we have (multiple) package revision2 (denoted by ∗𝑝), while when
the result of 𝐾 ∗ 𝐴 should contain some elements (but not necessarily all) of 𝐴 (𝐶𝑛(𝐾 ∗
𝐴) ∩ 𝐴 ≠ ∅), then we have (multiple) choice revision3 (here denoted by ∗𝑐).

In order to proceed with the generalization, we need the definition of set negation.
Fuhrmann defined it this way: if 𝐴 is a set of formulas, ¬𝐴 = {¬𝛼 ∶ 𝛼 ∈ 𝐴}.

Now, the package revision operation can be defined via a generalized version of the
Levi Identity using package contraction:

𝐾 ∗𝑝 𝐴 = (𝐾 −𝑝 ¬𝐴) + 𝐴

By this approach, the properties of a package revision operation become dictated by
the ones from package contraction operation.

2 Again, in [Fuh88] this operation was denominated meet revision. The terminology “package revision” is
used in [Han06, Spo10], based on the terminology from [FH94]. Another name found in the literature is
bunch revision [Rot01].

3 Hans Rott called this one pick revision [Rot01].
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Theorem 13. [Fuh88] If the operation of package (theory) revision is defined via Levi Identity
from the operation of package contraction, then the following conditions hold for the package
revision of any theory K by any sets of sentences A, A’:

1. (closure) 𝐾 ∗𝑝 𝐴 is a theory;

2. (success) 𝐴 ⊆ 𝐾 ∗𝑝 𝐴;

3. (inclusion) 𝐾 ∗𝑝 𝐴 ⊆ 𝐾 + 𝐴;

4. (vacuity) if 𝐾 ∩ ¬𝐴 = ∅ then 𝐾 + 𝐴 ⊆ 𝐾 ∗𝑝 𝐴;

5. (extensionality) if 𝐴 and 𝐴′ are pairwise equivalent4, then 𝐾 ∗𝑝 𝐴 = 𝐾 ∗𝑝 𝐴′;

6. (conjunctive inclusion) 𝐾 ∗𝑝 (𝐴 ∪ 𝐴′) ⊆ (𝐾 ∗𝑝 𝐴) + 𝐴′;

7. (conjunctive vacuity) if 𝐾 ∩ ¬𝐴 = ∅, then (𝐾 ∗𝑝 𝐴′) + 𝐴 ⊆ 𝐾 ∗𝑝 (𝐴′ ∪ 𝐴).

Still within the same thesis, the author claims that the operation of choice revision
is less intuitive than package revision, making it difficult to find practical applications. If
in a choice revision 𝐾 ∗𝑐 𝐴 an agent has to add at least one sentence from 𝐴, which ones
should he choose? The principle of minimal change, already established for contractions,
should prevail in this situation as well. But it can be the case that, whatever the sentences
from 𝐴 that it decides to add to 𝐾 , an incision on 𝐾 will be needed. So, according to the
thesis, the agent should “retract only those sentences which are, by comparison, the least
important (the most retractible) ones”. Representing this idea using the Levi Identity, we
have:

𝐾 ∗𝑐 𝐴 = (𝐾 −𝑐 ¬𝐴) + 𝐴 ∩ {𝛼 ∶ ¬𝛼 ∉ (𝐾 −𝑐 ¬𝐴)}

where [𝐾 −𝑐 ¬𝐴] represents the choice contraction of 𝐾 by those elements of ¬𝐴 that
are “easiest to retract”.

3.1.3 Generalizing Grove’s Result
Sten Lindström introduces in [Lin91] a set of operations called infinitary belief revision.

In his article, he explores nonmonotonic inference operations and, at the end, brings
a connection between AGM revision and them. Nevertheless, in order to achieve total
interdefinability between belief revision and nonmonotonic inference, it was necessary to
support possibly infinite sets of propositions as input.

The axioms proposed are direct generalizations of the basic revision axioms presented
in [Gär88], similarly to what was done in [Fuh88]. The main differences are that Lindström
adds one for consistency and also joins the inclusion and vacuity postulates to form a new
one called Expansion:

(consistency preservation) if 𝐴 is not inconsistent then 𝐾 ∗ 𝐴 is consistent.

(expansion) if 𝐾 ∪ 𝐴 is not inconsistent, then 𝐾 ∗ 𝐴 = 𝐾 + 𝐴.

4 Two sets of sentences 𝐴 and 𝐵 are pairwise equivalent (modulo Cn) just in case: ∀𝛼 ∈ 𝐴 ∶ ∃𝛽 ∈ 𝐵 s.t.
𝐶𝑛(𝛼) = 𝐶𝑛(𝛽) and ∀𝛽 ∈ 𝐵 ∶ ∃𝛼 ∈ 𝐴 s.t. 𝐶𝑛(𝛽) = 𝐶𝑛(𝛼).



3.1 | EARLY STEPS ON MULTIPLE OPERATIONS

27

So, we have five basic axioms instead of six. He also gives four supplementary postu-
lates:

(Chernoff) 𝐾 ∗𝑝 (𝐴 ∪ 𝐴′) ⊆ (𝐾 ∗𝑝 𝐴) + 𝐴′;

(Arrow) if (𝐾 ∗𝑝 𝐴) + 𝐴′ is consistent, then (𝐾 ∗𝑝 𝐴) + 𝐴′ = 𝐾 ∗𝑝 (𝐴 ∪ 𝐴′).

(Aizerman) if 𝐴 ⊆ 𝐴′ ⊆ 𝐾 ∗𝑝 𝐴, then 𝐾 ∗𝑝 𝐴 ⊆ 𝐾 ∗𝑝 𝐴′.

(Gamma) 𝐾 ∗𝑝 (⋂
𝐴∈𝐹
𝐶𝑛(𝐴)) ⊆ 𝐶𝑛(⋃

𝐴∈𝐹
𝐾 ∗𝑝 𝐴), where 𝐹 is a non-empty family of sets

of sentences.

As can be seen, the first two ones are a generalization of Gärdenfors’ supplementary
postulates for singleton revision. Lindström states that Fuhrmann’s postulates are equiva-
lent to four of his basic postulates (i.e., excluding just consistency preservation) together
with arrow. Actually, chernoff should also be part of this correspondence since it is equal
to Fuhrmann’s conjunctive inclusion.

In spite of the similarity between postulates, Lindström, in comparison with the AGM
model, makes weaker assumptions about the underlying logic. He only supposes that it is
a deductive logic (a finitary Tarski-style consequence relation), while the AGM framework,
in addition, supposes supraclassicality and satisfaction of the deduction theorem5.

In order to complete his theory, he gives a theorem to show the definition of infinitary
belief revision in terms of Grove’s systems of spheres[Gro88]:

Theorem 14. 6[Lin91] Let ∗ be a (multiple) belief revision operation. Then, ∗ is a system of
spheres-based revision iff it satisfies closure, success, extensionality, expansion, consistency
preservation and arrow.

Then, the first one to state that Grove’s model can be generalized to multiple revision
was Lindström (although he did not prove it).

3.1.4 Internal and External Revision for Belief Bases
Hansson started to show the necessity and the rationality of multiple revision in

[Han89, Han92]. When extending AGM revision for belief bases in [Han93], he generalized
it to the multiple case at the same time. Considering the operation of revision obtained
from the Levi Identity, in order to proceed with the generalization we need, for sets, an
equivalent way of negating the input. However, unlike Fuhrmann that defined the negation
of a set as the set formed by the negation of each sentence of the original set, Hansson
took a different path.

In the Levi Identity, the original motivation to contract by ¬𝛼 was to extract a subset of
the initial set that is consistent with 𝛼 . Let 𝑋 represent this subset. After this contraction
by the negation of 𝛼 , we want ¬𝛼 ∉ 𝐶𝑛(𝑋 ) to be true. Let us now apply this same
interpretation for sets.

5 𝛽 ∈ 𝐶𝑛(𝐴 ∪ {𝛼}) iff 𝛼 → 𝛽 ∈ 𝐶𝑛(𝐴).
6 Originally, the theorem was shown split in two parts, one for each direction of the condition.
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Unlike single sentences, sets of sentences do not have negations. Suppose that we
want to revise a belief base 𝐵 by 𝐴. So, we want to obtain for 𝐴 some set that behaves
in relation to it in the same way as the negation of a sentence to that sentence itself.
The idea to contract some sentences from 𝐵 (producing 𝑋 ⊆ 𝐵) is to make it consistent
with 𝐴, which means that ⊥ ∉ 𝐶𝑛(𝑋 ∪ 𝐴). By the compactness property of 𝐶𝑛, this is
equivalent to ⊥ ∉ 𝐶𝑛(𝑋 ∪ 𝐴′) for every finite subset 𝐴′ of 𝐴, which is also equivalent to
⊥ ∉ 𝐶𝑛(𝑋 ∪⋀𝐴′) for every finite subset 𝐴′ of 𝐴 and, by the deduction property, equivalent
to (⋀𝐴′ → ⊥) ∉ 𝐶𝑛(𝑋 ). Finally, we can derive that ¬(⋀𝐴′) ∉ 𝐶𝑛(𝑋 ).

Therefore, in order to obtain 𝑋 , we have to remove from 𝐵 the set that contains all
sentences in the form ¬(⋀𝐴′) for some finite subset 𝐴′ of 𝐴. So, considering our goal, this
set can be considered as the negation of 𝐴:

Definition 28. [Han91] For any set 𝐴 of sentences, ¬𝐴 (the negation of 𝐴) is the set such
that 𝛼 ∈ ¬𝐴 iff 𝛼 is either:

1. ⊥;

2. a negation of some sentence in 𝐴;

3. a finite disjunction of sentences that are negations of elements of 𝐴.

So, ¬𝐴 is the set formed by all the sentences that are either negations of elements of 𝐴
or (finite) disjunctions of such negations. If 𝐴 is finite, its negation can be simplified to a
single sentence form:

Definition 29. [Han92] Let𝐴 be a finite set of sentences. Then 𝑛𝑒𝑔(𝐴) (the sentential negation
of 𝐴) is defined as follows:

1. 𝑛𝑒𝑔(∅) = ⊥;

2. if 𝐴 is a singleton, 𝐴 = {𝛼}, then 𝑛𝑒𝑔(𝐴) = ¬𝛼 ;

3. if 𝐴 = {𝛼1, ..., 𝛼𝑛} for some 𝑛 > 1, then 𝑛𝑒𝑔(𝐴) = ¬𝛼1 ∨ ¬𝛼2 ∨ ... ∨ ¬𝛼𝑛.

As defined above, the sentential negation of a finite non-empty set 𝐴 is the disjunction
of the negation of the sentences from 𝐴.

Before defining the operation itself, Hansson also brings some analysis on selection
functions. A function 𝛾 proposed as in Definition 24 is referred to as a one-place selection
function, which is specific for a given belief base 𝐵 and that, for each set 𝐴, selects a
non-empty subset of 𝐵⊥𝐴 (unless 𝐵⊥𝐴 is empty). If 𝐵 ≠ 𝐵′, then 𝛾 is not a one-place
selection function for 𝐵′. Thus, after a contraction/revision process we have a new belief
base but not a new selection function that would allow us to proceed with further belief
changes. For this purpose, a more general function was defined:

Definition 30. [Han93] A two-place selection function is a function 𝛾 such that, for
each subset 𝐵 of , 𝛾 (𝐵, ) = 𝛾𝐵( ) is a one-place selection function for 𝐵. A two-place selec-
tion function 𝛾 is unified iff, for all subsets 𝐵1 and 𝐵2 of , if 𝐵1⊥𝐴1 = 𝐵2⊥𝐴2 ≠ ∅, then
⋂ 𝛾𝐵1(𝐵1⊥𝐴1) = ⋂ 𝛾𝐵2(𝐵2⊥𝐴2).

As observed by the author, the one-place selection functions produced by a unified two-
place selection function coincide for all arguments. For convenience, the first argument
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of a unified two-place selection function can be omitted (such that ⋂ 𝛾 (𝐵⊥𝐴) is a shorter
form of ⋂ 𝛾𝐵(𝐵⊥𝐴)).

Taking the definitions of remainder set, set negation and selection functions, Hansson
defines multiple internal revision:

Definition 31. [Han93] Let 𝛾 be a one-place selection function for a subset 𝐵 of . Then
the operator ∗𝛾 is the operator of multiple internal package partial meet base revision for 𝐵
generated by 𝛾 iff for all finite subsets 𝐴 of :

𝐵 ∗𝛾 𝐴 = ⋂ 𝛾 (𝐵⊥{neg(𝐴)}) ∪ 𝐴

We can generalize this construction by applying a two-place selection function instead of a
one-place kind. Then, for all subsets 𝐵 of  and all finite subsets 𝐴 of , the same identity
holds (with due exchange).

Then, it is possible to characterize it axiomatically:

Theorem 15. [Han93] The operator * is an operator of multiple internal package partial
meet base revision for a belief base B iff it satisfies:

(success) 𝐴 ⊆ 𝐵 ∗ 𝐴

(inclusion) 𝐵 ∗ 𝐴 ⊆ 𝐵 ∪ 𝐴

(weak consistency) 𝐵 ∗ 𝐴 is consistent if 𝐴 is consistent

(uniformity) If for all 𝐵′ ⊆ 𝐵, 𝐵′ ∪ 𝐴 is inconsistent iff 𝐵′ ∪ 𝐶 is inconsistent, then
𝐵 ∩ (𝐵 ∗ 𝐴) = 𝐵 ∩ (𝐵 ∗ 𝐶).

(relevance) If 𝛼 ∈ 𝐵 and 𝛼 ∉ 𝐵 ∗ 𝐴, then there is some 𝐵′ such that 𝐵 ∗ 𝐴 ⊆ 𝐵′ ⊆ 𝐵∪{𝐴},
𝐵′ is consistent but 𝐵′ ∪ {𝛼} is inconsistent.

In comparison with Gärdenfors’ postulates for singleton revision, weak consistency,
inclusion and success are direct generalizations (except for the logical closure for inclusion).
Uniformity substitutes extensionality since base revision considers syntax and not only se-
mantic contents. Relevance is required to ensure minimality, i.e., if a sentence was removed
from the original base then it had a participation in the inconsistency problem between
the base and the new beliefs. Also, these postulates are straightforward generalizations of
the postulates for singleton base revision presented in Section 2.6.2.1.

Observation 4. If an operator ∗ for a belief base 𝐵 satisfies success, inclusion and relevance,
then it satisfies:

(vacuity) If 𝐵 ∪ 𝐴 ⊬ ⊥ then 𝐵 ∗ 𝐴 = 𝐵 ∪ 𝐴

Proof. This proof can be straightforwardly adapted from the version for singleton revision
in [Han99b].

While for internal revision we first have a contraction and then the expansion, for
external revision we take the inverse way: we first get the union of the base and the input
and then perform a contraction by the sentential negation of the input:
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Definition 32. [Han93] Let 𝛾 be a two-place selection function. The operator of multiple
external package partial meet base revision generated by 𝛾 is the operator ±𝛾 such that for all
subsets 𝐵 of  and all finite subsets 𝐴 of :

𝐵 ±𝛾 𝐴 = ⋂ 𝛾𝐵∪𝐴((𝐵 ∪ 𝐴)⊥{neg(𝐴)})

In this case, we need a selection function of the two-place kind because if we had a
one-place selection function for 𝐵 it would not work for the contraction of 𝐵 ∪𝐴 by 𝑛𝑒𝑔(𝐴).
That is why we need a more general one.

The axiomatic characterization follows below:

Theorem 16. [Han93] The operator * is an operator of multiple external package partial meet
base revision iff it satisfies weak consistency, inclusion, relevance, success and, in addition:

(weak uniformity) If 𝐴 and 𝐶 are subsets of 𝐵 and it holds that for all 𝐵′ ⊆ 𝐵 that
𝐵′ ∪ 𝐴 is inconsistent iff 𝐵′ ∪ 𝐶 is inconsistent, then 𝐵 ∗ 𝐴 = 𝐵 ∗ 𝐶 .

(pre-expansion) (𝐵 ∪ 𝐴) ∗ 𝐴 = 𝐵 ∗ 𝐴

As can be seen, two of the postulates are different from those of the previous theorem.
Weak uniformity is a constraint on uniformity to the particular case of revision by a subset
of the belief base, while Pre-expansion requires that a revision by a set should return the
same outcome as the sequence of first expanding and then revising by the same set. To
see why uniformity does not hold in general for external revision or why internal and
external revision are really different operations, see [Han93].

3.1.5 Multiple Package Partial Meet Revision
As shown in the second condition of Theorem 13, the generalization of the revision

operation inherits an important characteristic already present in the original definition:
the input set has priority over the sentences to be revised. Following this approach, we
have in [Fuh97] a further exploration of the topic, bringing us a construction. Fuhrmann
addresses the issue focusing on the package variety and shows how the operations of
revision and contraction can be inter-definable.

3.1.5.1 Opening the Set

Following the partial meet approach, when we have arbitrary sets of sentences 𝐾 and
𝐴 and need to revise 𝐾 in order to consistently incorporate 𝐴 completely, we can first find
all the subsets of 𝐾 that are maximally compatible with 𝐴 (denoted by 𝐾 ↓𝑝 𝐴), which form
a generalized version of the remainder set for multiple operations in revision7 (following
the package approach):

Definition 33. [Fuh97] 𝑋 ∈ 𝐾 ↓𝑝 𝐴 iff:

• 𝑋 ⊆ 𝐾 ;

• 𝑋 ∪ 𝐴 is consistent;

7 In [Fuh97], this generalized remainder set is called 𝐾 open for 𝐴 (𝐾 op 𝐴).



3.1 | EARLY STEPS ON MULTIPLE OPERATIONS

31

• ∀𝑋 ′ such that 𝑋 ⊂ 𝑋 ′ ⊆ 𝐾 then 𝑋 ′ ∪ 𝐴 is inconsistent.

So, if you have a consistent set 𝐴, 𝐾 ↓𝑝 𝐴 is the set of the maximal 𝐾 -subsets consistent
with 𝐴.

It is interesting to note that, although the AGM framework was initially defined to
work with singleton inputs, the original definition of remainder set, given in [AM81]
for contraction, considered the input to be a set of propositions. The difference between
Fuhrmann’s definition given here and the one from Alchourrón and Makinson is that,
while the former is concerned about consistency, the latter cares about implication, but
both of them in a maximal way. Also, the generalized version does not depend on negation.
At the same time, it is possible to establish the following relation:

Observation 5. [Fuh97] Given a belief set 𝐾 and a finite set of sentences 𝐴, it holds that
𝐾 ↓𝑝 𝐴 = 𝐾⊥ 𝑛𝑒𝑔(𝐴).

Proof: First, let us show that 𝐾⊥ 𝑛𝑒𝑔(𝐴) ⊆ 𝐾 ↓𝑝 𝐴. Let 𝑋 ∈ 𝐾⊥ 𝑛𝑒𝑔(𝐴). Then 𝑋 ⊆ 𝐾
and, given that 𝐴 = {𝛼1, ..., 𝛼𝑛} for some 𝑛 >= 1, 𝑋 ⊬ ¬𝛼1 ∨ ... ∨ ¬𝛼𝑛. Thus, none of the
negated sentences from 𝐴 are implied by 𝑋 . Therefore, 𝑋 ∪ 𝐴 is consistent. Given the
maximality of 𝑋 , we conclude that 𝑋 ∈ 𝐾 ↓𝑝 𝐴. The converse property is analogous.
Therefore, 𝐾 ↓𝑝 𝐴 = 𝐾⊥ 𝑛𝑒𝑔(𝐴).

3.1.5.2 Completing the Construction

After defining the generalized remainder set, Fuhrmann assumed that he had some
ways to get from 𝐾 ↓𝑝 𝐴 some most preferred elements, representing this by a selection
function8 𝛾 in the same way as in Definition 24. Considering⋂ 𝛾 (𝐾 ↓𝑝 𝐴) as the intersection
of the most preferred elements, we can find the revised 𝐾 apt to consistently incorporate
𝐴, which gives us the way to represent the multiple package partial meet revision:

𝐾 ∗𝑝 𝐴 = ⋂ 𝛾 (𝐾 ↓𝑝 𝐴) ∪ 𝐴

3.1.5.3 Properties

The following result was obtained for this package revision:

Theorem 17. [Fuh97] Let −𝑝 be a partial meet package contraction operation (Definition 12)
and let ∗ be the operation generated from −𝑝 by the Levi Identity (𝐾 ∗𝑝 𝐴). Then ∗ satisfies the
following conditions:

1. (inclusion) 𝐾 ∗ 𝐴 ⊆ 𝐾 ∪ 𝐴

2. (success) 𝐴 ⊆ 𝐾 ∗ 𝐴

3. (weak consistency) If 𝐴 ⊬ ⊥, then 𝐾 ∗ 𝐴 ⊬ ⊥

4. (congruence) If ∀𝐾 ′ ⊆ 𝐾 it holds that ¬𝐴 ∩ 𝐶𝑛(𝐾 ′) ≠ ∅ iff ¬𝐶 ∩ 𝐶𝑛(𝐾 ′) ≠ ∅ then
𝐾 ∗ 𝐴 = 𝐾 ∗ 𝐶

8 In [Fuh97], this selection function is called choice function, given that it chooses some elements from the
remainder set.
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5. (relevance) If 𝛼 ∈ 𝐾 ⧵ 𝐾 ∗ 𝐴 then there exists 𝑋 such that (𝐾 ∗ 𝐴) ∩ 𝐾 ⊆ 𝑋 ⊆ 𝐾 , 𝑋 ∪𝐴
is consistent but 𝑋 ∪ 𝐴 ∪ {𝛼} is inconsistent.

In comparison to Theorem 15 from Hansson, they are equivalent since the postulate
of congruence is equivalent to uniformity. On the other hand, in comparison to Theorem
13 from Fuhrmann, this last one maintains the success and inclusion postulates (although
removing the closure from inclusion), substitutes extensionality for congruence, adds con-
sistency and relevance and excludes vacuity and closure. This time, Fuhrmann presented
the vacuity postulate just as an observation, derived from success, inclusion and relevance.
Closure was applied only when dealing with belief sets (as will be seen in Section 3.1.5.5).
This set of postulates is smaller than Fuhrmann’s original one because it is sufficient to
characterize the given construction:

Theorem 18. [Fuh97] If an operator ∗ satisfies the five postulates from Theorem 17, then
there exists a selection function 𝛾 for 𝐾 such that 𝐾 ∗ 𝐴 = ⋂ 𝛾 (𝐾 ↓𝑝 𝐴) ∪ 𝐴.

3.1.5.4 Connecting with Contraction

The author also explored how the opening operation can be defined from the package
remainder operation for contraction, bringing a relation between their properties. We
are going to show in more details how to achieve the definition of the package revision
operation shown in Section 3.1.2.

In order to start, Fuhrmann follows Hansson’s suggestion to define set-negation, where
the negation of 𝐴 would be the negated conjunctions of all finite nonempty subsets of
𝐴:

𝑛𝑒𝑔(𝐴) = {¬⋀𝐴′ : 𝐴′ ⊆𝑓 𝐴}9

The only difference between Definition 28 and this one is that the former specifies the
case for empty sets.

Applying this to Definitions 23 and 33, we can have an equivalence:

𝐾 ∗ 𝐴 = ⋂ 𝛾 (𝐾 ↓𝑝 𝐴) ∪ 𝐾 = ⋂ 𝛾 (𝐾⊥¬𝐴) ∪ 𝐴

From the definition of package contraction using remainder sets, we have:

𝐾 − ¬𝐴 = ⋂ 𝛾 (𝐾⊥¬𝐴)

Therefrom, these last two equations lead to a generalisation of the Levi identity:

𝐾 ∗ 𝐴 = (𝐾 − ¬𝐴) ∪ 𝐴

So, the properties for package contraction can be rendered to properties for package
revision.

3.1.5.5 Matching Revision

The revision operation defined so far should retain the properties of openness and
closedness of belief sets, i.e., it should obey the principle of categorial matching defined in

9 𝐴′ ⊆𝑓 𝐴 iff 𝐴′ is a nonempty and finite subset of 𝐴.
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[GR95]:

“The representation of a belief state after a belief change has taken place should be of the
same format as the representation of the belief state before the change.”

From this principle, theories map onto theories and belief bases map onto belief bases.
Therefore, the operation should be general enough so that it is not characterized only for
belief sets or belief bases. In the way the operation was defined so far,it is not true that in
general a possible closedness is preserved. Therefore, Fuhrmann called the operation pre-
revision and established an operation of matching revision, a revision that is in accordance
with the principle of categorial matching:

𝐾 ⋆ 𝐴 =
{
𝐶𝑛(𝐾 ∗ 𝐴) if 𝐾 = 𝐶𝑛(𝐾 )
𝐾 ∗ 𝐴 otherwise

The observation that follows indicates that the operation ⋆ is in practice a simple
adaptation of pre-revision.

Observation 6. [Fuh97] If ∗ satisfies the conditions 1-5 from Theorem 17, then ⋆ satisfies
conditions 2-5 and in addition:

6. (inclusion) 𝐾 ⋆ 𝐴 ⊆ 𝐶𝑛(𝐾 ∪ 𝐴) and 𝐾 ⋆ 𝐴 ⊆ 𝐾 ∪ 𝐴 if 𝐾 ≠ 𝐶𝑛(𝐾 )

7. (closure) If 𝐾 = 𝐶𝑛(𝐾 ) then 𝐾 ⋆ 𝐴 = 𝐶𝑛(𝐾 ⋆ 𝐴)

Observation 7. [Fuh97] If ⋆ satisfies the conditions 2-7 from Observation 6, then there exists
a revision operator ∗ satisfying conditions 1-5 such that

𝐾 ⋆ 𝐴 =
{
𝐶𝑛(𝐾 ∗ 𝐴) if 𝐾 = 𝐶𝑛(𝐾 )
𝐾 ∗ 𝐴 otherwise

3.1.5.6 Reduction

In multiple operations, one of the questions that emerge is whether it is possible to
reduce them to operations by singletons. Based on the search of definitions for set negation
(as shown in Section 3.1.4), Hansson obtained the result below:

Observation 8. [Han91] Let −𝑝 be an operation of multiple partial meet contraction. It then
holds for all sets 𝐾 and all finite sets 𝐴 that 𝐾 −𝑝 ¬𝐴 = 𝐾 −𝑝 𝑛𝑒𝑔(𝐴).

For package revision, Fuhrmann formalized the following reduction result:

Lemma 1. [Fuh97] For every belief set 𝐾 and finite set 𝐴, 𝐾 ∗ 𝐴 = 𝐾 ∗ ⋀𝐴

It means that, in the finite case, it is possible to reduce a multiple revision to a revision
by a singleton (the conjunction of all the elements of the input). Indeed, this property is
confirmed by other works available in the literature. Hans Rott, for example, claims that
“accepting all sentences of a finite set simultaneously essentially means accepting their
conjunction”[Rot01].
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However, regarding belief bases, there is a logical drawback for this reduction. For
comparison purposes, suppose that, instead of revising by a set {𝛼, 𝛽} (a collection of
items of information), an agent decides to revise by the conjunction 𝛼 ∧ 𝛽 (a single item
of information). As observed in [DJ12], although the two options have the same logical
content (since they imply precisely the same formulas), revising by {𝛼, 𝛽} should result
in a belief state such that, if there is no known link between 𝛼 and 𝛽 , then if 𝛽 were
afterwards found out as not true, then 𝛼 should still be considered as true. That is why,
the authors say, revision by a conjunction and revision by the set of conjuncts should be
managed separately.

In addition, since 𝑛𝑒𝑔(𝐴) is defined as the disjunction of the negation of the sentences
from 𝐴, for a finite set 𝐴, this reduction property works only for languages that allow logic
conjunction/disjuction and negation of sentences. It is not the case for many Description
Logics and for Horn Logic, for example, which limits the application of the property.

3.2 Infinitary Belief Change
Zhang [Zha96] observed that, although multiple revision was not an unprecedented

topic, there was still a need for a general framework towards belief revision by sets of
sentences, especially infinite sets, a topic that was retaken in [ZCZC97, ZF01]. One of the
reasons for this claim is that the relations between contraction and revision (through Levi
and Harper identities) are not valid anymore when we deal with infinite inputs, which
can happen, for example, when the underlying language is expanded to first-order logic.
So the purpose of the articles was to extend the AGM framework (its axiomatization and
modeling) to a more general one in order to include revision by any set of sentences.

3.2.1 General Contraction
In the traditional idea of contraction given by the AGM theory, contracting 𝐾 by

𝐴 means removing 𝐴 and some other beliefs from 𝐾 so that 𝐴 is not implied anymore.
However, Dongmo Zhang proposes a new operator called general contraction (denoted by ⊖
and also called set contraction in [ZF01]) whose purpose is to delete some sentences from
𝐾 so that the remaining subset is consistent with 𝐴 and logically closed. Zhang and Foo
[ZF01] observe that, even though it is different from the initial purpose of contraction, this
new operator elucidates a significant intuition about contraction: we give up our beliefs
when they conflict with some new information (point discussed in Section 2.4).

Eight postulates were proposed for this kind of contraction:

(⊖1) 𝐾 ⊖ 𝐴 = 𝐶𝑛(𝐾 ⊖ 𝐴);

(⊖2) 𝐾 ⊖ 𝐴 ⊆ 𝐾 ;

(⊖3) if 𝐾 ∪ 𝐴 is consistent, then 𝐾 ⊖ 𝐴 = 𝐾 ;

(⊖4) if 𝐴 is consistent, then 𝐴 ∪ (𝐾 ⊖ 𝐴) is consistent.

(⊖5) For any 𝛼 ∈ 𝐾 if 𝐴 ⊢ ¬𝛼 , then 𝐾 ⊆ (𝐾 ⊖ 𝐴) + 𝛼 ;

(⊖6) if 𝐶𝑛(𝐴1) = 𝐶𝑛(𝐴2), then 𝐾 ⊖ 𝐴1 = 𝐾 ⊖ 𝐴2;
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(⊖7) 𝐾 ⊖ 𝐴 ⊆ 𝐾 ⊖ (𝐴 ∨ 𝐵) + 𝐴10

(⊖8) If 𝐴 ∪ (𝐾 ⊖ (𝐴 ∨ 𝐵)) is consistent, then 𝐾 ⊖ (𝐴 ∨ 𝐵) ⊆ 𝐾 ⊖ 𝐴.

According to [Zha96], postulates (⊖1) − (⊖4) and (⊖6) are obvious (given that they
are direct generalizations of AGM postulates). (⊖5) is a generalization of Gärdenfors’
postulate of recovery [Gär88] (although a bit stronger) and the last two are supplementary
postulates.

General contraction points to the first step of internal revision, when a contraction
is performed in order to make the original set consistent with the input. Following this
vision of contraction, its use comes down to an auxiliary tool to build revision. Zhang and
Foo showed that the relations between sentence revision and AGM contraction (Levi and
Harper identities) are, with suitable adaptations, also valid between multiple revision and
general contraction. According to the authors, that is why they focused on set contraction
in their article, i.e., multiple revision can be derived through the identity.

3.2.2 Nice-Ordering Partition and Nice-Well-Ordering
Partition

In [Zha96], Zhang developed a modeling for multiple revision based on epistemic-
entrenchment11. He argues that there is a more basic concept than epistemic entrenchment:
degree of belief. The reason for that is because it is not always clear why or when a belief
has a higher degree of epistemic entrenchment than another, that is, it is unrealistic to
demand from an agent an arrangement of all its knowledge into a total ordering.An agent
that believes some sentences accepts them with different degrees of reliability. Then, it
is possible to distribute our beliefs into finite or infinitely many groups depending on
the degrees in which we believe them, being possible to organize these groups into a
total-ordering. That is why he proposes a structure called total-ordering partition (TOP),
whose arrangement depends only on our instinctive sense. If the partition is rearranged
in order to satisfy some logical constraints we have a nice-ordering partition (NOP). The
relation between NOP and epistemic entrenchment was studied and, in brief, it is possible
to say that the latter can be seen as particular case of the former in some sense.

Definition 34. [Zha96] For any belief set 𝐾 , let  be a partition12 of 𝐾 and < a total-ordering
relation on  . The triple Σ = (𝐾, , <) is called a TOP of K.

For any 𝑃 ∈  , if 𝛼 ∈ 𝑃 , 𝑃 is called the rank of 𝛼 , denoted by 𝑏(𝛼).

The ordering of the rank is not a direct relation with the degree of belief. Actually, the
converse ordering of the belief degree is the ordering of rank, which means that the higher
the belief degree of a sentence is, the less rank of the sentence will be.

Definition 35. [Zha96] A TOP Σ = (𝐾, , <) is a NOP if it satisfies the following logical
constraint: if 𝛼1, ..., 𝛼𝑛 ⊢ 𝛽 , then 𝑠𝑢𝑝{𝑏(𝛼1), ..., 𝑏(𝛼𝑛)} ≥ 𝑏(𝛽).

10 𝐴 ∨ 𝐵 = {𝛼 ∨ 𝛽 ∶ 𝛼 ∈ 𝐴 ∧ 𝛽 ∈ 𝐵}
11 In a general way, epistemic entrenchment is a special kind of total preorder on sentences.
12 A partition of a set 𝐾 is a disjoint family  of subsets of 𝐾 such that 𝐾 = ⋃{𝑃 ∶ 𝑃 ∈ }.
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In the above definition, if the premise of the logical constraint holds it means that the
degree of belief of 𝛽 is not less than the minimum degree of belief of 𝛼1, ..., 𝛼𝑛.

Using these new concepts, we are given an explicit construction for multiple contraction
functions:

Definition 36. [Zha96] Let Σ = (𝐾, , <) be a NOP of a belief set 𝐾 . Define a function ⊖
called NOP contraction over 𝐾 as follows: for any 𝐴:

• if 𝐴 ∪ 𝐾 is consistent, then 𝐾 ⊖ 𝐴 = 𝐾 ;

• otherwise, 𝐵 ∈ 𝐾 ⊖ 𝐴 iff 𝐵 ∈ 𝐾 and there exists 𝐶 ∈ 𝐾 such that 𝐴 ⊢ ¬𝐶 and:
∀𝐷 ∈ 𝐾 (𝐶 ⊢ 𝐷 ∧ 𝐴 ⊢ ¬𝐷 → (𝑏(𝐶) ∨ 𝐵 < 𝑏(𝐷)∨ ⊢ 𝐶 ∨ 𝐵))

Theorem 19. [Zha96] If ⊖ is a NOP contraction over 𝐾 , then it satisfies (𝐾 ⊖ 1) − (𝐾 ⊖ 8).

Then, in [Zha96] we have a theoretical constructive approach based on a well-ordering
partition:

Definition 37. [Zha96] A NOP Σ = (𝐾, , <) of 𝐾 is called a nice-well-ordering partition
(NWOP) of 𝐾 if < is a well-ordering relation13 on  .

A contraction generated by NWOP is given and used to establish a method to deal
with general belief revision. Before defining it, we need an additional definition. When
Δ ⊆ 𝐾 , we have Δ𝑃 = Δ ∩ 𝑃 and Δ≤𝑃 = ⋃

𝑄≤𝑃
Δ𝑄 .

Definition 38. [Zha96] Let Σ = (𝐾, , <) be a total ordering partition of 𝐾 and 𝐹 be an
arbitrary set of sentences. 𝐾 ⇂ 𝐹 is defined as the family of all subsets Δ = ⋃

𝑃∈
Δ𝑃 , of 𝐾 , where

for any 𝑃 ∈  , Δ𝑃 is a maximal subset of 𝑃 such that Δ≤𝑃 ∪ 𝐹 is consistent.

A constructive approach to contraction generated by NWOP was, then, proposed:

Definition 39. [Zha96] Let Σ = (𝐾, , <) be an NWOP of a belief set 𝐾 and 𝐴 an arbitrary
set of sentences. We define ⊖<, called NWOP contraction, as follows. If 𝐴 is inconsistent, then
𝐾 ⊖< 𝐴 = 𝐾 . If 𝐴 is consistent, then 𝐾 ⊖< 𝐴 = ⋂𝐾 ⇂ 𝐴.

Theorem 20. [Zha96] Let Σ = (𝐾, , <) be an NWOP of 𝐾 and 𝐴 be an arbitrary set of
sentences. Then 𝐾 ⊖ 𝐴 = 𝐾 ⊖< 𝐴.

In [ZCZC97] the authors claim that in [Zha96] we have a complete extension of AGM’s
postulates for belief changes but without a representation theorem to the framework pro-
posed. So, in their paper they provide two representation theorems for general contraction
and, in addition, a new property called Limit Postulate in order to specify properties of
infinite belief changes.

3.2.3 New Properties
In [ZCZC97] the authors revisit the postulates for general contraction defined in

[Zha96] and change some points.

13 An ordering ≤ is a well-ordering relation on 𝑋 iff each non-empty subset 𝑋 ′ ⊆ 𝑋 has a ≤ −least element,
i.e., there exists 𝛼 ∈ 𝑋 ′ such that 𝛼 ≤ 𝛽 for all 𝛽 ∈ 𝑋 ′.
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As cited above, they state that (⊖5) appears to be stronger than the original recovery
postulate. They provide, then, an equivalent property:

Lemma 2. [ZCZC97] If ⊖ satisfies (⊖1) − (⊖4) then (⊖5) is equivalent to the Saturation
property:
(⊖𝑆𝑎𝑡) (𝐾 ⊖ 𝐴 + 𝐴) ∩ 𝐾 ⊆ 𝐾 ⊖ 𝐴

Saturation establishes the reducibility between contraction and revision (see Theorem
25 below), being an implicit condition for set revision.

Regarding (⊖6), although it is similar to AGM extensionality postulate, it was considered
too weak in relation to what is expected. Then, a stronger version was suggested:

(⊖6𝑠) If ∀𝛼 ∈ 𝐾 we have that 𝐴 ∪ {𝛼} is inconsistent iff 𝐵 ∪ {𝛼} is inconsistent, then
𝐾 ⊖ 𝐴 = 𝐾 ⊖ 𝐵.

(⊖6𝑠) implies (⊖6) but for the converse we need (⊖7) and (⊖8).

The authors in [ZCZC97] also state that postulates (⊖7) and (⊖8) are non-intuitive and
suggest the adoption of two equivalent ones by doing a small improvement:

(⊖7’) if 𝐴1 ⊆ 𝐴2, then 𝐾 ⊖ 𝐴2 ⊆ (𝐾 ⊖ 𝐴1) + 𝐴2

(⊖8’) if 𝐴1 ⊆ 𝐴2 and 𝐴2 ∪ (𝐾 ⊖ 𝐴1) is consistent, then 𝐾 ⊖ 𝐴1 ⊆ 𝐾 ⊖ 𝐴2.

For the rest of this section 3.2, postulates (⊖1)−(⊖5) and (⊖6𝑠) will be called the basic pos-
tulates for general contraction, while (⊖7’) and (⊖8’) will be considered the supplementary
postulates.

3.2.4 Partial Meet Model
Zhang et. al. [ZCZC97] developed a Partial Meet model for the general contraction.

For any two sets 𝐾 and 𝐴, they defined the remainder set 𝐾 ↓𝑝 𝐴 in the same way as the
remainder set for multiple revision defined by Fuhrmann in [Fuh97] (Definition 33). The
respective selection function works in the same traditional way (Definition 24). So, it is
possible to define the operation:

Definition 40. [ZCZC97] An operation 𝐾⊖ is a partial meet contraction over 𝐾 iff there
exists a selection function 𝛾 such that for any set A:

𝐾 ⊖ 𝐴 =
{
𝐾 if 𝐴 is inconsistent
⋂ 𝛾 (𝐾 ↓𝑝 𝐴) otherwise

Theorem 21. [ZCZC97] For any belief set 𝐾 , ⊖ satisfies all the basic postulates for general
contractions iff it is a partial meet contraction.

3.2.5 The Limit Postulate
When the input is not finite, the postulates for general contractions are not enough to

uniquely establish a NOP contraction as a general contraction function, which demands
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an additional property to characterize the relation between a belief set contracted by an
infinite set of sentences and by its finite subsets.

A plausible idea is to suppose that the contraction by an infinite set is a limiting case
of the ones by its finite subsets. Let �̄� be a finite subset of an infinite set 𝐴. So the Limit
Postulate (𝐾 ⊖ 𝐿𝑃 ) for general contraction can be defined as follows:

𝐾 ⊖ 𝐴 = ⋃
�̄�⊆𝑓𝐴

⋂
�̄�′⊆𝑓 𝐶𝑛(𝐴)

�̄�⊆�̄�′

𝐾 ⊖ �̄�′

In words, 𝛽 ∈ 𝐾 ⊖𝐴 iff there exists a finite subset �̄� of 𝐴 such that for each finite subset
�̄�′ of 𝐶𝑛(𝐴), if �̄� ⊆ �̄�′, then 𝛽 ∈ 𝐾 ⊖ �̄�′.

Theorem 22. [ZCZC97] If ⊖ is a NOP contraction function, then ⊖ satisfies (𝐾 ⊖ 𝐿𝑃 ).

Theorem 23. [ZCZC97] Let ⊖ be a general contraction function over 𝐾 . If ⊖ satisfies (𝐾 ⊖𝐿𝑃 ),
then there exists a NOP Σ = (𝐾, , <) of𝐾 such that ⊖ is exactly the NOP contraction generated
by Σ.

Theorem 24. [ZCZC97] For any belief set 𝐾 , ⊖ satisfies (𝐾 ⊖ 1) − (𝐾 ⊖ 8) and (𝐾 ⊖ 𝐿𝑃 ) iff ⊖
is a NOP contraction over 𝐾 .

The proposition below demonstrates that the Limit Postulate implies a result given
by Peppas [Pep96] (see Theorem 27) on the reduction from multiple revision to sentence
revision when the belief set can be modeled by a finite sphere model:

Proposition 1. [ZF01] If ⊖ satisfies the postulates (⊖1) − (⊖6) and (⊖7’)-(⊖8’), then (⊖𝐿𝑃 ) is
equivalent to the following condition:

𝐾 ⊖ 𝐴 = ( ⋂
�̄�⊆𝑓 𝐶𝑛(𝐴)

𝐾 ⊖ �̄� + 𝐴) ∩ 𝐾

3.2.6 Constructing Revision
General revision (or set revision), denoted by ⊗, can be defined in terms of general

contraction analogously to the Levi Identity (and vice-versa via the Harper Identity):

(Def ⊗) 𝐾 ⊗ 𝐴 = (𝐾 ⊖ 𝐴) + 𝐴
(Def ⊖) 𝐾 ⊖ 𝐴 = 𝐶𝑛((𝐾 ⊗ 𝐴) ∩ 𝐴)

The set of postulates usually used to characterize general/multiple revision is an adap-
tation between the ones defined by Fuhrmann [Fuh88] and the ones given by Lindström
[Lin91]:

(𝐾⊗1) 𝐾 ⊗ 𝐴 = 𝐶𝑛(𝐾 ⊗ 𝐴);

(𝐾⊗2) 𝐴 ⊆ 𝐾 ⊗ 𝐴;

(𝐾⊗3) 𝐾 ⊗ 𝐴 ⊆ 𝐾 + 𝐴

(𝐾⊗4) if 𝐾 ∪ 𝐴 is consistent, then 𝐾 + 𝐴 ⊆ 𝐾 ⊗ 𝐴;

(𝐾⊗5) 𝐾 ⊗ 𝐴 is inconsistent iff 𝐴 is inconsistent;
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(𝐾⊗6) if 𝐶𝑛(𝐴1) = 𝐶𝑛(𝐴2), then 𝐾 ⊗ 𝐴1 = 𝐾 ⊗ 𝐴2;

(𝐾⊗7) 𝐾 ⊗ (𝐴1 ∪ 𝐴2) ⊆ (𝐾 ⊗ 𝐴1) + 𝐴2;

(𝐾⊗8) If 𝐴2 ∪ (𝐾 ⊗ 𝐴1) is consistent, then (𝐾 ⊗ 𝐴1) + 𝐴2 ⊆ 𝐾 ⊗ (𝐴1 ∪ 𝐴2).

Theorem 25. [Zha96] If the general contraction (revision) function ⊖ (⊗) satisfies (𝐾 ⊖ 1)-
(𝐾 ⊖ 8) ((𝐾 ⊗ 1)-(𝐾 ⊗ 8)), then the general revision (contraction) function ⊗ (⊖) obtained from
Def⊗ (Def⊖) satisfies (𝐾 ⊗ 1)-(𝐾 ⊗ 8) ((𝐾 ⊖ 1)-(𝐾 ⊖ 8)).

Considering infinite inputs, according to [ZCZC97] a corresponding assumption for
general revision (𝐾 ⊗ 𝐿𝑃 ) is possible to be obtained in terms of (𝐷𝑒𝑓 ⊗):

𝐾 ⊗ 𝐴 = ⋃
�̄�⊆𝑓𝐴

⋂
�̄�′⊆𝑓 𝐶𝑛(𝐴)

�̄�⊆�̄�′

𝐾 ⊗ �̄�′

In [ZF01] it is proven that the Limit Postulate is enough to complete the fully charac-
terization of general belief change operations. The corresponding version of Proposition 1
for set revision is as follows:

Proposition 2. [ZF01] If ⊗ satisfies the postulates (𝐾 ⊗ 1) − (𝐾 ⊗ 8), then (𝐾 ⊗ 𝐿𝑃 ) is
equivalent to the following condition:

𝐾 ⊗ 𝐴 = ⋂
�̄�⊆𝑓 𝐶𝑛(𝐴)

𝐾 ⊗ �̄� + 𝐴

The results presented in [ZCZC97] both for general contraction and revision gives a
groundwork for exploring the link between non-monotonic reasoning and multiple belief
revision, a topic investigated in [ZCZL97], where the authors proposed a rational non-
monotonic system and provided two representation theorems relating Multiple Revision
and their system. So, it is a generalization of the previous work of Gärdenfors, Makinson
and Rott [MG91, GR95] on the relationship between belief revision and non-monotonic
inference operations.

According to [ZF01], the Limit Postulate for revision, due to its equivalence to a
property of non-monotonic reasoning called Finite Supracompactness [ZCZL97], is called
the compactness of belief revision.

3.2.7 Connection with MaxNon’s
It is possible to establish a relation between the general contraction operation and

Maximal Non-Implying Subsets as defined by Matos et. al.:

Definition 41. [MGSW19] Let 𝐾 be a belief set, 𝛼 a sentence and Φ a set of static sentences
(i.e., which should be preserved in any operation). The set of maximal 𝛼-non-implying subsets
of 𝐾 with respect to Φ, denoted by MaxNon(𝐾, 𝛼,Φ), is such that 𝑋 ∈ MaxNon(𝐾, 𝛼,Φ) iff
𝑋 ⊆ 𝐾 , 𝛼 ∉ 𝐶𝑛(Φ ∪ 𝑋 ), and there is no 𝑌 such that 𝑋 ⊂ 𝑌 ⊆ 𝐾 and 𝛼 ∉ 𝐶𝑛(Φ ∪ 𝑌 ).

By the above definition, the candidate elements to represent 𝐾 ⊖ 𝐴 can be obtained
from 𝑀𝑎𝑥𝑁𝑜𝑛(𝐾, {⊥}, 𝐴).
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3.3 More on Systems of Spheres
After the initial work developed by Lindström [Lin91], Peppas, Koutras and Williams

explored more topics of the problem. Peppas studied some smoothness conditions on
systems of spheres and their connection with multiple revision, giving also a constructive
model for multiple revision based on systems of spheres along with a representation
result. Together with Koutras and Williams, he continued the issues addressed in [ZF01]
analyzing some problems about the limit postulate and additional constraints. Meng and
Li [ML14, ML15] explored some open problems left by Peppas, using for that a topological
approach.

3.3.1 The Limit Assumption
A specific smoothness condition satisfied by a total preorder on possible worlds (es-

sentially, condition S4) is called the limit assumption, a name given by Lewis [Lew73]. Its
central role is to ensure that for every consistent sentence 𝜑 there is always a most-plausible
𝜑-world.

The smoothness conditions considered by Peppas is his articles are actually variants of
the limit assumption.

3.3.2 Well Behaved Functions
Peppas started his work by analyzing the aspects of well orderedness on systems of

spheres:

Definition 42. [Pep96, Pep04] A system of spheres 𝐒 is well ordered with respect to set
inclusion iff it satisfies:

(𝑆𝑊 ) Every nonempty subset of 𝐒 has a smallest element with respect to ⊆ .

(SW) is stronger than (S4). With this definition, it is possible to define a class of revision
functions:

Definition 43. [Pep96, Pep04] A revision function ∗ is well behaved iff it can be constructed
by well ordered systems of spheres.

In addition, a new strengthening of condition (S4) and a comparison result with (SW)
are given:

(𝑆𝑉 ) For every nonempty set  of consistent complete theories of , there exists a
smallest sphere in 𝐒 intersecting .

Lemma 3. [Pep96, Pep04] Let 𝐒 be a system of spheres. 𝐒 satisfies (SW) iff it satisfies (SV).

The extension of the construction based on systems of spheres to multiple revision can
be defined as follows. For a consistent set of sentences 𝐴, 𝐶𝐒(𝐴) is defined as the smallest



3.3 | MORE ON SYSTEMS OF SPHERES

41

sphere in 𝐒 intersecting [𝐴], and 𝑓𝐒(𝐴) is defined as the set 𝑓𝐒(𝐴) = [𝐴] ∩ 𝐶𝐒(𝐴). Then:

Definition 44. [Pep96, Pep04] Let 𝐾 be a theory of  and 𝐒 a system of spheres centered on
[𝐾 ]. The multiple revision of 𝐾 by Γ is:

(𝑆⊗) 𝐾 ⊗ 𝐴 =
{

∩𝑓𝐒(𝐴) if [𝐴] ≠ ∅
 otherwise

However, Peppas observes that if 𝐒 is restricted only by conditions (S1)-(S4), it is not
secure to suppose that for a set of sentences𝐴 there is always a smallest sphere intersecting
[𝐴], even for consistent inputs. Then, not every system of spheres is sufficient to produce
a multiple revision function. It makes the function ⊗ generated by (𝐒⊗) not well defined,
which demands an extra constraint on 𝐒:

(SM) For every consistent set of sentences 𝐴 there exists a smallest sphere in 𝐒
intersecting [𝐴].

Condition (SV) implies condition (SM) but not the converse.

(SM) alone is not enough for our purposes. We need a second condition that involves
the idea of an elementary set of consistent complete theories. As defined in Section
2.6.6, a non-empty set 𝑈 of consistent complete theories is elementary iff [⋂𝑈 ] = 𝑈 .
Nonetheless, not every set 𝑈 of consistent complete theories is elementary and, also,
not every system of spheres 𝐒 contains only elementary elements. The condition below
establishes a requirement on the intersection of [𝐴] with 𝐶𝐒(𝐴):

(SD) For every nonempty 𝐴 ⊆ , if there is a smallest sphere 𝐶𝐒(𝐴) in 𝐒 intersecting
[𝐴], then 𝐶𝐒(𝐴) ∩ [𝐴] is elementary.

Definition 45. [Pep96, Pep04] A system of spheres 𝐒 is called a well-ranked system of
spheres if it satisfies (SM) and (SD).

For studying multiple revision, the author restricted the systems of spheres considered
to the family of well-ranked ones. He recalls the postulates for multiple revision as defined
by Lindström[Lin91], calling a function ⊗ that obeys the set of postulates as a multiple
revision function.

Theorem 26. [Pep04] Let 𝐾 be a theory of . If ⊗ is a function satisfying (𝐾 ⊗ 1) − (𝐾 ⊗ 8),
then there exists a well-ranked system of spheres S centred on [𝐾 ] such that for all nonempty
𝐴 ⊆ , condition (𝑆⊗) is satisfied for all 𝐴 ⊆ . Conversely, if S is a well-ranked system of
spheres centered on [𝐾 ], then the function ⊗ induced from 𝐒 by means of (𝑆⊗) satisfies the
postulates (𝐾 ⊗ 1) − (𝐾 ⊗ 8).

On the connection between multiple revision and AGM sentence revision, the author
brings the definition of restriction and extendability:

Definition 46. [Pep96] For a multiple revision ⊗, the restriction of ⊗ to sentences is a
function ∗ defined such that, for all 𝐾 that are theories of  and 𝜑 ∈ , 𝐾 ∗ 𝜑 = 𝐾 ⊗ {𝜑}. An
AGM revision function ∗ is extendable iff there exists a multiple revision function ⊗ whose
restriction to sentences is ∗.

Based on the results from [Lin91], Peppas states that the class of extendable revision
functions corresponds to the family of revision functions corresponding, by means of (S*),
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to well-ranked systems of spheres. As a consequence, all well behaved revision functions
are extendable, given Lemma 3 and that (SV) implies (SM).

About the plausibility to reduce multiple revision to sentence revision, if the input is
finite, the reduction is presented as already shown in the previous section, i.e., 𝐾 ⊗𝐴 = 𝐾 ∗
⋀𝐴. If, on the other hand, the input is infinite, a possibility of reduction is proposed in
the form of a theorem that works for sets 𝐴 of arbitrary size. Nevertheless, it depends on a
boundness condition. A multiple revision function ⊗ is bounded iff there exists a system of
spheres 𝐒 corresponding to ⊗ by means of (𝐒⊗) that has only finitely many spheres. Let
(𝐴) = {⋀𝐶 ∶ 𝐶 ⊆𝑓 𝐴}. Then:

Theorem 27. [Pep96] Let ⊗ be a bounded multiple revision function and ∗ its restriction to
sentences. Then for any theory 𝐾 and any set of sentences 𝐴 of , the condition (𝐾 ⊗ 𝐹 ) holds
as follows: 𝐾 ⊗ 𝐴 = ⋂𝜑∈(𝐴)(𝐾 ∗ 𝜑) + 𝐴.

(𝐾 ⊗ 𝐹 ) defines a reduction that starts with a revision of 𝐾 by every finite conjunction
𝜑 of sentences in 𝐴. Then, each such revised theory 𝐾 ∗ 𝜑 is expanded by 𝐴 and, finally,
all expanded theories (𝐾 ∗ 𝜑) + 𝐴 are intersected. A multiple revision function that can be
reduced to sentence revision through (𝐾 ⊗ 𝐹 ) is called sentence-reducible at 𝐾 .

Now consider the following condition related to a system of spheres 𝐒:

(SF) For every 𝐺 ⊆ 𝐒, ⋃𝐺 is elementary.

This is a stronger version of (SD) and is exactly the smoothness condition needed for
the reduction of multiple revision to sentence revision in the spirit of (𝐾 ⊗ 𝐹 ):

Theorem 28. [Pep04] Let 𝐾 be a theory of , ⊗ a multiple revision function and ∗ its
restriction to sentences. Moreover, let 𝐒 be a well-ranked system of spheres centered on [𝐾 ]
that corresponds to ⊗ by means of (𝑆⊗). Then, 𝐒 satisfies (SF) iff ⊗ satisfies (𝐾 ⊗ 𝐹 ).

This theorem demonstrates that the multiple revision functions generated by well-
ranked systems of spheres satisfying (SF) are exactly those that are sentence-reducible at
𝐾 . As a final consideration, it was observed in [DJ12] that this approach does not support
empty inputs.

3.3.3 Extra Constraints
In [PKW12], the authors continued the issues addressed in [ZF01]. They observe that

the limit postulate, while necessary, creates problems on other aspects. (𝐾 ⊗𝐿𝑃 ) demanded
additional constraints on systems of spheres and its relationship with the condition defined
in Proposition 2 was still an open problem.

Theorem 29. [PKW12] There exists a consistent theory 𝐾 and a multiple revision function
⊗ satisfying (𝐾 ⊗ 1) − (𝐾 ⊗ 8) such that ⊗ satisfies (𝐾 ⊗ 𝐿𝑃 ) but violates (𝐾 ⊗ 𝐹 ) at 𝐾 .

From the theorem above we can conclude that (𝐾 ⊗ 𝐿𝑃 ) is strictly weaker than (𝐾 ⊗
𝐹 ).

Considering proper spheres, it is possible to add an extra restriction to them:

(EL) All proper spheres in 𝐒 are elementary.
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However, even though it is intuitive, there is a dissimilarity between (𝐾 ⊗ 𝐿𝑃 ) and
(EL):

Lemma 4. [PKW12] There is a consistent theory 𝐾 and a well-ranked system of spheres 𝐒
centered on [𝐾 ] such that 𝐒 satisfies (EL) and yet the multiple revision function ⊗ induced
from 𝐒 violates (𝐾 ⊗ 𝐿𝑃 ).

In [PKW12] it is observed that this last result shows that (EL) is not enough to charac-
terize (𝐾 ⊗ 𝐿𝑃 ) and, at the same time, (SF) is too strong. So there is a need for something
in the middle. Before that, we need the definition of a finitely reachable sphere:

Definition 47. [PKW12] Let 𝐾 be a theory and 𝐒 a system of spheres centered on [𝐾 ]. A
sphere  is finitely reachable in 𝐒 iff there exists a consistent sentence 𝜑 ∈  such that
𝐶𝐒(𝜑) =  .

Regard now the restrictions below on a system of spheres 𝐒, where  is an arbitrary
sphere in 𝐒:

(R1) If  is finitely reachable then  is elementary.

(R2) If  is finitely reachable then  𝑐 is elementary.

(R3) If  𝑐 ≠  then [⋂ 𝑐] ⊆  .

These conditions represent the system-of-spheres counterpart of (𝐾 ⊗ 𝐿𝑃 ):

Theorem 30. [PKW12] Let 𝐾 be a theory, 𝐒 a well-ranked system of spheres centered on [𝐾 ]
and ⊗ the multiple revision function induced from 𝐒 on 𝐾 via (𝐒⊗). Then ⊗ satisfies (𝐾 ⊗ 𝐿𝑃 )
iff 𝐒 satisfies (𝑅1) − (𝑅3).

3.3.4 Topological Approach
The works presented in [ML14, ML15] use a topological approach in order to answer

some open questions left by the study of multiple revision on systems of spheres.

Peppas demonstrated that a multiple revision operator generates an AGM operator
when the new information is given by a proposition (which happens, for example, when
the input set is finite and can be represented by the conjunction of its sentences). However,
it is not clear if it is possible to extend an arbitrary AGM revision operator to a multiple
revision operator and, if yes, how. Besides, even for a positive answer there is no certainty
that this extension is unique. Meng an Li [ML14] stated that these topics are associated to
an open problem pointed by Peppas: whether a multiple revision operator can be totally
determined by its behavior on revisions by finite propositions.

Regarding the possibility to always extend an AGM operator to a multiple revision
operator, Meng and Li gave a positive answer by demonstrating how to construct an
extension of ∗. However, in relation to the uniqueness of the extension the answer is
negative, proven through a counterexample.

As previously shown in this section, Peppas proved that it is possible to use well-ranked
system of spheres to characterize multiple revision. Meng and Li [ML15] discussed the
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open problem on whether the condition (SD) is required to obtain a multiple revision
operator. The result below shows that (SD) is a necessary condition:

Theorem 31. [ML15] Suppose 𝐴 is a nonempty subset of  and 𝐒 is a system of spheres
on 𝐴 which satisfies (SM). If the corresponding revision operator satisfies (𝐾 ⊗ 1) − (𝐾 ⊗ 8) via
(𝑆⊗), then 𝐒 satisfies (SD).

In the proof, it is shown that (SD) is a fundamental condition to guarantee the multiple
revision operator satisfying (𝐾 ⊗ 7).

3.4 Direct Constructions in Prioritized Revision

In [Fuh88] the author, based on the Levi Identity, states that revision is clearly a
compound operation, using this argument to defend that, given the not-very-complex
nature of expansion operations, a theory of belief change should concentrate on the
contraction operation. However, it would be interesting to study the definition of revision
operations in a direct way, i.e., without using contraction as an intermediate step. This is
one of the main goals of the works developed in [FKIRS12, VF16]. We also have the results
from [TDG+19], whose context involves information coming from several sources with
different credibility values assigned to them. In all of the three articles the authors focused
on working with belief bases.

3.4.1 Multiple Package Revision
In [FKIRS12], the authors defined some postulates for this direct operation. Let 𝐵, 𝐴

and 𝐶 be belief bases and ∗𝑝 be a binary package revision operator that receives a belief
base and a set of sentences and returns a new belief base. So we have:

(inclusion) 𝐵 ∗𝑝 𝐴 ⊆ 𝐵 ∪ 𝐴.

(success) 𝐴 ⊆ 𝐵 ∗𝑝 𝐴.

(weak success) If 𝐴 is consistent then 𝐴 ⊆ 𝐵 ∗𝑝 𝐴.

(relative success) 𝐴 ⊆ 𝐵 ∗𝑝 𝐴 or 𝐵 ∗𝑝 𝐴 = 𝐵.

(weak consistency) If 𝐴 is consistent then 𝐵 ∗𝑝 𝐴 is consistent.

(vacuity 1) If 𝐴 is inconsistent then 𝐵 ∗𝑝 𝐴 = 𝐵.

(vacuity 2) If 𝐵 ∪ 𝐴 ⊬⟂ then 𝐵 ∗𝑝 𝐴 = 𝐵 ∪ 𝐴.

(uniformity 1) Given two consistent sets 𝐴 and 𝐶 , for all subsets 𝑋 of 𝐵, if 𝑋 ∪𝐴 ⊢
⟂ iff (𝑋 ∪ 𝐶) ⊢ ⟂, then 𝐵 ⧵ (𝐵 ∗𝑝 𝐴) = 𝐵 ⧵ (𝐵 ∗𝑝 𝐶).

(uniformity 2) Given two consistent sets 𝐴 and 𝐶 , for all subsets 𝑋 of 𝐵, if 𝑋 ∪𝐴 ⊢
⟂ iff (𝑋 ∪ 𝐶) ⊢ ⟂, then 𝐵 ∩ (𝐵 ∗𝑝 𝐴) = 𝐵 ∩ (𝐵 ∗𝑝 𝐶).

(relevance) If 𝛼 ∈ 𝐵 ⧵ (𝐵 ∗𝑝 𝐴) then there is a set 𝑋 such that 𝐵 ∗𝑝 𝐴 ⊆ 𝑋 ⊆ (𝐵 ∪ 𝐴),
𝑋 is consistent with 𝐴 but 𝑋 ∪ {𝛼} is inconsistent with 𝐴.
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(core-retainment) If 𝛼 ∈ 𝐵 ⧵ (𝐵 ∗𝑝 𝐴) then there is a set 𝑋 such that 𝑋 ⊆ (𝐵 ∪ 𝐴), 𝑋
is consistent with 𝐴 but 𝑋 ∪ {𝛼} is inconsistent with 𝐴.

Except for weak success and uniformity 1, the postulates above were adapted from
similar postulates for singleton revision[Han99b].

By generalizing the techniques from classical belief base revision [Han99b], the authors
defined two kinds of construction: Package Kernel Revision and Package Partial Meet
Revision14. In order to accomplish this, we first need the definition of two concepts: 𝐴-
package-kernel and 𝐴-package-remainder. This last one was already given in Definition
33 (𝐵 ↓𝑝 𝐴). For kernel we have:

Definition 48. [FKIRS12] Let 𝐵, 𝐴 be belief bases, where 𝐴 is consistent. The set of 𝐴-
inconsistent-kernels of 𝐵, denoted by 𝐵 ⇊𝑝 𝐴, is the set of sets 𝑋 such that:

1. 𝑋 ⊆ 𝐵;

2. 𝑋 ∪ 𝐴 is inconsistent;

3. For any 𝑋 ′ such that 𝑋 ′ ⊂ 𝑋 ⊆ 𝐵 then 𝑋 ′ ∪ 𝐴 is consistent.

So, if you have a consistent set 𝐴, 𝐵 ⇊𝑝 𝐴 is the set of minimal 𝐵-subsets inconsistent
with 𝐴.

After that, we also need the definitions of incision and selection functions. The selection
function works in the same way as in Definition 24. The incision function is defined as
below:

Definition 49. [FKIRS12] Let 𝐵 be a belief base. 𝜎 is an incision function for 𝐵 iff, for all
consistent sets 𝐴:

1. 𝜎 (𝐵 ⇊𝑝 𝐴) ⊆ ⋃𝐵 ⇊𝑝 𝐴

2. If 𝑋 ∈ 𝐵 ⇊𝑝 𝐴 then 𝑋 ∩ (𝜎 (𝐵 ⇊𝑝 𝐴)) ≠ ∅

Considering the definitions above, the domain for both functions is (()), while
the range for the incision function is () and for the selection one is ((𝐿)).

Having all these definitions, it is now possible to define the constructions and to relate
them with the postulates.

Definition 50. [FKIRS12] Let 𝐵 be a belief base and 𝜎 an incision function for 𝐵. The package
kernel base revision on 𝐵 that is generated by 𝜎 is the operator ∗𝜎 such that, for all sets 𝐴:

𝐵 ∗𝜎 𝐴 =
{

(𝐵 ⧵ 𝜎 (𝐵 ⇊𝑝 𝐴)) ∪ 𝐴 if A is consistent
𝐵 otherwise

14 In the original article, Package Revision is called Prioritized Change, in the sense that all the sentences
from A should be present in the new belief base. Then, for the constructions, the names originally given
were Prioritized Multiple Kernel Revision and Prioritized Multiple Partial Meet Revision.
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An operator ∗ is a package kernel revision for 𝐵 iff there is an incision function 𝜎 for 𝐵 such
that for all sets 𝐴, 𝐵 ∗ 𝐴 = 𝐵 ∗𝜎 𝐴.

Theorem 32. [FKIRS12] An operator ∗ is a package kernel base revision for 𝐵 iff it satisfies
inclusion, weak consistency, weak success, vacuity 1, uniformity 1 (and uniformity 2), and
core-retainment.

Definition 51. [FKIRS12] Let 𝐵 be a belief base and 𝛾 a selection function for 𝐵. The package
partial meet base revision on 𝐵 that is generated by 𝛾 is the operator ∗𝛾 such that, for all sets
𝐴:

𝐵 ∗𝛾 𝐴 =
{

⋂ 𝛾 (𝐵 ↓𝑝 𝐴) ∪ 𝐴 if 𝐴 is consistent
𝐵 otherwise

An operator ∗ is a package partial meet revision on 𝐵 iff there is a selection function 𝛾 for 𝐵
such that for all sets 𝐴, 𝐵 ∗ 𝐴 = 𝐵 ∗𝛾 𝐴.

Considering the two definitions above, the domain and range for both functions ∗𝜎 and
∗𝛾 are () × () → ().

Theorem 33. [FKIRS12] An operator ∗ is a package partial meet base revision for 𝐵 iff it
satisfies inclusion, weak consistency, weak success, vacuity 1, uniformity 2 (and uniformity
1), and relevance.

The only non-prioritized aspect of these operators is that no change is performed when
the incoming belief base is inconsistent.

In a very similar way to what was done here, Valdez and Falappa [VF16] proposed, in
the context of Horn Logic, two constructions for multiple package revision, one based
on the Kernel approach and the other based on the Partial Meet one. Both of them were
axiomatically characterized.

A Horn clause is a disjunction of literals (atoms or their negation) with at most one
positive literal. A Horn formula is a conjunction of Horn clauses and a Horn theory is a
set of Horn formulas. As examples of the importance of Horn logic, a large number of
artificial intelligence systems are represented in Horn clause language and, at the same
time, an extensive use of it has been observed in database theory (logic programming,
truth maintenance systems and deductive databases).

Due to the weakened expressibility of Horn theories, there are some distinctions
between classical AGM revision and Horn revision. Considering Horn theories, belief
change operators are not (easily) inter-definable [ZPZ13] and, since some systems do not
operate under classical logic, the AGM model cannot be always directly employed. That is
why it is important to investigate suitable models to work with these specific situations,
as done in [VF16].

3.4.2 Multi-Source Multiple Revision
In [TDG+19] we have a scenario of multiple revision derived from a collaborative15

multi-agent system, where a set of new beliefs come from different agents who have trust

15 Collaborative means that the agents are honest and help each other.
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values associated to them and that are used to decide the previous beliefs that will be given
up. The credibility assigned to each (informant) agent is represented by a strict partial
order among them. This resource is applied to the incision function in order to orientate
the incisions to be performed.

The authors combined and extended the approaches proposed in [FKIRS12], introduc-
ing a full axiomatic characterization of a multiple revision operator based on kernels. It is
presumed that there is a finite set 𝔸 = {𝐴, 𝐵, ..., 𝑍 , 𝐴1, ..., 𝑍𝑛} of unique agent identifiers
and all the informants have access to it. In order to associate each information in the belief
base to its respective source, they use the epistemic model proposed in [TGFS12]. Then,
the knowledge of an agent is represented by a set of information objects, which are pairs
of the form (sentence,informant):

Definition 52. Given a propositional language  and a set 𝔸 of agent identifiers, an
information object is a tuple (𝛼, 𝑋 ) where 𝛼 ∈  and 𝑋 ∈ 𝔸 represents the information
source for the sentence 𝛼 .

The belief base of an agent 𝐴 is denoted by 𝐴 and taken as consistent. Given a belief
base 𝐴, 𝐸𝑥𝑝(𝐴) = {𝛼 |(𝛼, 𝑋 ) ∈ 𝐴} and 𝐴𝑔(𝐴) = {𝑋 |(𝛼, 𝑋 ) ∈ 𝐴}. A belief base 𝐴 is
considered consistent if 𝐸𝑥𝑝(𝐴) is consistent. Another interesting property is that a belief
base could contain many information objects concerning the same sentence but coming
from different agent identifiers, not configuring a case of redundancy.

The new information received by an agent is modeled as a set of information objects as
well, considered to be consistent in itself. Besides, it is also supposed that the agent carrying
out the revision operation has its own strict partial order16 that represents its concept of
the ordering of the agents of the system. It is denoted by <𝑋𝐶𝑂 , where 𝑋 represents the agent
identifier 𝑋 ∈ 𝔸 that owns this order. As an example, 𝐴 <𝑋𝐶𝑂 𝐵 represents that, for agent
𝑋 , agent 𝐴 is less credible than 𝐵 (and, consequently, 𝐵 is more credible than 𝐴).

Before defining what a safe element is, it is necessary to remember from [AM85]
the concept of hierarchy. A relation < over a set of propositions 𝑆 is a hierarchy iff it
satisfies the non-circularity condition: for no 𝛼1, 𝛼2, ..., 𝛼𝑛 ∈ 𝑆 with 𝑛 ≥ 1 it holds that
𝛼1 < 𝛼2 < ... < 𝛼𝑛 < 𝛼1. For our purposes, we will consider hierarchies which are also
transitive.

Definition 53. Let 𝐴 be a knowledge base,  a consistent set of information objects to be
added consistently to 𝐴 and < be an arbitrary transitive hierarchy over 𝐴. An element
𝛼 ∈ {𝐴 ∪ } is safe with respect to the revision of 𝐴 by  iff 𝛼 is not a minimal element
(under <) of any minimal subset (under set inclusion) ′ of 𝐴 such that ′ ∪ is inconsistent.

3.4.2.1 Postulates and Construction

Let , , and ′ be consistent belief bases, and ∗ be a binary multiple belief revision
operator. The authors proposed five postulates. Three of them (Inclusion, Weak Success
and Uniformity) were borrowed from [FKIRS12]. The other two are:

(consistency)  ∗  is consistent.

16 Irreflexive, asymmetric and transitive binary relation.
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(safe retainment) 𝛼 ∈  ∗  iff 𝛼 is a safe element with respect to  in .

For the construction, the concept of -inconsistent kernels ( ⇊𝑝 ) is the same as in
[FKIRS12] (Definition 48). It is important to observe that no element of  is part of the
kernel set:

Observation 9. [TDG+19] Let  be a belief base and  be a consistent set of information
objects. Suppose that (𝛼, 𝑋 ) ∈  and (𝛼, 𝑋 ) ∈ . Then we have that 𝛼 ∉ ⋃( ⇊𝑝 ) and,
therefore,  ∩⋃( ⇊𝑝 ) = ∅.

In the next step, there should be an incision function that chooses the less reliable
information object in each inconsistent-kernel. In order to specify what is understood as
“less reliable” in this context, we need a particular definition of safe element:

Definition 54. [TDG+19] An information object (𝛼, 𝐵) of 𝐴 is safe with respect to revision
by  in 𝐴 iff (𝛼, 𝐵) ∉  , ∀ ∈ 𝐴 ⇊𝑝  (i.e., there is no minimal subset 𝐴 inconsistent
with  that contains (𝛼, 𝐵)) or, if ∃ ∈  ⇊𝑝  such that (𝛼, 𝐵) ∈  , then ∃(𝛽, 𝐶) ∈  such
that 𝐶 <𝐴𝐶𝑂 𝐵.

Now, it is possible to define an incision function:

Definition 55. [TDG+19] Let  be a belief base. Then 𝜎 is a multi-source incision function
for  iff for all consistent set of information objects  the three following conditions hold:

1. 𝜎 ( ⇊𝑝 ) ⊆ ⋃ ⇊𝑝 ,

2. If  ∈  ⇊𝑝  then  ∩ (𝜎 ( ⇊ )) ≠ ∅,

3. (𝛼, 𝐶) ∈ 𝜎 ( ⇊𝑝 ) iff for some  ∈  ⇊𝑝  such that (𝛼, 𝐶) ∈  , there does not exist
(𝛽, 𝐵) ∈  where 𝐵 <𝐴𝐶𝑂 𝐶 .

With all these definitions at hand, we can have the operator and a representation
result:

Definition 56. [TDG+19] Let  be a belief base,  a consistent set of information objects,
and 𝜎 be a multi-source incision function for . The multi-source kernel revision on 
that is generated by 𝜎 is the operator ∗𝜎 such that for all set  the following condition holds:
 ∗𝜎  = ( ⧵ 𝜎 ( ⇊𝑝 )) ∪ 

Theorem 34. [TDG+19] An operator ∗𝜎 is a multi-source multiple kernel revision for 
iff it satisfies the postulates of inclusion, weak success, consistency, uniformity and safe-
retainment.

Since this approach was developed for multi-agent contexts with several informants
and a credibility relation among them, if there is only one agent or if it is impossible to
compare the agents we reach an extreme case:

Proposition 3. [TDG+19] Let 𝐴 be a belief base, ∗𝜎 be a multi-source multiple kernel
revision,  be an input set and <𝐴𝐶𝑂 be a credibility order. If 𝐴𝑔(𝐴) is a singleton set or
<𝐴𝐶𝑂= ∅ then 𝐴 ∗𝜎  = (𝐴 ⧵⋃𝐴 ⇊𝑝 ) ∪ .

This drastic result is comparable to Full Meet Revision [Han99b].
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3.4.2.2 Comparing to Other Approaches

Most of the revision approaches using incision functions, whether singleton or multiple,
are of a general prospect, given that there is no specification of how to choose elements of
a kernel. On the other hand, the operation proposed in [TDG+19] applies the credibility
order associated to the different agents as a way to determine the incisions.

This idea that an specific sentence is preferred as an option for removal over others
is not new. In the Epistemic Entrenchment approach[GM88, Gär88, MLH00], there is
an epistemic entrenchment ordering ⊑𝐸𝐸 over the sentences of a belief set that is used
to determine the revision process. The point is that the formulas kept in the belief set
during revision are the ones that are more entrenched. Nonetheless, while in [TDG+19] the
authors work with belief bases, multiple agents and multiple sentences as input, Epistemic
Entrenchment works with belief sets, revision by single sentences and no identification of
sources.

3.5 Final Remarks
The approaches presented in this chapter involve all of the three epistemic models

referred in the Introduction: belief sets, belief bases and possible worlds. While in [Fuh88,
Zha96, ZCZC97, ZF01] the focus was on belief sets, in [Han93, FKIRS12, VF16, TDG+19]
they worked with belief bases. Still, the authors in [Lin91, Pep96, Pep04, PKW12, ML14,
ML15] dealt with possible worlds.

Most of the authors developed their theories using classical propositional logic, except
for Lindström [Lin91] (propositional deductive logic), Zhang et. al. [Zha96, ZCZC97, ZF01]
(classical first-order logic) and Valdez and Falappa [VF16] (Horn logic). The works in
[Pep96, Pep04, PKW12] do not refer an specific logic but make some assumptions about
the language and its associated consequence operator that are compatible with the AGM
assumptions (see Section 2.6.2). Regarding the works from Dongmo Zhang et. al., it is
important to remark that, although the authors claim to have extended AGM theory to
first-order logic, they also say that there are no postulates designed to deal with quantifiers
or predicates in the result, leaving further explorations of first-order properties of belief
revision for future work.

In relation to the finiteness of the input, the works that considered the possibility for in-
finite sets were [Lin91, Zha96, ZCZC97, ZF01, Pep96, Pep04, PKW12, ML14, ML15].

Regarding constructions, in [Fuh88, Han93, Fuh97, ZCZC97] we have partial meet,
while in [FKIRS12, VF16] we have partial meet and kernel and, in [TDG+19], kernel. The
authors in [Lin91, Pep96, Pep04, PKW12, ML14, ML15] worked with system of spheres
and, in [Zha96, ZF01], nicely-ordered partition. Regarding postulates, it would be possible
to divide them in two great groups. In [Fuh88, Lin91, Zha96, Pep96, Fuh97, ZCZC97,
ZF01, Pep04, PKW12, ML14, ML15] they use the same set of postulates (as proposed
by Fuhrmann and adapted by Lindström), focusing on belief sets. On the other hand,
in [Han93, FKIRS12, VF16, TDG+19] the set of postulates is smaller and closer to belief
bases.

Table 3.1 summarizes the main characteristics of the different approaches analyzed



50

3 | PRIORITIZED MULTIPLE REVISION

in this chapter regarding the epistemic model used, the underlying logic considered, the
validity of the results for any set or not and possible given constructions. Still, some
observations need to be made. Regarding the assumption on the finiteness or not of the
input, when the work is not specifically clear about [FKIRS12, VF16, TDG+19], we preferred
to consider them as for finite inputs.

3.6 Open Problems
As a final analysis, it is possible to list some open problems. Regarding the operators

defined in [FKIRS12], there is the possibility to study the interrelations between the
package kernel and partial meet revision operators. In the topological approach for system
of spheres ([ML14]), it is pointed as an open question if there is an irreducible (or smallest)
well-ranked system of spheres for a given multiple revision operator.

In relation to other approaches, Horn multiple revision [VF16] could be studied in a
selective approach (partial acceptance of the input). Regarding the underlying logic of
each model presented here, since most of them were developed for propositional logic,
an important future work is to investigate how they can be adapted to work with other
logics whose restrictions are different from classical logic. As an example, Multi-source
Multiple Revision [TDG+19] could be combined with the results from [KPHS07] in order
to implement a multi-source multiple revision approach for DL ontologies, in which the
investigation for conflicts is conducted applying the methods introduced by Kalyanpur
et al. Still, in [TDG+19] there is an assumption about the consistency of the input; this
assumption could be abandoned in order to study distinct behaviors when there are
conflicts in the epistemic input.



Paper Epistemic Model Logic Type of Input Construction
B. Set B. Base Poss. Worlds Finite Infinite

[Fuh88] X Class. Propositional X Partial Meet
[Lin91] X Proposit. Deductive X System of Spheres
[Han93] X Class. Propositional X Partial Meet

[Zha96, ZF01] X Class. First-Order X Nicely-Ordered Part.
[Pep96, Pep04] X AGM Assumptions X System of Spheres

[Fuh97] X Class. Propositional X Partial Meet
[ZCZC97] X Class. First-Order X Partial Meet
[PKW12] X AGM Assumptions X System of Spheres
[FKIRS12] X Class. Propositional X P. Meet and Kernel

[ML14] X Class. Propositional X System of Spheres
[ML15] X Class. Propositional X Total Pre-Order on Worlds
[VF16] X Horn X P. Meet and Kernel

[TDG+19] X Class. Propositional X Kernel

Table 3.1: Summary of the general characteristics of the different prioritized approaches.
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Chapter 4

Non-Prioritized Multiple
Revision

As stated in Section 3.1.2, the multiple revision operation can happen in two main ways.
While in the previous chapter we brought different approaches for prioritized multiple
revision, in the present one we are going to explore some models for the non-prioritized
kind, which means that the incoming beliefs do not have total priority in relation to the
initial ones: the agent can incorporate only a part of the new beliefs whilst refusing the
other part.

In the first three sections we present some works on choice revision ([Zha18, Zha19,
Han17]). In [Han17] we have the introduction of a construction of choice revision through
the descriptor revision framework, while its formal properties were studied in [Zha19].
Another modelling based on multiple believability relations was also explored in [Zha19]
as a possible definition of choice revision.

In Section 4.4 we also have the definition of some multiple revision operators that work
in a non-prioritized way but based on explanations ([FKIS02]), being an average model
between semi-revision [Han97] and merge [Fuh97]. In Section 4.5 the chosen approach is
a generalization of Selective Revision ([KTF+11]) but based on Deductive Argumentation
[BH01].

In Section 4.6 the case is explored when the input set is inconsistent but may has
consistent individual pieces of knowledge ([Del11]). Finally, Section 4.7 shows two works
that deal with the context in which the agent has core beliefs, i.e., some pieces of knowledge
that are immune to revision ([YJW14],[Yua17]).

4.1 The Levi Identity Model
Zhang [Zha18] proposed two types of choice revision, one on the contraction + ex-

pansion approach and the other on the expansion + contraction one. Both of them were
developed for belief bases and were axiomatically characterized. Before defining the
operations, the author introduced an auxiliary operation called Partial Expansion, which
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is a generalization of the traditional expansion operation. This generalization uses the two
resources defined below. The first one is the partial sum set (1) between two sets 𝐵 and 𝐴.
The second one is a kind of selection function over the partial sum set.

Definition 57. [Zha18] Given two sets of sentences 𝐵 and 𝐴, let 𝐵 1 𝐴 be the Partial Sum
Set between them. 𝑋 ∈ 𝐵 1 𝐴 iff:

• 𝑋 ⊆ (𝐵 ∪ 𝐴);

• 𝐵 ⊆ 𝑋 ;

• 𝑋 ∩ 𝐴 ≠ ∅.

The partial sum set of 𝐵 by 𝐴 is a set of sets formed by all possible expansions of 𝐵
by parts of 𝐴, given that each element of 𝐵 1 𝐴 contains the whole 𝐵 with some part of
𝐴.

The selection function brought by the author is slightly different from the one given in
Definition 24. Actually, the difference is in its signature, which makes it more general:

Definition 58. [Zha18] A selection function 𝛾 is any function 𝛾 ∶ (𝐿) × ((𝐿)) →
((𝐿)) such that:

1. If 𝕐 ≠ ∅ then ∅ ≠ 𝛾 (𝑋,𝕐) ⊆ 𝕐;

2. If 𝕐 = ∅ then 𝛾 (𝑋,𝕐) = {𝑋}.

Definition 59. [Zha18] Let 𝛾 be a selection function. 𝛾 is 1-consistency-preserving iff for
all 𝐵 and 𝐴: if there exists a set 𝑋 ∈ 𝐵 1 𝐴 such that 𝑋 ⊬ ⊥, then ⋃ 𝛾 (𝐵, 𝐵 1 𝐴) ⊬ ⊥.

With these resources at hand, it is possible to define the Partial Expansion opera-
tion:

Definition 60. [Zha18] An operator ∔ ((𝐿) ×(𝐿) → (𝐿)) is a partial expansion iff there
exists a selection function 𝛾 such that for all sets 𝐵 and 𝐴,

𝐵 ∔ 𝐴 = ⋃ 𝛾 (𝐵, 𝐵 1 𝐴).
∔ is choice-consistency-preserving iff 𝛾 is 1-consistency-preserving.

Therefore, the default expansion operation and its generalized version for sets referred
in Chapters 2 and 3, respectively, are particular cases of partial expansion.

As an example, let 𝐵 = {𝛼, 𝛽, 𝜑} and 𝐴 = {¬𝜑, 𝛿}. According to Definition 57, 𝐵 1

𝐴 = {{𝛼, 𝛽, 𝜑, 𝛿}, {𝛼, 𝛽, 𝜑,¬𝜑}, {𝛼, 𝛽, 𝜑,¬𝜑, 𝛿}}. So we can have seven different selection
functions: one for each possible combination in selecting one or more elements of 𝐵 1 𝐴.
However, according to Definition 59, the only consistency-preserving selection function is
the one that selects only {𝛼, 𝛽, 𝜑, 𝛿}. Let 𝛾1 be this selection function. The partial expansion
of 𝐵 by 𝐴 applying 𝛾1 is 𝐵 ∔ 𝐴 = ⋃ 𝛾1(𝐵, 𝐵 1 𝐴) = {𝛼, 𝛽, 𝜑, 𝛿}.

The following representation result was given:

Theorem 35. [Zha18]

1. ∔ is a partial expansion iff it satisfies the following postulates: for every sets 𝐵, 𝐴 and
𝐶 ,
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(∔-inclusion) 𝐵 ∔ 𝐴 ⊆ 𝐵 ∪ 𝐴

(∔-preservation) 𝐵 ⊆ 𝐵 ∔ 𝐴

(∔-success) If 𝐴 ≠ ∅, then 𝐴 ∩ (𝐵 ∔ 𝐴) ≠ ∅

(∔-coincidence) If 𝐵 ∩ 𝐴 ≠ ∅ and 𝐴 ⊆ 𝐶 ⊆ (𝐵 ∪ 𝐴), then 𝐵 ∔ 𝐴 = 𝐵 ∔ 𝐶

2. ∔ is consistency-preserving iff it in addition satisfies:

(∔-consistency) If there exists 𝑋 such that 𝐵 ⊆ 𝑋 ⊆ (𝐵 ∪ 𝐴) and 𝑋 ⊬ ⊥, then
𝐵 ∔ 𝐴 ⊬ ⊥

Lemma 5. [Zha18] Let ∔ be a partial expansion operator operator. ∔ satisfies ∔-coincidence
iff it satisfies:

(∔-Coincidence) If 𝐵 ∩ 𝐴 ≠ ∅, 𝐵 ∩ 𝐶 ≠ ∅ and 𝐵 ∪ 𝐴 = 𝐵 ∪ 𝐶 , then 𝐵 ∔ 𝐴 = 𝐵 ∔ 𝐶 .

In order to proceed with the definition of Choice Revision, the author adapted a
definition of negation set given in [Han92]:

Definition 61. [Zha18] Let 𝐴 be some set of sentences. Then the negation set of 𝐴, denoted
by 𝑛𝑒𝑔(𝐴), is defined as follows:

1. 𝑛𝑒𝑔(∅) = ⊤,

2. 𝑛𝑒𝑔(𝐴) = ∪𝑛≥1{¬𝛼1 ∨ ¬𝛼2 ∨⋯ ∨ ¬𝛼𝑛 | 𝛼𝑖 ∈ 𝐴 for every i such that 1 ≤ 𝑖 ≤ 𝑛}

The difference between this definition and the one given by Hansson (Definition 29)
is that the original one defines 𝑛𝑒𝑔(∅) = ⊥. However, Zhang states that, when 𝐴 = ∅, it
is intuitive that 𝐵 ∗𝑐 𝐴 = 𝐵, which would be readily achievable if 𝑛𝑒𝑔(∅) is defined as
⊤.

Finally, two constructions are shown: one for internal revision and one for external
revision, both of them depending on contraction.

4.1.1 Internal Choice Revision
The operator is defined in the following way:

Definition 62. [Zha18] An operator ∗𝑐 ((𝐿) × (𝐿) → (𝐿)) is an internal choice base
revision iff there exists a choice contraction −𝑐 and a consistency-preserving partial expansion
∔ such that for all sets 𝐵 and 𝐴,

𝐵 ∗𝑐 𝐴 = 𝐵 −𝑐 𝑛𝑒𝑔(𝐴) ∔ 𝐴.

A representation result was shown:

Theorem 36. [Zha18] (Representation theorem for internal choice revision)

1. ∗𝑐 is an internal choice base revision on consistent belief bases with finite inputs iff it
satisfies the following conditions: for every consistent 𝐵 and finite 𝐴 and 𝐶 ,

(inclusion) 𝐵 ∗𝑐 𝐴 ⊆ (𝐵 ∪ 𝐴)

(success) If 𝐴 ≠ ∅, then 𝐴 ∩ (𝐵 ∗𝑐 𝐴) ≠ ∅
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(iteration) 𝐵 ∗𝑐 𝐴 = (𝐵 ∩ (𝐵 ∗𝑐 𝐴)) ∗𝑐 𝐴

(weak consistency) If 𝐴 ≢ {⊥}, then 𝐵 ∗𝑐 𝐴 ⊬ ⊥

(coincidence) If 𝐴 ∩ 𝐵 ≠ ∅ and 𝐴 ⊆ 𝐶 ⊆ (𝐴 ∪ 𝐵), then 𝐵 ∗𝑐 𝐴 = 𝐵 ∗𝑐 𝐶

(uniformity) If it holds for all 𝐵′ ⊆ 𝐵 that 𝐵′ ∪ {𝜑} ⊢ ⊥ for some 𝜑 ∈ 𝐴 iff
𝐵′ ∪ {𝜓} ⊢ ⊥ for some 𝜓 ∈ 𝐶 , then 𝐵 ∩ (𝐵 ∗𝑐 𝐴) = 𝐵 ∩ (𝐵 ∗𝑐 𝐶)

(relevance) If 𝜑 ∈ 𝐵 ⧵ 𝐵 ∗𝑐 𝐴, then there is some 𝐵′ with 𝐵 ∩ (𝐵 ∗𝑐 𝐴) ⊆ 𝐵′ ⊆ 𝐵,
such that 𝐵′ ∪ {𝜓} ⊬ ⊥ for some 𝜓 ∈ 𝐴 and 𝐵′ ∪ {𝜑} ∪ {𝜆} ⊢ ⊥ for every 𝜆 ∈ 𝐴

2. ∗𝑐 is additionally unified iff it satisfies in addition the following:

(redundancy) If 𝐵 ∪ 𝑍 ⊬ ⊥, 𝐴 ≢ {⊥}, 𝐴 ≠ ∅ and it holds for every 𝜑 ∈ 𝑍 that
𝜑 ⊢ ¬𝜓 for all 𝜓 ∈ 𝐴, then 𝐵 ∗𝑐 𝐴 = (𝐵 ∪ 𝑍 ) ∗𝑐 𝐴

Although in Definition 29 we have a simplification of 𝑛𝑒𝑔(𝐴) when 𝐴 is finite (being
possible to represent it in one single sentence), it is not suitable to use it here. Given that
the first step of the operator is a (choice) contraction, the contraction by the sentential
negation of 𝐴 would retract from 𝐵 more than necessary, since it would make 𝐵 compatible
with the whole 𝐴. Therefore, for this context it is more adequate to have 𝑛𝑒𝑔(𝐴) as a
set.

4.1.2 External Choice Revision
The operator is defined in the following way:

Definition 63. [Zha18] An operator ∗𝑐 ((𝐿) × (𝐿) → (𝐿)) is an external choice base
revision iff there exists a package contraction −𝑝 and a partial expansion ∔ such that for all 𝐵
and 𝐴,

𝐵 ∗𝑐 𝐴 = 𝐵 ∔ 𝐴 −𝑝 𝑛𝑒𝑔(𝐴′)
where 𝐴′ = (𝐵 ∔ 𝐴) ⧵ 𝐵.

A representation result was shown:

Theorem 37. [Zha18] (Representation theorem for external choice revision)

1. ∗𝑐 is an external choice base revision iff, for all 𝐵, 𝐵1, 𝐵2, 𝐴 and 𝐶 , it satisfies inclusion,
success, coincidence and:

(confirmation) If (𝐴 ∩ (𝐵 ∗𝑐 𝐴)) ⊆ 𝐵, then 𝐵 ∗𝑐 𝐴 = 𝐵

(weak consistency) If (𝐵 ∗𝑐 𝐴) ⧵ 𝐵 ≠ ∅ and (𝐵 ∗𝑐 𝐴) ⧵ 𝐵 ⊬ ⊥, then 𝐵 ∗𝑐 𝐴 ⊬ ⊥

(uniformity) If 𝐵1 ≠ ((𝐵1 ∗𝑐 𝐴) ∪ 𝐵1) = 𝐵 = ((𝐵2 ∗𝑐 𝐶) ∪ 𝐵2) ≠ 𝐵2 and it holds
for all 𝐵′ ⊆ 𝐵 that 𝐵′ ∪ ((𝐵1 ∗𝑐 𝐴) ⧵ 𝐵1) ⊬ ⊥ iff 𝐵′ ∪ ((𝐵2 ∗𝑐 𝐶) ⧵ 𝐵2) ⊬ ⊥, then
𝐵1 ∗𝑐 𝐴 = 𝐵2 ∗𝑐 𝐶

(relevance) If 𝜑 ∈ 𝐵 ⧵𝐵 ∗𝑐 𝐴, then there is some 𝐵′ with 𝐵 ∗𝑐 𝐴 ⊆ 𝐵′ ⊆ 𝐵∪ (𝐵 ∗𝑐 𝐴),
such that 𝐵′ ⊬ ⊥ and 𝐵′ ∪ {𝜑} ⊢ ⊥

2. ∗𝑐 is additionally unified iff it satisfies in addition the following:
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(strong Uniformity) If it holds for all 𝑋 ⊆  that 𝑋 ⊆ 𝐵1 ∪ (𝐵1 ∗𝑐 𝐴) and
𝑋 ∪ ((𝐵1 ∗𝑐 𝐴) ⧵ 𝐵1) is consistent iff 𝑋 ⊆ 𝐵2 ∪ (𝐵2𝐶) and 𝑋 ∪ ((𝐵2 ∗𝑐 𝐶) ⧵ 𝐵2) is
consistent, then 𝐵1 ∗𝑐 𝐴 = 𝐵2 ∗𝑐 𝐶 .

4.1.3 Common and Distinct Aspects
Due to the usage of set-negation to perform the contraction part of the choice opera-

tion, these approaches proposed in [Zha18] depends on negation and on disjunction of
sentences.

However, the kind of contraction used in each one is different. Internal choice revision
applies choice contraction by the negation set of the input because the purpose is to make
the belief base consistent with at least a subset of the input. On the other hand, external
choice revision first applies a partial expansion of the base by the input set; that is why a
package contraction by 𝑛𝑒𝑔(𝐴′) is necessary: in order to make 𝐵 ∔ 𝐴 consistency with the
whole 𝐴′.

4.1.4 Comparing with Selective Revision
[FKIRS12] and [Zha18] remark that the choice revision operation is not equal to

Selective Revision [FH99]. Although this last one is of non-prioritized sort as well, it is
for single sentences in the input and, in addition, that first one is not reducible to the last.
Still about reduction, it is observed in [Spo10] that when we need to accept at least one
of the beliefs of an input set there is no evident answer. It is not the same as accepting
the disjunction of the input sentences because you may admit their disjunction without
admitting any of them, which means that it is not a solution.

4.2 The Descriptor Revision Approach

In [Zha19], the author explores further a proposal of choice revision based on another
approach to belief change named Descriptor Revision[Han14a]. This approach applies a
“select-direct” procedure by considering that there is a set of belief sets that work as possible
results of belief change and this change is implemented through a direct choice among
these possible results.

Both of the types proposed were axiomatically characterized through a set of postulates
and a representation theorem, with the assumption of a finite language.

It is important to observe that, in this approach, revision was explored without taking
into account its connection with contraction, i.e., it was defined without using contraction
as an intermediate step.

4.2.1 Descriptor Revision
Before bringing the constructions and properties of choice revision in this context, we

show some background about the descriptor revision framework, based on [Han14a].
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Belief descriptors are a flexible construction for describing belief sets. Let B be a
metalinguistic belief predicate. In a belief change context, we need to represent not just
belief sets but input sentences as well. So B takes sentences in the object language as
arguments. For any sentence 𝛼 ∈ , B𝛼 means that 𝛼 is believed in that belief set. It is
important to remark that B is not considered an element of the object language. More
formally:

Definition 64. [Han14a] Let B be a metalinguistic belief predicate and 𝛼 a sentence in the
object language . An atomic belief descriptor is a sentence B𝛼 . It is satisfied by a belief set
𝐾 iff 𝛼 ∈ 𝐾 .

A molecular belief descriptor (denoted by lowercase Latin letters) is a truth-functional
combination of atomic descriptors. Conditions of satisfaction are defined inductively, such
that 𝐾 satisfies ¬𝑝 iff it does not satisfy 𝑝, it satisfies 𝑝 ∨ 𝑞 iff it satisfies either 𝑝 or 𝑞, etc.

A composite belief descriptor (in short: descriptor; denoted by uppercase Greek letters) is
a non-empty set of molecular descriptors. A belief set 𝐾 satisfies a composite descriptor Ψ iff
it satisfies all its elements.

A descriptor is satisfiable within a set of belief sets iff it is satisfied by at least one of its
elements.

By this definition, descriptors are an appropriate form to represent the success con-
dition of different kinds of belief change operations. For multiple revision, there are
two possibilities. Revision by a set {𝛼1, ..., 𝛼𝑛} has the success condition {B𝛼1 , ...,B𝛼𝑛} for
package revision and {B𝛼1 ∨ ... ∨B𝛼𝑛} for choice revision.

Descriptor revision, denoted by ◦, is an operation of belief change that goes from a
belief set 𝐾 to a new belief set 𝐾 ◦ Ψ where Ψ is a descriptor representing the success
condition. This way, other operations of belief change already defined become special
cases of descriptor revision. Many constructions for descriptor revision operations were
introduced in [Han14a]. Before bringing the relational model of interest, a relation needs
to be defined. Given a set of belief sets 𝕏, ≦ was defined as a relation on 𝕏 called belief set
ordering.

Definition 65. [Han14a] Let 𝕏 be a set of belief sets, ≦ be a relation on 𝕏, and 𝕐 ⊆ 𝕏. Then
𝑋 is ≦-minimal in 𝕐 iff 𝑋 ∈ 𝕐 and 𝑋 ≦ 𝑌 for all 𝑌 ∈ 𝕐.

Now, the relational model:

Definition 66. [Han14a]1 (𝕏, ≦) is a relational select-direct model (in short: relational model)
with respect to 𝐾 iff it satisfies:

(𝕏1) 𝕏 is a set of belief sets.

(𝕏2) 𝐾 ∈ 𝕏.

(≦ 1) 𝐾 ≦ 𝑋 for every 𝑋 ∈ 𝕏.

(≦ 2) For any descriptor Ψ, if {𝑋 ∈ 𝕏|Ψ ⊆ 𝐶𝑛(𝑋 )} (denoted by 𝕏Ψ) is not empty, then
it has a unique ≦-minimal element denoted by 𝕏Ψ

< .

1 This definition is more general than the original one, as shown in [Zha17].
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A descriptor revision ◦ on 𝐾 is based on (or determined by) some relational model (𝕏, ≦)
with respect to 𝐾 iff for any descriptor Ψ:

⟨≦ to ◦⟩ 𝐾 ◦ Ψ =
{

𝕏Ψ
< if 𝕏Ψ

< is not empty
𝐾 otherwise

𝕏 is the outcome set that contains all the potential results under several belief change
patterns. The ordering ≦ displays a direct-selection mechanism, which chooses the final
result among candidates that satisfy an explicit success condition.

A descriptor revision built in this way is called a relational descriptor revision.

4.2.2 Choice Revision from Descriptor Revision
For a choice revision ∗𝑐 with a finite input, the success condition could be represented

by descriptor {B𝛼1 ∨ ... ∨B𝛼𝑛}. Hansson constructed choice revision through descriptor
revision this way:

Definition 67. [Han17] Let ◦ be some descriptor revision. A choice revision ∗𝑐 on 𝐾 is based
on (or determined by) ◦ iff for any finite set 𝐴:

⟨◦ to ∗𝑐⟩ 𝐾 ∗𝑐 𝐴 =
{
𝐾 ◦ {B𝛼1 ∨ ... ∨B𝛼𝑛} if 𝐴 = {𝛼0, ..., 𝛼𝑛} ≠ ∅
𝐾 otherwise

The observations below establishes some properties to be satisfied by the opera-
tion:

Observation 10. [Zha19] Let ∗𝑐 be a choice revision determined by any relational descriptor
revision (𝕏, ≦). Then it satisfies the following properties:

(∗𝑐 1) 𝐶𝑛(𝐾 ∗𝑐 𝐴) = 𝐾 ∗𝑐 𝐴 (∗𝑐-closure)

(∗𝑐 2) 𝐾 ∗𝑐 𝐴 = 𝐾 or 𝐴 ∩ (𝐾 ∗𝑐 𝐴) ≠ ∅ (∗𝑐-relative success)

(∗𝑐 3) If 𝐴 ∩ (𝐾 ∗𝑐 𝐵) ≠ ∅, then 𝐴 ∩ (𝐾 ∗𝑐 𝐴) ≠ ∅ (∗𝑐-regularity)

(∗𝑐 4) If 𝐴 ∩ 𝐾 ≠ ∅, then 𝐾 ∗𝑐 𝐴 = 𝐾 (∗𝑐-confirmation)

(∗𝑐 5) If (𝐾 ∗𝑐 𝐴) ∩ 𝐵 ≠ ∅ and (𝐾 ∗𝑐 𝐵) ∩ 𝐴 ≠ ∅, then 𝐾 ∗𝑐 𝐴 = 𝐾 ∗𝑐 𝐵 (∗𝑐-reciprocity)

Observation 11. [Zha19] If ∗𝑐 satisfies ∗𝑐-closure, relative success, regularity and reciprocity,
then ∗𝑐 satisfies:

If 𝐴 ≡ 𝐵, then 𝐾 ∗𝑐 𝐴 = 𝐾 ∗𝑐 𝐵 (∗𝑐-syntax irrelevance)

An axiomatic characterization was obtained for finite languages:

Theorem 38. [Zha19] Let  be a finite language. Then ∗𝑐 satisfies (∗𝑐 1) through (∗𝑐 5) iff it
is a choice revision based on some relational model.
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Additional postulates for choice revision were also studied because the ones listed
above do not meet all the plausible properties for the operation:

If 𝐴 ≠ ∅, then 𝐴 ∩ (𝐾 ∗𝑐 𝐴) ≠ ∅ (∗𝑐-success)

If 𝐴 is consistent, then 𝐾 ∗𝑐 𝐴 is consistent (∗𝑐-weak consistency)

If 𝐴 = ∅, then 𝐾 ∗𝑐 𝐴 = 𝐾 (∗𝑐-vacuity)

The relational model previously defined is not sufficient to satisfy the new properties
listed above. The representation theorem below was proposed in order to relate these
properties:

Theorem 39. [Zha19] Let  be a finite language and ∗𝑐 some revision operation on 𝐾 ⊆ .
Then, ∗𝑐 satisfies ∗𝑐-closure, ∗𝑐-success, ∗𝑐-vacuity, ∗𝑐-confirmation, ∗𝑐-reciprocity and ∗𝑐-weak
consistency iff it is a choice revision determined by some relational model which satisfies the
following two conditions:

(𝕏3) 𝐶𝑛({⊥}) ∈ 𝕏

(≦ 3) 𝕏B𝜑 ≠ ∅ and 𝕏B𝜑
< < 𝐶𝑛({⊥}) for every 𝜑 such that 𝜑 is consistent.

The new conditions above allow for inconsistent outputs and also guarantees that
if there is a possible consistent output then it will be preferred over the inconsistent
one.

4.2.3 Impossibility of Reduction
Zhang [Zha19] shows that, in general, choice revision by a finite set 𝐴 cannot be

reduced to a selective revision by ⋀𝐴:

Example 1. [Zha19] Let ◦ be a selective revision operator (Definition 22). It is assumed that ◦
satisfies extensionality. Then, 𝐾 ◦⋀{𝜑,¬𝜑} should be equal to 𝐾 ◦⋀{𝜓 ,¬𝜓}. Nevertheless, it
is improbable that a choice revision by {𝜑,¬𝜑} should always coincide with that by {𝜓 ,¬𝜓}
for all 𝜑 and 𝜓 .

Similarly, choice revision cannot be performed by AGM revision by the disjunction of
all the sentences of the input (given that AGM revision also satisfies extensionality).

4.2.4 Making up One’s Mind
There is a variation for multiple revision called called making up one’s mind (∗¬). It is

designed to represent the mechanism of choosing between believing in a formula and
in its negation. The usual select-and-intersect belief revision technique is not valid for
it but a possible representation is by choice revision: 𝐾 ∗¬ 𝛼 = 𝐾 ∗𝑐 {𝛼,¬𝛼}. Applying a
descriptor revision approach, we have:

Definition 68. [Han17] Let ◦ be a descriptor revision on the belief set 𝐾 . The sentential
operation ∗¬ on 𝐾 such that

𝐾 ∗¬ 𝛼 = 𝐾 ◦ {B𝛼 ∨B¬𝛼} for all 𝛼 ∈ 

is the operation of resolution (making up one’s mind) that is derivable from ◦.
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For more information about making up one’s mind and the properties of its relation
with descriptor revision, the reader is referred to [ZH15].

4.3 The Multiple Believability Relations Approach
In the same article [Zha19], a second modelling for choice revision was investigated,

this time based on Multiple Believability Relations and without assuming a finite language.
First of all, we need the definition of believability relation.

Definition 69. [Han14b] Let 𝐾 be a belief set, ◦ be a descriptor revision on 𝐾 , 𝕏 its outcome
set, ≦ (with the strict part <) a total ordering on 𝕏 with 𝐾 as its minimal element, and ⪯ a
relation of epistemic proximity. Then the relation ⪯ on sentences, such that 𝛼 ⪯ 𝛽 iff B𝛼 ⪯ B𝛽 ,
is the believability relation that is based on ⪯.

Instinctively, 𝛼 ⪯ 𝛽 indicates that the agent is at least as inclined to believing 𝛼 as to
believing 𝛽 . This relation can be generalized to the multiple case:

Definition 70. [Zha19] A multiple believability relation ⪯∗ is a binary relation on the set of
all finite subsets of  satisfying 𝛼 ⪯ 𝛽 iff {𝛼} ⪯∗ {𝛽}.

One of the ways of proceeding with the generalization described above (to the multiple
case) is defining choice multiple believability relations (denoted by ⪯𝑐 with symmetric part
≃𝑐 and strict part ≺𝑐). 𝐴 ⪯𝑐 𝐵 indicates that it is easier for an agent to absorb the plausible
information in 𝐴 than that in 𝐵.

Some postulates for believability relations were defined in [Zha17] and generalized
for multi-believability relations in [Zha19]. Let 𝐴, 𝐵 and 𝐶 be finite sets and 𝐴 ? 𝐵 =
{𝛼 ∧ 𝛽 | 𝛼 ∈ 𝐴 and 𝛽 ∈ 𝐵}. Then:

(⪯𝑐-transitivity) If 𝐴 ⪯𝑐 𝐵 and 𝐵 ⪯𝑐 𝐶 , then 𝐴 ⪯𝑐 𝐶 .

(⪯𝑐-weak coupling) If 𝐴 ≃𝑐 𝐴? 𝐵 and 𝐴 ≃𝑐 𝐴? 𝐶 , then 𝐴 ≃𝑐 𝐴? (𝐵 ? 𝐶).

(⪯𝑐-coupling) If 𝐴 ≃𝑐 𝐵, then 𝐴 ≃𝑐 𝐴? 𝐵.

(⪯𝑐-counter dominance) If for every 𝛽 ∈ 𝐵 there exists 𝛼 ∈ 𝐴 such that 𝛼 ∈ 𝐶𝑛({𝛽}),
then 𝐴 ⪯𝑐 𝐵.

(⪯𝑐-minimality) 𝐴 ⪯𝑐 𝐵 for all 𝐵 iff 𝐴 ∩ 𝐾 ≠ ∅.

(⪯𝑐-maximality) If 𝐵 is not empty and 𝐴 ⪯ 𝐵 for all non-empty A, then 𝐵 ≡ {⊥}.

(⪯𝑐-completeness) 𝐴 ⪯ 𝐵 or 𝐵 ⪯ 𝐴.

Two other postulates on multi-believability relations were proposed:

(⪯𝑐-determination) 𝐴 ⪯ ∅ for every non-empty 𝐴.

(⪯𝑐-union) 𝐴 ⪯𝑐 𝐴 ∪ 𝐵 or 𝐵 ⪯𝑐 𝐴 ∪ 𝐵.

The postulate of union indicates that to accept part of a non-empty 𝐴 corresponds
to accept some single sentence in 𝐴. This is conceivable if we presume that the agent is
hugely cautious to the new information.
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A construction for this operation was proposed and axiomatically characterized.

4.3.1 Construction of Choice Revision
From [Zha17] we have singleton revision ∗ constructed from a believability rela-

tion:

⟨⪯ to ∗⟩ 𝐾 ∗ 𝛼 = {𝛽 | 𝛼 ≃ 𝛼 ∧ 𝛽}

𝛼 ≃ 𝛼 ∧𝛽 can be interpreted as that the agent will consequently accept 𝛽 if 𝛼 is accepted.
Analogously, choice revision can be achieved from multi-believability relations:

Definition 71. [Zha19] Let ⪯𝑐 be some multi-believability relation. A choice revision ∗𝑐 on
𝐾 is based on (or determined by) ⪯𝑐 iff for any finite 𝐴:

⟨⪯𝑐 to ∗𝑐⟩ 𝐾 ∗𝑐 𝐴 =
{

{𝛼 | 𝐴 ≃𝑐 𝐴? 𝛼} if 𝐴 ≺𝑐 ∅
𝐾 otherwise

For this construction, the following representation results were obtained:

Theorem 40. [Zha19] Let ∗𝑐 be some choice revision on K. Then ∗𝑐 satisfies (∗𝑐 1) through
(∗𝑐 5) iff it is determined by some multi-believability relation ⪯𝑐 satisfying ⪯𝑐-transitivity,
⪯𝑐-weak coupling, ⪯𝑐-counter-dominance, ⪯𝑐-minimality and ⪯𝑐-union.

Theorem 41. [Zha19] Let ∗𝑐 be some choice revision on 𝐾 . Then ∗𝑐 satisfies ∗𝑐-closure, ∗𝑐-
success, ∗𝑐-vacuity, ∗𝑐-confirmation, ∗𝑐-reciprocity and ∗𝑐-weak consistency iff it is determined
by some standard multi-believability relation.

4.4 The Semi-revision Approach
The operators defined in [FKIS02], proposed for belief bases, work with partial accep-

tance in the following way: for a belief base 𝐵 and an input set 𝐴, the incoming set is
initially accepted and, then, all possible inconsistencies of 𝐵 ∪ 𝐴 are removed. At the same
time, part of the proposal involves to store, in a backup set, the beliefs to be removed from
the belief base. They could work as defeasible rules or assumptions.

4.4.1 Explanations
Unlike the most common approaches, the input sets considered in this framework are

explanations. An explanation contains an explanans (the beliefs that support a consequence)
and an explanandum (the final consequence of the explanans). So each explanation is a set
of sentences with some restrictions.

Definition 72. [FKIS02] The set 𝐴 is an explanation for the sentence 𝛼 iff the following
properties are satisfied:

(deduction) 𝛼 ∈ 𝐶𝑛(𝐴)

(consistency) 𝐴 is consistent

(minimality) If 𝐵 ⊂ 𝐴 then 𝛼 ∉ 𝐶𝑛(𝐵)
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(informational content) 𝐶𝑛(𝐴) ⊈ 𝐶𝑛(𝛼)

The relation 𝐴 explains 𝛼 will be noted as 𝐴 ↣ 𝛼 .

The motivation behind this structure is the fact that it does not seem rational for an
agent to absorb any external belief without evaluating it, which demands an explanation
to support the provided belief, especially if the new information is not consistent with its
own set of beliefs. If the explanation endures the analysis, the new belief, or its explanation,
or both are absorbed by the knowledge base.

4.4.2 A Revision Operator for Explanations
In order to explore this kind of behavior, the authors generalized the framework

of semi-revision from [Han97] to define an operator ?+ that supports sets of sentences
(explanations) as input and works as a middle form between semi-revision and merge
[Fuh97], which is an operator that performs a symmetric revision of two arbitrary sets of
sentences. The postulates proposed for the new framework are the following:

(inclusion) 𝐵 ?+𝐴 ⊆ 𝐵 ∪ 𝐴

(vacuity 1) If 𝐵 ∪ 𝐴 is inconsistent then 𝐵 ?+𝐴 = 𝐵 ∪ 𝐴

(vacuity 2) If 𝐴 ⊆ 𝐵 and 𝐵 is consistent then 𝐵 ?+𝐴 =

(weak success) If 𝐵 ∪ 𝐴 is consistent then 𝐴 ⊆ 𝐵 ?+𝐴

(stability) If 𝐴 ⊆ 𝐵 and 𝐵 is consistent then 𝐴 ⊆ 𝐵 ?+𝐴

(weak consistency) If 𝐴 is consistent then 𝐵 ?+𝐴 is consistent

(consistency preservation) If 𝐵 is consistent then 𝐵 ?+𝐴 is consistent

(consistency) 𝐵 ?+𝐴 is consistent

(core retainment) If 𝛼 ∈ (𝐵 ∪𝐴) ⧵ (𝐵 ?+𝐴) then there is a set 𝐻 such that 𝐻 ⊆ (𝐵 ∪𝐴),
𝐻 is consistent but 𝐻 ∪ {𝛼} is inconsistent

(relevance) If 𝛼 ∈ (𝐵∪𝐴) ⧵ (𝐵 ?+𝐴) then there is a set 𝐻 such that 𝐵 ?+𝐴 ⊆ 𝐻 ⊆ (𝐵∪𝐴),
𝐻 is consistent but 𝐻 ∪ {𝛼} is inconsistent

(congruence) If 𝐵 ∪ 𝐴 = 𝐵 ∪ 𝐶 then 𝐵 ?+𝐴 = 𝐵 ?+𝐶

(fairness) If 𝐴 and 𝐶 are consistent and for all 𝐻 ⊆ 𝐵 it holds that (𝐻 ∪ 𝐴) is
inconsistent iff (𝐻 ∪ 𝐶) is inconsistent, then (𝐵 ∪ 𝐴) ⧵ (𝐵 ?+𝐴) = (𝐵 ∪ 𝐶) ⧵ (𝐵 ?+𝐶)

(reversion) If 𝐵 ∪ 𝐴 and 𝐵 ∪ 𝐶 have the same minimally inconsistent subsets then
(𝐵 ∪ 𝐴) ⧵ (𝐵 ?+𝐴) = (𝐵 ∪ 𝐶) ⧵ (𝐵 ?+𝐶)

(weak monotony) If 𝐴 ⊆ 𝐶 and 𝐵 ∪ 𝐶 is consistent then 𝐵 ?+𝐴 ⊆ 𝐵 ?+𝐶

Two constructions were proposed, one based on kernel sets and the other based on
remainder sets, and both of the them were axiomatically characterized. The definitions of
kernel and remainder sets, incision and selection functions are the same as in Chapter 2.
We show below the definitions of the two constructions and their respective representation
theorems:
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Definition 73. [FKIS02] Let 𝐵 and 𝐴 be sets of sentences and 𝜎 an external incision function
for 𝐵. The operator ?+ of multiple kernel semi-revision is defined as 𝐵 ?+𝐴 = (𝐵 ∪ 𝐴) ⧵ 𝜎((𝐵 ∪
𝐴) ⟂⟂ ⟂).

Theorem 42. [FKIS02] Let 𝐵 be a belief base. The operator ?+ is a multiple kernel semi-
revision iff it satisfies inclusion, consistency, core-retainment and reversion.

Definition 74. [FKIS02] Let 𝐵 and 𝐴 be sets of sentences and 𝛾 a selection function for 𝐵.
The operator ?+ of multiple partial meet semi-revision is defined as 𝐵 ?+𝐴 = ⋂ 𝛾((𝐵 ∪ 𝐴)⟂ ⟂).

Theorem 43. [FKIS02] Let 𝐵 be a belief base. The operator ?+ is a multiple partial meet
semi-revision iff it satisfies inclusion, consistency, relevance and reversion.

The postulates below show possible relations between explanans and their respective
explanandum. Let 𝐵 be a belief base, ?+ a (kernel/partial meet) revision operator by a set of
sentences for 𝐵, 𝐴 be explanans, and 𝛼 be a sentence of the language. Then we have:

(explanans inclusion) If 𝐴 ↣ 𝛼 and 𝐴 ⊆ 𝐵 ?+𝐴 then 𝐵 ?+𝐴 ⊢ 𝛼

(weak success 2) If 𝐴 ↣ 𝛼 and 𝐵 ∪ 𝐴 ⊬ ⊥ then 𝐵 ?+𝐴 ⊢ 𝛼

(constrained success) If 𝐴 ↣ 𝛼 and 𝐵 ⊬ ¬𝛼 then 𝐵 ?+𝐴 ⊢ 𝛼

(expansion) If 𝐴 ↣ 𝛼 and 𝐵 ⊢ 𝛼 then 𝐵 ?+𝐴 ⊢ 𝛼

Proposition 4. [FKIS02] If ?+ is a multiple (kernel/partial meet) revision operator, then it
satisfies explanans inclusion.

We also observe here that there are different degrees of acceptance of the explanans
and the explanandum. The explanans can be explicitly incorporated to the revised set
but, on the other hand, the explanandum may be only a conclusion obtained from the
explanans without explicitly being absorbed.

Proposition 5. [FKIS02] If ?+ is an operator of multiple semi-revision, then in general it does
not satisfy neither constrained success nor expansion.

4.4.3 Belief Revision in Argumentative Systems
In order to start, we need the definition of defeasible conditionals. They are conditionals

in which, if the first half is true then commonly the second half is true. The sentence
𝛼 � 𝛽 is understood as “if 𝛼 holds then commonly 𝛽 holds” or “if 𝛼 is true then usually 𝛽 is
true”.

In this context, the authors proposed a framework for a revision operator by a set of
sentences that produces defeasible conditionals as a product of the revision process. The
epistemic state of the agent is described by a tuple of the form [[𝐾,Δ]] (the knowledge
structure) where 𝐾 is a subset of + and Δ is a set defined this way: Δ = {𝛼 �𝛽 ∶ 𝛼, 𝛽 ∈ +}.
𝐾 represents the strong or undefeasible knowledge and Δ is the defeasible knowledge. In
addition, the knowledge is represented with a language that is more expressive than the
propositional one, with the purpose of differentiating between two kinds of beliefs: partic-
ular beliefs (𝐾𝑃 , primarily represented by ground facts such as bird(tweety) or greater(3,2))



4.5 | SELECTIVE REVISION AND DEDUCTIVE ARGUMENTATION

65

and general beliefs (𝐾𝐺 , in order to refer to collections of objects and closed material
implications, such as ∀𝑋 (𝑏𝑖𝑟𝑑(𝑋 ) → 𝑓 𝑙𝑖𝑒𝑠(𝑋 ))).

Their proposal is that a defeasible rule like 𝛼 � 𝛽 in Δ is the conversion of some
rule 𝛼 → 𝛽 formerly present in the strong knowledge but rejected by some change
operator. Rather than eliminating it completely, the authors proposed to retain a syntactic
transformation of it in a separate set. They defined two types of transformation:

Definition 75. [FKIS02] Let 𝛿 = (∀𝑋1, ..., 𝑋𝑛)(𝛼 → 𝛽) be a material implication in +. A
positive transformation of 𝛿 , noted by 𝑇 +(𝛿), is a sentence of the form 𝛼 � 𝛽 ; a negative
transformation of 𝛿 , noted by 𝑇 −(𝛿), is a sentence of the form ¬𝛽 � ¬𝛼 .

Now, the revision operator is defined:

Definition 76. [FKIS02] Let [[𝐾,Δ]] be a knowledge structure, ◦ be an operator of kernel
(partial meet) revision by a set of sentences for𝐾 and𝐴 be a set of sentences. The kernel (partial
meet) composed revision of [[𝐾,Δ]] with respect to 𝐴 is defined as [[𝐾,Δ]] ⋆ 𝐴 = [[𝐾 ′,Δ′]]
such that 𝐾 ′ = 𝐾 ◦ 𝐴 and Δ′ = Δ ∪ Δ′

1 ∪ Δ′
2 where:

Δ′
1 = {true � 𝛼 ∶ 𝛼 ∈ (𝐾𝑃 ⧵ 𝐾 ◦ 𝐴)}

Δ′
2 = {𝑇 +(𝛼) ∶ 𝛼 ∈ (𝐾𝐺 ⧵ 𝐾 ◦ 𝐴)} ∪ {𝑇 −(𝛼) ∶ 𝛼 ∈ (𝐾𝐺 ⧵ 𝐾 ◦ 𝐴)}

𝐾 ′ is the set of revised undefeasible beliefs. Δ1 and Δ2 involve the transformation of the
beliefs removed from 𝐾 in defeasible rules: the particular ones are transformed and stored
in Δ1 and the general ones are transformed and stored in Δ2. Since a particular belief 𝛼
is not of implication kind, its transformation is defined as true � 𝛼 . On the other hand,
general beliefs suffer both positive and negative transformations.

This framework has two advantages: the dynamic classification of beliefs (because
the beliefs are dynamically classified as undefeasible or defeasible) and minimal change
(considering that it maintains as much old information as possible). However, in real
implementations there may be memory limitations.

Regarding the issue of deciding when an information is undefeasible or defeasible,
the viewpoint of the authors is that the knowledge is undefeasible until we find out new
information inconsistent with it.

4.5 Selective Revision and Deductive
Argumentation

As shown in Section 2.7.2, we have from [FH99] a two-step revision approach called
Selective Revision. However, we do not have an explicit implementation of the transfor-
mation function. So, the authors in [KTF+11], proposed a concrete implementation of a
transformation function using Deductive Argumentation[Dun95, BH01] as the tool to
evaluate the desirability of new information for a belief base.

Briefly, a deductive argumentation theory is a set of propositional sentences and an
argument for some sentence 𝜙 is a minimal proof for 𝜙.
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The transformation function proposed in [KTF+11] determines, for each single piece
of information, if it will be admitted for revision or not and, if so, it will be completely
absorbed or will be weakened. The decision is based on its argumentative evaluation,
i.e., whether 𝛼 ∈ Φ is justifiable with respect to Φ. That is why the authors considered a
multiple revision scenario - the new information is allowed to contain arguments.

For non-prioritized multiple base revision, the authors recover four postulates from
[FKIS02]: inclusion, vacuity 1, weak consistency and relevance. They also considered weak-
ened versions of success and extensionality. Let 𝐵 be a belief base, 𝐴 be a set of sentences, ∗𝑝
be a multiple package base revision operator and ⊚ be a (generic) non-prioritized multiple
belief revision operator:

Weak success: If 𝐵 ∪ 𝐴 is consistent then 𝐴 ⊆ 𝐶𝑛(𝐵 ⊚ 𝐴)

Consistent expansion: If 𝐵 ⊈ 𝐵 ⊚ 𝐴 then 𝐵 ∪ (𝐵 ⊚ 𝐴) is inconsistent

Weak extensionality:2 If 𝐴 ≅𝑝 𝐶 then 𝐵 ∗𝑝 𝐴 ≡𝑝 𝐵 ∗𝑝 𝐶

Then, the properties that a (generic) non-prioritized multiple revision operator is
expected to satisfy are listed below in a generic way:

Definition 77. [KTF+11] A revision operator ⊚ is called non-prioritized multiple base
revision operator if ⊚ satisfies inclusion, weak consistency, weak extensionality, weak success
and consistent expansion.

Adapting Selective Revision to the multiple case, a new operator was defined:

Definition 78. [KTF+11] Let 𝐵 be a belief base, 𝐴 be a set of sentences, ∗𝑝 be some multiple
package base revision, and 𝑓 be a transformation function. Then ⊚ is a Multiple Selective Base
Revision defined as: 𝐵 ⊚ 𝐴 = 𝐵 ∗𝑝 𝑓 (𝐴).

Some of the properties for the transformation function defined in [FH99] were
rephrased in order to work in this new context:

Inclusion: 𝑓 (𝐴) ⊆ 𝐴

Weak inclusion: If 𝐵 ∪ 𝐴 is consistent then 𝑓 (𝐴) ⊆ 𝐴

Extensionality: If 𝐴 ≡𝑝 𝐴′ then 𝑓 (𝐴) ≡𝑝 𝑓 (𝐴′)

Consistency preservation: If 𝐴 is consistent then 𝑓 (𝐴) is consistent

Consistency: 𝑓 (𝐴) is consistent

Maximality: 𝑓 (𝐴) = 𝐴

Weak Maximality: If 𝐵 ∪ 𝐴 is consistent then 𝑓 (𝐴) = 𝐴

In addition, a new property was proposed:

Weak Extensionality: If 𝐴 ≅𝑝 𝐴′ then 𝑓 (𝐴) ≅𝑝 𝑓 (𝐴′)

2 Two sets of sentences 𝐴, 𝐶 are equivalent (𝐴 ≡𝑝 𝐶) iff it holds that 𝐴 ⊆ 𝐶𝑛(𝐶) and 𝐶 ⊆ 𝐶𝑛(𝐴). The sets
have an equivalence relation (𝐴 ≅𝑝 𝐶) iff there is a bijection 𝜎 ∶ 𝐴 → 𝐶 such that for every 𝛼 ∈ 𝐴 it holds
that 𝛼 ≡𝑝 𝜎 (𝛼).
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Proposition 6. [KTF+11] Let ∗𝑝 be a multiple package base revision operator and let 𝑓 satisfy
inclusion, weak maximality, consistency preservation and weak maximality. Then ⊚ defined
via Definition 78 is a non-prioritized multiple base revision operator.

The proposition above states that the Multiple Selective Base Revision operator pro-
posed in Definition 78 satisfies inclusion, weak consistency, weak extensionality, weak success
and consistent expansion.

Based on the deductive argumentation framework from [BH01], the authors imple-
mented two different transformation functions and showed that the Multiple Selective
Base Revision operators defined from them are non-prioritized multiple base revision
operators.

4.6 Dealing with Inconsistent Inputs
As shown in Section 3.4, in [FKIRS12] when the input set is inconsistent the agent

does nothing, preserving all of its previous beliefs. Other works on prioritized revision
consider that if the input set is inconsistent then the result of revision will be inconsistent.
In [Del11], however, Delgrande observes that, even if the input is inconsistent, it may have
consistent individual pieces of information and, hence, in an alternative way, maximal
consistent subsets of the input may lead to possible sentences for the revision process.
The intuition behind this idea is that, although it is not rational to accept the whole set if
it is inconsistent, it is reasonable that an agent would want to absorb a maximal amount of
pieces of information (an application to the input formulas of an analogue of the principle
of informational economy). The plausibility of such possible sentences (from the maximal
consistent subsets) is given by a faithful ranking associated to the agent, which attributes
a believability level for every formula. This concept of believability is different from the
agent’s plausibility ordering on formulas.

In his approach, instead of belief sets, the author considers belief states as objects
of revision. The belief set corresponding to a belief state  is given by 𝐵𝑒𝑙(). Katsuno
and Mendelzon [KM91b] have demonstrated that a necessary and sufficient condition for
designing an AGM revision operator is that a belief state  can lead to, as its preferential
information, a total preorder on the set of possible worlds3:

Definition 79. [KM91b] A faithful assignment is a function that maps each belief state 
to a total preorder ⪯ on  such that for any possible worlds 1,2:

• If 1,2 ⊧ 𝐵𝑒𝑙() then 1 = 2

• If 1 ⊧ 𝐵𝑒𝑙() and 2 ⊭ 𝐵𝑒𝑙(), then 1 ≺ 2

The derived total preorder is identified as the faithful ranking corresponding to, or
induced by .

3 The definition of possible world is given in Chapter 2, Section 2.6.6.
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4.6.1 The Approach
First, it is necessary to define maximum consistent subsets of a set of formulas. The

definition is the same as remainder in [AM81] (Definition 1) but considering 𝛼 = ⊥.
Then, the set of the maximum consistent subsets of a set 𝐴 of formulas is given by
𝐶𝑜𝑛(𝐴) = 𝐴 ⟂ ⟂.

Proposition 7. [Del11]

• 𝐶𝑜𝑛(𝐴) = 𝐴 iff 𝐴 ⊬ ⊥

• 𝐶𝑜𝑛(𝐴) = ∅ iff ∀𝛼 ∈ 𝐴, 𝛼 ⊢ ⊥ (i.e., 𝐴 is strongly inconsistent)

Regarding the properties of this new variant of the revision operation, Delgrande
extended the set revision postulates from [Lin91, Pep04] in order to allow for inconsistent
inputs (and also adapting for belief states), referring to them as the extended set revision
postulates. Let 𝐴 be a finite set:

( ⊗ 1) 𝐶𝑛(𝐵𝑒𝑙( ⊗ 𝐴)) = 𝐵𝑒𝑙( ⊗ 𝐴)

( ⊗ 2) ⋁𝐶𝑜𝑛(𝐴) ∈ 𝐵𝑒𝑙( ⊗ 𝐴)

( ⊗ 3) 𝐵𝑒𝑙(𝐾 ⊗ 𝐴) ⊆ ⋂𝐴′∈𝐶𝑜𝑛(𝐴)(𝐵𝑒𝑙(𝐶𝑛( ∪ 𝐴′)))

( ⊗ 4) If 𝐶𝑛(𝐵𝑒𝑙() ∪ ⋁𝐶𝑜𝑛(𝐴)) is consistent, then ⋂𝐴′∈𝐶𝑜𝑛(𝐴) 𝐶𝑛(𝐵𝑒𝑙() ∪ 𝐴′) ⊆
𝐵𝑒𝑙( ⊗ 𝐴)

( ⊗ 5) 𝐵𝑒𝑙( ⊗ 𝐴) is inconsistent only if 𝐴 is strongly inconsistent

( ⊗ 6) If 𝐴1 ⊬ ⊥ and 𝐴1 ≡ 𝐴2, then 𝐵𝑒𝑙( ⊗ 𝐴1) = 𝐵𝑒𝑙( ⊗ 𝐴2)

( ⊗ 6′) If 𝐴1 and 𝐴2 are strongly equivalent, then 𝐵𝑒𝑙( ⊗ 𝐴1) = 𝐵𝑒𝑙( ⊗ 𝐴2)

( ⊗ 7) If 𝐴1 ⊬ ⊥ then 𝐵𝑒𝑙( ⊗ (𝐴1 ∪ 𝐴2)) ⊆ 𝐶𝑛(𝐵𝑒𝑙( ⊗ 𝐴1) ∪ 𝐴2)

( ⊗ 8) If 𝐴1 ⊬ ⊥ and 𝐵𝑒𝑙( ⊗ 𝐴1) ∪ 𝐴2 is consistent, then 𝐶𝑛(𝐵𝑒𝑙( ⊗ 𝐴1) ∪ 𝐴2) ⊆
𝐵𝑒𝑙( ⊗ (𝐴1 ∪ 𝐴2))

The proposition below follows from ( ⊗ 3) and ( ⊗ 4):

Proposition 8. [Del11] Let 𝔸 = {𝐴′ ∈ 𝐶𝑜𝑛(𝐴)|𝐶𝑛(𝐵𝑒𝑙() ∪ 𝐴′) ⊬ ⊥}. If 𝔸 ≠ ∅ then
𝐵𝑒𝑙( ⊗ 𝐴) = ⋂𝐴′∈𝔸 𝐶𝑛(𝐵𝑒𝑙() ∪ 𝐴′).

Delgrande also extended the set revision postulates by the following one:

( ⊗ 𝑃𝑃 ) Let 𝐴1 ⊆ 𝐴 where 𝐴1 ∪ ¬(𝐴 ⧵ 𝐴1) ⊬⟂. Then 𝐵𝑒𝑙( ⊗ 𝐴 ⊗ ¬(𝐴 ⧵ 𝐴1)) =
𝐵𝑒𝑙( ⊗ (𝐴1 ∪ ¬(𝐴 ⧵ 𝐴1))).4

( ⊗ 𝑃𝑃 ) represents the requirement that after revising by a set of formulas, and in the
sequence by the negations of a subset of those formulas, the remaining formulas, when
possible, will continue to be regarded as true. The condition below is on a faithful ranking,
analogous to ( ⊗ 𝑃𝑃 ):

4 Here, for a set 𝐴, the definition of ¬𝐴 is the same as in [Fuh88], i.e., ¬𝐴 = {¬𝛼 ∶ 𝛼 ∈ 𝐴}.
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(𝑃𝑃 ) Let 𝐴1 ⊆ 𝐴 where 𝐴1 ∪ ¬(𝐴 ⧵ 𝐴1) ⊬⟂. Then 𝑚𝑖𝑛(𝑀𝑜𝑑(𝐴1 ∪ ¬(𝐴 ⧵ 𝐴1)), ⪯) =
𝑚𝑖𝑛(𝑀𝑜𝑑(¬(𝐴 ⧵ 𝐴1)), ⪯⊗).

A factoring result was also obtained for maximum consistent sets:

Proposition 9. [Del11]

( ⊗ 𝐹 𝑛) Let 𝐶𝑜𝑛(𝐴) = {𝐴1, ..., 𝐴𝑛} ≠ ∅. Then for some 𝔸 where 𝔸 ⊆ 𝐶𝑜𝑛(𝐴), 𝐵𝑒𝑙( ∗
𝐴) = ⋂

𝐴′∈𝔸
𝐵𝑒𝑙( ∗ 𝐴′)

Extending a result from [KM91b], Delgrande obtained the following representation
result:

Theorem 44. [Del11] A revision operator ⊗ satisfies the extended set revision postulates iff
there exists a faithful assignment that maps  to the faithful ranking ⪯ such that for any
finite set of formulas 𝐴:

𝐵𝑒𝑙( ⊗ 𝐴) =  (𝑚𝑖𝑛(𝑀𝑜𝑑(⋁𝐶𝑜𝑛(𝐴)), ⪯)).

Combining this approach with the one presented in [DJ08] in order to get recommended
“preferred” basic approach to revising by a set of formulas:

Theorem 45. [Del11] A revision operator ⊗ satisfies the extended set revision postulates
together with (⊗𝑃𝑃 ) iff there is a faithful assignment whose corresponding faithful ranking
⪯ satisfies (𝑃𝑃 ), and where for any finite set of sentences 𝐴:

𝐵𝑒𝑙( ⊗ 𝐴) =  (𝑚𝑖𝑛(𝑀𝑜𝑑(⋁𝐶𝑜𝑛(𝐴)), ⪯)).

So, in this approach, when revising by an input set 𝐴, an agent should take into account
the maximal consistent subsets of 𝐴 as possible sets for revision, and then choose the most
plausible worlds out of these various subsets to represent the revision. The result below
was also obtained:

Proposition 10. [Del11] If 𝐴′ ∈ 𝐶𝑜𝑛(𝐴) then 𝐵𝑒𝑙( ⊗ 𝐴 ⊗ 𝐴′) = 𝐵𝑒𝑙( ⊗ 𝐴′).

4.6.2 Comparing with Iterated Revision

The author argues that, if the agent is in a static domain and receives a sequence of
input formulas for revision about this domain, there is no argument that the latest one
must be accepted. Hence, if the order is insignificant, the input for revision should be
the set of such formulas. It promotes a very different perspective of iterated revision: a
revision sequence  ∗ 𝛼1 ∗ ... ∗ 𝛼𝑛 is more properly considered as the uniterated revision
 ⊗ {𝛼1, ..., 𝛼𝑛}. Thus, in theory there is no necessity for iterated revision as assumed by
the belief change community, remaining just a pragmatic role for it.

As a final point, if the input set is inconsistent, the approach that reduces multiple
revision to a singleton revision by the conjunction of the input sentences would lead to an
inconsistency.



70

4 | NON-PRIORITIZED MULTIPLE REVISION

4.7 The Core Beliefs Approach
In the literature, we find two approaches for multiple revision which were based on

the concept of core beliefs. We can consider it as defined by David Makinson[Mak97]. He
proposes a context where the original belief set to be revised has a subset taken as core,
which means that it cannot be revised. It is considered immune to revision (or, in his own
words, sacrosanct) and it is entirely preserved independently of the new information.

Both of the approaches are characterized axiomatically and also receive two construc-
tions: one operator based on kernel sets and another one on remainder sets. In addition,
the approaches use the concept of belief state defined as follows:

Definition 80. [YJW14] A belief state is a pair 𝑆 = (𝐵, 𝐴) satisfying:

1. 𝐴 ⊆ 𝐵 ⊆ 

2. 𝐴 is consistent

3. 𝐴 is logically closed within 𝐵, i.e., 𝐶𝑛(𝐴) ∩ 𝐵 ⊆ 𝐴

The set of all belief states is denoted by . For every (𝐵, 𝐴) ∈ , 𝐵 is called the belief base and
𝐴 the set of core beliefs.

As common properties, both of the operators satisfy three principles:

• minimal change: the agent should preserve old beliefs as much as it can;

• consistency: the resulting belief state should be consistent after the whole revision
process;

• protection: core beliefs should always be preserved.

In the next subsections we are going to bring a quick view of them.

4.7.1 Evaluative Multiple Revision
Evaluative Multiple Revision (EMR) is an operation through which the new information,

instead of being directly handled, is pre-processed in an evaluation process that takes into
account the core beliefs of the agent and, then, the revision is performed. Therefore, it is
considered a sort of non-prioritized multiple revision, as the whole new information is
not necessarily incorporated. This characterization inserts EMR in the decision + revision
variety of non-prioritized belief revision[Han99a], i.e., a two-phase revision process.

The new information is represented by a set of sentences. When it comes to the agent,
it is first submitted to a decision module which, using the core beliefs as criteria, performs
an evaluation and produces two disjoint sets: one for plausible information and another
one for implausible. More formally:

Definition 81. [YJW14] Given a belief state (𝐵, 𝐴), an 𝐴-evaluation is a pair of sets of
formulas in , denoted by 𝐼 |𝑃 , satisfying:

1. 𝐼 ∪ 𝑃 ≠ ∅

2. 𝐴 ∪ 𝑃 ⊬ ⊥
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3. 𝐶𝑛(𝐴 ∪ 𝑃 ) ∩ 𝐼 = ∅

The set of all 𝐴-evaluations is denoted by . As can be inferred from the above
definition, 𝐼 is the set of implausible new information (the Out-set of 𝐼 |𝑃 ) while 𝑃 is the set
of plausible new information (the In-set of 𝐼 |𝑃 ). The last two conditions can be expressed
together by a single one: 𝐶𝑛(𝐴 ∪ 𝑃 ) ∩ (𝐼 ∪ {⊥}) = ∅.

Differently from other frameworks, the revision module does not receive a single set of
sentences to perform the revision operation. It receives the pair of sets produced by the
previous module. The idea is to revise the agent’s beliefs by the plausible set and, at the
same time, contract them by the implausible set.

So, the EMR operator ▷ maps a belief state (𝐵, 𝐴) and an 𝐴-evaluation 𝐼 |𝑃 to a new
belief state, that is, the result of (𝐵, 𝐴) ▷ 𝐼 |𝑃 is a pair as well. The first and the second
components of the result are represented by 𝐵▷𝐴 (𝐼 |𝑃 ) and 𝐴◁𝐵 (𝐼 |𝑃 ), respectively.

Some postulates for ▷ were defined. For all 𝐼 |𝑃, 𝐼1|𝑃1, 𝐼2|𝑃2 ∈ :

(EV-BelState) (𝐵, 𝐴)▷ (𝐼 |𝑃 ) ∈ 

(EV-Consistency) 𝐵▷𝐴 (𝐼 |𝑃 ) ⊬ ⊥

(EV-CoreInvariance) 𝐴◁𝐵 (𝐼 |𝑃 ) = 𝐶𝑛(𝐴) ∩ (𝐵 ∪ 𝑃 )

(EV-Inclusion) 𝐵▷𝐴 (𝐼 |𝑃 ) ⊆ 𝐵 ∪ 𝑃

(EV-OutSuccess) 𝐶𝑛(𝐵▷𝐴 (𝐼 |𝑃 )) ∩ 𝐼 = ∅

(EV-InSuccess) 𝑃 ⊆ 𝐵▷𝐴 (𝐼 |𝑃 )

(EV-Protection) 𝐴 ⊆ 𝐵▷𝐴 (𝐼 |𝑃 )

(EV-Closure) 𝐶𝑛(𝐵▷𝐴 (𝐼 |𝑃 )) ∩ 𝐵 ⊆ 𝐵▷𝐴 (𝐼 |𝑃 )

(EV-Vacuity) 𝐶𝑛(𝐵 ∪ 𝑃 ) ∩ (𝐼 ∪ {⊥}) = ∅ ⟶ 𝐵 ∪ 𝑃 ⊆ 𝐵▷𝐴 (𝐼 |𝑃 )

(EV-Uniformity) If ∀𝑋 ⊆ 𝐵,

𝐶𝑛(𝑋 ∪ 𝐴 ∪ 𝑃1) ∩ (𝐼1 ∪ {⊥}) ≠ ∅ iff 𝐶𝑛(𝑋 ∪ 𝐴 ∪ 𝑃2) ∩ (𝐼2 ∪ {⊥}) ≠ ∅,

then 𝐵 ⧵ (𝐵▷𝐴 (𝐼1|𝑃1)) = 𝐵 ⧵ (𝐵▷𝐴 (𝐼2|𝑃2)).

(EV-Retainment) If 𝜑 ∈ 𝐵 ⧵ 𝐵▷𝐴 (𝐼 |𝑃 ), then there exists 𝑋 ⊆ 𝐵 such that

𝐶𝑛(𝑋 ∪ 𝐴 ∪ 𝑃 ) ∩ (𝐼 ∪ {⊥}) = ∅

𝐶𝑛(𝑋 ∪ {𝜑} ∪ 𝐴 ∪ 𝑃 ) ∩ (𝐼 ∪ {⊥}) ≠ ∅.

(EV-Relevance) If 𝜑 ∈ 𝐵⧵𝐵▷𝐴 (𝐼 |𝑃 ), then there exists 𝑋 ⊆ 𝐵 such that 𝐵▷𝐴 (𝐼 |𝑃 )∩𝐵 ⊆
𝑋 and

𝐶𝑛(𝑋 ∪ 𝐴 ∪ 𝑃 ) ∩ (𝐼 ∪ {⊥}) = ∅

𝐶𝑛(𝑋 ∪ {𝜑} ∪ 𝐴 ∪ 𝑃 ) ∩ (𝐼 ∪ {⊥}) ≠ ∅.
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4.7.1.1 Evaluative Kernel Sets

The authors proposed a construction for EMR based on the kernel set constructions,
calling it Kernel Evaluative Multiple Revision (KEMR), which is a mixture of multiple
contraction (by the Out-set) with prioritized multiple revision (by the In-set).

Definition 82. [YJW14] Let (𝐵, 𝐴) ∈ , 𝐼 |𝑃 ∈ . The 𝐼 |𝑃-evaluative kernel set for (𝐵, 𝐴)
denoted by 𝐵▲𝐴

⊥(𝐼 |𝑃 ), consists of all 𝑋 ⊆ 𝐵 satisfying the following conditions:

1. 𝐶𝑛(𝑋 ∪ 𝐴 ∪ 𝑃 ) ∩ (𝐼 ∪ {⊥}) ≠ ∅

2. If 𝑋 ′ ⊂ 𝑋 then 𝐶𝑛(𝑋 ′ ∪ 𝐴 ∪ 𝑃 ) ∩ (𝐼 ∪ {⊥}) = ∅

The incision function is similar to the traditional one, except for a explicit condition
that avoids excluding the plausible information with the implausible information:

Definition 83. [YJW14] Let (𝐵, 𝐴) ∈ . A map 𝜌 ∶ (() → () is an evaluative
incision function for (𝐵, 𝐴) if for every evaluative kernel set 𝐵▲𝐴

⊥(𝐼 |𝑃 ):

1. 𝜌(𝐵▲𝐴
⊥(𝐼 |𝑃 )) ⊆ ⋃((𝐵▲𝐴

⊥(𝐼 |𝑃 )))

2. If 𝑋 ∈ 𝐵▲𝐴
⊥(𝐼 |𝑃 ) then 𝜌((𝐵▲𝐴

⊥(𝐼 |𝑃 ))) ∩ 𝑋 ≠ ∅

3. If 𝜓 ∈ 𝜌(𝐵▲𝐴
⊥(𝐼 |𝑃 )) then 𝐵 ⧵ 𝜌(𝐵▲𝐴

⊥(𝐼 |𝑃 )) ∪ 𝑃 ⊬ 𝜓

Then, the construction can be defined as follows:

Definition 84. [YJW14] Let (𝐵, 𝐴) ∈  and 𝜌 be an evaluative incision function for (𝐵, 𝐴).

1. The KEMR operator generated by 𝜌, denoted by ▷𝜌 , is defined by

(𝐵, 𝐴)▷𝜌 (𝐼 |𝑃 ) = (𝐵′, 𝐴′), ∀(𝐼 |𝑃 ) ∈ ,

where 𝐵′ = 𝐵 ⧵ 𝜌(𝐵▲𝐴
⊥(𝐼 |𝑃 )) ∪ 𝑃 and 𝐴′ = 𝐶𝑛(𝐴) ∩ 𝐵′.

2. A map ▷ is called a KEMR operator if there exists an evaluative incision function 𝜌
such that ▷ = ▷𝜌 .

A representation result is shown below:

Theorem 46. [YJW14] An operator ▷ is a KEMR operator iff it satisfies EV-BelState, EV-
Consistency, EV-CoreInvariance, EV-Inclusion, EV-InSucess, EV-OutSucess, EV-Closure, EV-
Uniformity and EV-Retainment.

4.7.1.2 Evaluative Remainder Sets

Analogously, they proposed a construction for EMR based on the remainder sets,
calling it Partial Meet Evaluative Multiple Revision (PMEMR), which again is a mixture of
contraction with revision.

Definition 85. [YJW14] Let (𝐵, 𝐴) ∈ , 𝐼 |𝑃 ∈ . The 𝐼 |𝑃-evaluative remainder set for
(𝐵, 𝐴) denoted by 𝐵𝐴⊤(𝐼 |𝑃 ), consists of all 𝑋 ⊆ 𝐵 satisfying the following conditions:

1. 𝐶𝑛(𝑋 ∪ 𝐴 ∪ 𝑃 ) ∩ (𝐼 ∪ {⊥}) = ∅

2. If 𝑋 ⊂ 𝑋 ′ ⊆ 𝐵 then 𝐶𝑛(𝑋 ′ ∪ 𝐴 ∪ 𝑃 ) ∩ (𝐼 ∪ {⊥}) ≠ ∅
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The (evaluative) selection function works in the same way as for the traditional con-
struction. Based on these two definitions, the construction can be defined as follows:

Definition 86. [YJW14] Let (𝐵, 𝐴) ∈  and 𝛾 be an evaluative selection function for (𝐵, 𝐴).

1. The PMEMR operator generated by 𝛾 , denoted by ▷𝛾 , is defined by

(𝐵, 𝐴)▷𝛾 (𝐼 |𝑃 ) = (𝐵′, 𝐴′), ∀(𝐼 |𝑃 ) ∈ ,

where 𝐵′ = ⋂ 𝛾 (𝐵𝐴⊤(𝐼 |𝑃 )) ∪ 𝑃 and 𝐴′ = 𝐶𝑛(𝐴) ∩ 𝐵′.

2. A map ▷ is called a PMEMR operator if there exists an evaluative selection function 𝛾
such that ▷ = ▷𝛾 .

A representation result is shown below:

Theorem 47. [YJW14] An operator ▷ is a PMEMR operator iff it satisfies EV-BelState, EV-
Consistency, EV-CoreInvariance, EV-Inclusion, EV-InSucess, EV-OutSucess, EV-Uniformity
and EV-Relevance.

Corollary 1. [YJW14] If ▷ is a PMEMR operator, then it is also a KEMR operator.

4.7.1.3 Comparing with Other Approaches

In the end of the article, EMR is compared with the operations of prioritized multiple
revision defined in [FKIRS12] (shown in Section 3.4). Roughly speaking, the operations ∗𝜎
and ∗𝛾 are special cases of ▷𝜎 and ▷𝛾 , respectively, when the Out-set is empty:

Definition 87. [YJW14] Let (𝐵, 𝐴) ∈ , 𝐴 = 𝐶𝑛(∅) ∩ 𝐵 and ▷ be an EMR operator for
(𝐵, 𝐴). The revision operator generated by ▷, denoted by ∗▷, is defined as follows. For all
𝑃 ∈ () ⧵ {∅}:

𝐵 ∗▷ 𝑃 =
{
𝐵▷𝐴 (∅|𝑃 ) if 𝑃 ⊬ ⊥
𝐵 otherwise

Theorem 48. [YJW14] Let (𝐵, 𝐴) ∈ , 𝐴 = 𝐶𝑛(∅) ∩ 𝐵 and ▷ be an EMR operator for (𝐵, 𝐴).

1. If ▷ is a KEMR operator, then ∗▷ is a prioritized multiple kernel revision operator.

2. If ▷ is a PMEMR operator, then ∗▷ is a prioritized multiple partial meet revision
operator.

It is also possible to compare EMR with Selective Revision[FH99], an operation for
singleton revision. The idea is very similar, given that in both of the approaches the
input is treated by a separate mechanism before effectively being used to perform revision.
Nevertheless, while the transformation function from Selective Revision may return logical
consequences of the input, the decision module from EMR produces subsets of the incoming
set. In addition, Selective Revision does not work with core beliefs. Considering these
aspects, EMR cannot be considered a generalization of Selective Revision.
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4.7.2 Rational Metabolic Revision
Differently from the previous scenario, there are some contexts where the agent

cannot identify, initially, the implausible part of the incoming new information. Then, it
incorporates all the new beliefs to its corpus of knowledge (expansion), which may cause
some belief conflicts that will be useful to detect the implausible information (based on
its criteria) and consolidate the belief state. In [Yua17], then, we have the proposal of a
new multiple revision operator that works this way and is named metabolic revision. It
is inserted, therefore, in the expansion + consolidation variety of non-prioritized belief
revision[Han99a].

The name metabolic revision is due to a correlation with body metabolism. If an animal
takes some food and, with its bounded rationality, consider it as good to eat, the animal
will ingest it and later its body will eliminate some harmful substance or trash by the
digestive system. The idea for the operator is to work in a similar manner with new
information.

The metabolic revision operator is represented by ⋄ and maps a belief state (𝐵, 𝐴) and
a set of beliefs 𝐷 to a new belief state (𝐵′, 𝐴′), i.e., as well as in the previous approach, the
outcome of (𝐵, 𝐴) ⋄ 𝐷 is also a pair. In the new belief state, the belief base and the set of
core belief are represented by 𝐵 ⋄𝐴 𝐷 and 𝐴⋄𝐵, respectively.

Some postulates for ⋄ were defined. For all sets 𝐷, 𝐷1, 𝐷2 ⊆ :

(M-BelState) (𝐵, 𝐴) ⋄ 𝐷 ∈ 

(M-Consistency) 𝐵 ⋄𝐴 (𝐷) ⊬ ⊥

(M-CoreInvariance) 𝐴 ⋄𝐵 𝐷 = 𝐶𝑛(𝐴) ∩ (𝐵 ∪ 𝐷)

(M-Inclusion) 𝐵 ⋄𝐴 𝐷 ⊆ 𝐵 ∪ 𝐷

(M-Protection) 𝐴 ⊆ 𝐵 ⋄𝐴 𝐷

(M-RelClosure) 𝐶𝑛(𝐵 ⋄𝐴 𝐷) ∩ (𝐵 ∪ 𝐷) ⊆ 𝐵 ⋄𝐴 𝐷

(M-Vacuity) If 𝐵 ∪ 𝐷 ⊬ ⊥, then 𝐵 ∪ 𝐷 ⊆ 𝐵 ⋄𝐴 𝐷

(M-Uniformity) If 𝐵 ∪ 𝐷1 and 𝐵 ∪ 𝐷2 have the same minimal subsets inconsistent
with 𝐴, then (𝐵 ∪ 𝐷1) ⧵ (𝐵 ⋄𝐴 𝐷1) = (𝐵 ∪ 𝐷2) ⧵ (𝐵 ⋄𝐴 𝐷2).

(M-ExIrrelevance) If 𝐴∪{𝜑} ⊢ ⊥ for all 𝜑 ∈ ((𝐵 ∪𝐷1) ∪ (𝐵 ∪𝐷2)) ⧵ ((𝐵 ∪𝐷1) ∩ (𝐵 ∪𝐷2)),
then 𝐵 ⋄𝐴 𝐷1 = 𝐵 ⋄𝐴 𝐷2.

(M-ExRetainment) If 𝜑 ∈ (𝐵 ∪ 𝐷) ⧵ 𝐵 ⋄𝐴 𝐷, then there exists 𝑋 ⊆ 𝐵 ∪ 𝐷 such that
𝑋 ∪ 𝐴 ⊬ ⊥ and 𝑋 ∪ {𝜑} ∪ 𝐴 ⊢ ⊥.

(M-ExRelevance) If 𝜑 ∈ (𝐵 ∪ 𝐷) ⧵ 𝐵 ⋄𝐴 𝐷, then there exists 𝑋 ⊆ 𝐵 ∪ 𝐷 such that
𝐵 ⋄𝐴 𝐷 ⊆ 𝑋 , 𝑋 ∪ 𝐴 ⊬ ⊥ and 𝑋 ∪ {𝜑} ∪ 𝐴 ⊢ ⊥.

4.7.2.1 Kernel Metabolic Revision

For this construction, the author applied the definition of 𝐴-inconsistent kernel set
from [FKIRS12], as stated in Definition 48, in order to compute (𝐵 ∪𝐷) ↓↓ 𝐴. The metabolic
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incision function works in the same way as defined in [YJW14] (Definition 83). So, it is
possible to construct the Kernel Metabolic Revision (KMR):

Definition 88. [Yua17] Let (𝐵, 𝐴) ∈  and 𝜃 be a metabolic incision function for (𝐵, 𝐴).

1. The KMR operator for (𝐵, 𝐴) generated by 𝜃 , denoted by ⋄𝜃 , is defined by: for all 𝐷 ⊆ ,
(𝐵, 𝐴) ⋄𝜃 𝐷 = (𝐵′, 𝐴′), in which 𝐵′ = (𝐵 ∪ 𝐷) ⧵ 𝜃((𝐵 ∪ 𝐷) ↓↓ 𝐴) and 𝐴′ = 𝐶𝑛(𝐴) ∩ 𝐵′.

2. An operator ⋄ is a KMR operator for (𝐵, 𝐴) if there exists a metabolic incision function
𝜃 such that: for all 𝐷 ⊆ , (𝐵, 𝐴) ⋄ 𝐷 = (𝐵, 𝐴) ⋄𝜃 𝐷.

A representation result is shown below:

Theorem 49. [Yua17] Let (𝐵, 𝐴) ∈ . An operator ⋄ is a KMR operator for (𝐵, 𝐴) iff it
satisfies: M-CoreInvariance, M-Inclusion, M-Consistency, M-RelClosure, M-Uniformity and
M-ExRetainment.

4.7.2.2 Partial Meet Metabolic Revision

For this construction, the author applied the definition of 𝐴-consistent remainder
set used in [FKIRS12] (Definition 33), in order to compute (𝐵 ∪ 𝐷) ↓ 𝐴. The metabolic
selection function works in the same way as the traditional construction. So, it is possible
to construct the Partial Meet Metabolic Revision (PMMR):

Definition 89. [Yua17] Let (𝐵, 𝐴) ∈  and Υ be a metabolic selection function for (𝐵, 𝐴).

1. The PMMR operator for (𝐵, 𝐴) generated by Υ, denoted by ⋄Υ, is defined by: for all
𝐷 ⊆ , (𝐵, 𝐴) ⋄Υ 𝐷 = (𝐵′, 𝐴′), in which 𝐵′ = ⋂Υ((𝐵 ∪ 𝐷) ↓ 𝐴), 𝐴′ = 𝐶𝑛(𝐴) ∩ 𝐵′.

2. An operator ⋄ is a PMMR operator for (𝐵, 𝐴) if there exists a metabolic selection function
Υ for (𝐵, 𝐴) such that: for all 𝐷 ⊆ , (𝐵, 𝐴) ⋄ 𝐷 = (𝐵, 𝐴) ⋄Υ 𝐷.

A representation result is shown below:

Theorem 50. [Yua17] Let (𝐵, 𝐴) ∈ . An operator ⋄ is a PMMR operator for (𝐵, 𝐴) iff it
satisfies: M-CoreInvariance, M-Inclusion, M-Consistency, M-ExIrrelevance and M-ExRelevance.

4.7.2.3 Comparing with Semi-revision

As observed by Yuan, semi-revision [Han97] is, apparently, a particular case of
metabolic revision when 𝐴 is empty and 𝐷 is a singleton. Nevertheless, it is not the case.
While it is possible to establish an interrelation between two semi-revisions of different
belief bases, metabolic revision is for a fixed belief state, i.e., properties for the interrelation
between two metabolic revisions on different belief states were not defined.

In [Fuh97], Merging appears as a generalization of the Consolidation operation through
the combination of two belief bases into one. In [KP02b], it was extended to Merging with
integrity constraints (IC merging) and in [FKIRS12] we have two constructive approaches
to merging based on kernel and remainder sets. The combination of different belief bases
through a change process that is affected by some constraints is a great similarity between
MR and IC merging. However, in [Yua17] Yuan points out some differences, among which
we refer the symmetry aspect (merging is a symmetrical change, without the duality
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between belief states and a new piece of information, while MR is not), their formulations
(IC merging involves more than two inputs and MR has only two inputs) and the constraints
required (IC merging demands 𝜇 to be a logical consequence of the final result whereas
MR demands the core beliefs to be a subset of the new belief base).

4.8 Final Remarks
Most of the approaches presented in this chapter involve only two of the epistemic

models referred in the Introduction: belief sets and belief bases. While in [Fuh88, Del11,
Han17, Zha19] the focus was on belief sets, in [FKIS02, KTF+11, YJW14, Yua17, Zha18]
they worked with belief bases. Only in [Del11] the author uses possible worlds due to the
definition of faithful assignment.

In relation to the underlying logic involved, all of them used classical propositional
logic. With respect to the finiteness of the input, only the approaches in [YJW14, Yua17]
considered the possibility for infinite sets.

Regarding constructions, in [Fuh88, Zha18] we have partial meet, while in [FKIS02,
YJW14, Yua17] we have partial meet and kernel and. The authors in [RGW+20] worked
with deductive argumentation, the ones in [Han17, Zha19] with descriptor revision and
Delgrande [Del11] with remainder set and faithful assignments and. Finally, Zhang [Zha19]
also works with multiple believability relations. Regarding postulates, the similarity be-
tween the set of properties used in two distinct works is greater if they are based on the
same epistemic model. On the other hand, some postulates are specific for the involved
approach, such as the ones for selective revision, choice through descriptor revision or
core beliefs. In this regard, the postulates proposed for non-prioritized multiple revision
operations are more diverse than in the preceding chapter.

As well as in the previous chapter, Table 4.1 summarizes the main characteristics of
the different approaches analyzed in this chapter regarding the epistemic model used, the
underlying logic considered, the validity of the results for any set or not and possible
given constructions. Still, some observations need to be made. The epistemic state used
in the works [YJW14, Yua17] is a belief state, which is a pair formed by a belief base
and a set of core beliefs, the latter being logically closed within the base; so, in a general
way, we considered as belief base. About [Fuh88], although the author worked on both
types of input primacy, his main focus was on prioritized multiple revision, giving not
only a construction but postulates and a (partial) representation theorem; for choice
revision he only discussed some ideas and gave a possible construction. Regarding the
assumption on the finiteness or not of the input, when the work is not specifically clear
about [FKIS02, KTF+11], we preferred to consider them as for finite inputs.

4.9 Open Problems
In this final section we list some open problems for this context as well. Looking at the

approach developed in [KTF+11], the framework could be extended to preferences (both on
the argumentation and on the belief revision sides) there could be an investigation about



Paper Epistemic Model Logic Type of Input Construction
B. Set B. Base Poss. Worlds Finite Infinite

[Fuh88] X Class. Propositional X Partial Meet
[FKIS02] X Class. Propositional X P. Meet and Kernel
[Del11] X X Class. Propositional X Remaind. and F. Assign.

[KTF+11] X Class. Propositional X Deductive Argument.
[YJW14] X Class. Propositional X Part. Meet and Kernel
[Yua17] X Class. Propositional X P. Meet and Kernel
[Zha18] X Class. Propositional X P. Meet (+ P. Expansion)

[Han17, Zha19] X Class. Propositional X Desc. Rev. and M. Bel. Rel.

Table 4.1: Summary of the general characteristics of the different non-prioritized approaches.
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the connections with epistemic entrenchment. From [Del11], a possible extension of the
work is to deal with sentences with different degrees of trustworthiness, and integrating
such an implicit ordering on observations with the believability ordering implicit in the
agent’s ranking function on worlds.

Regarding Selective Revision, further studies on its generalization to the multiple case
could be carried out, both for theories and belief bases; it will be the main focus of Chapter
6 where this generalization is explored taking into account different success possibilities.
From semi-revision, a research opportunity is to explore how to define multiple semi-
revision from merge operators.

From [YJW14], a possible future work is the characterization of non-prioritized multiple
revision in an unified way (without dividing it into two modules). From [Yua17], further
exploration includes the definition of consolidation based on core beliefs and its relation
with metabolic revision. For the choice revision operators defined in [Zha18] it remains to
study and establish the differences and connections between these operators and the one
based on Descriptor Revision from [Zha19]. The operation could be defined for inconsistent
belief bases and for infinite inputs, as well. Choice could also be explored and constructed
for belief bases without using contraction as an intermediate step (avoiding, thus, negation
and disjunction of sentences), a topic that will be covered in Chapter 7 through Partial
Meet and Kernel.

Finally, another possible future work it to study and analyze how to define a non-
prioritized revision operation based on systems of spheres.
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Chapter 5

Selective Base Revision

As seen in Section 2.7.2, Selective Revision [FH99] came up as a third possibility for non-
prioritized revision. The agent does not need to accept or reject a new belief completely,
but may also accept part of the input. For this purpose, a weakening of the input sentence
needs to be applied. This weakening is performed by a transformation function, to which
the incoming information is submitted to perform an evaluation. Then the agent applies a
traditional (prioritized) revision of its beliefs by the outcome of that function. The following
figure summarizes the general behaviour of selective revision:

New Belief

Decision Component

Accepted Belief

Revision Component

New Belief Set

Selective revision was initially defined for sets of sentences closed under logical conse-
quence. However, as stated in Chapter 1, in some scenarios, it is useful to work with belief
bases, especially for computational purposes or when you have to deal with more realistic
agents. In addition, the work in [FH99] was described for propositional logic, which
makes the original operator not directly applicable to logics not closed under negation of
sentences, such as Horn Logic and many Description Logics.

Therefore, in this chapter, we propose an extension of the original operator of Selective
Revision to work with arbitrary sets (not necessarily closed under logical consequence)
and not depend on negation of sentences. New operators are defined and axiomatically
constructed. All the proofs were moved to Appendix A.

During the development of the material of this chapter, we found out that a research
group from Universidade da Madeira (Portugal) was working on that as well. We joined
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some results in [RGW+20], and Garapa’s previous studies were published in [Gar21].

5.1 Properties

We start by presenting a list of possible postulates for the operation. Let ⊛ be a
selective base revision operator (defined properly further ahead), 𝐵 be a belief base and
𝛼 ,𝛽 sentences of .

(weak consistency) If 𝛼 ⊬⟂, then 𝐵 ⊛ 𝛼 ⊬⟂

(vacuity) If 𝐵 ⊬ ¬𝛼 , then 𝐵 ∪ {𝛼} ⊆ 𝐵 ⊛ 𝛼

Weak consistency guarantees consistency of the final result as long as the input is
consistent. Vacuity says that if 𝛼 is not in conflict with 𝐵, then it will be fully incorporated.
The next set of postulates are weaker versions of success:

(proxy success) There is a sentence 𝛽 , such that 𝛽 ∈ 𝐵⊛𝛼 ,⊢ 𝛼 → 𝛽 and 𝐵⊛𝛼 = 𝐵⊛𝛽

(weak proxy success) There is a sentence 𝛽 ∈ 𝐵 ⊛ 𝛼 such that 𝐵 ⊛ 𝛼 = 𝐵 ⊛ 𝛽

(stability) If 𝛼 ∈ 𝐵, then 𝛼 ∈ 𝐵 ⊛ 𝛼

(uniform success) If for all subsets 𝐵′ ⊆ 𝐵, 𝐵′∪{𝛼} ⊢⟂ iff 𝐵′∪{𝛽} ⊢⟂, then 𝛼 ∈ 𝐵⊛𝛼
iff 𝛽 ∈ 𝐵 ⊛ 𝛽

Proxy success states that the selective revision should accept and fully incorporate some
part of the input information. Weak proxy success is a weaker version of proxy success that
does not restrict 𝛽 to be implied by 𝛼 . Stability states that explicit beliefs of an agent (i.e.
that are in the agent’s belief base) should be in the outcome of a selective revision by that
belief. Uniform success states that if two beliefs are inconsistent with exactly the same
subsets of 𝐵, then one of them should be incorporated in the outcome of the selective
revision by it iff the same thing happens with the other.

The following postulates are weaker versions of the postulates for base revision pre-
sented in Section 2.6.2.1:

(weak inclusion) If 𝛼 ∈ 𝐵 ⊛ 𝛼 , then 𝐵 ⊛ 𝛼 ⊆ 𝐵 ∪ {𝛼}

(weak uniformity) If 𝛼 ∈ 𝐵 ⊛ 𝛼 and for all subsets 𝐵′ of 𝐵 it holds that 𝐵′ ∪ {𝛼} ⊢⟂
iff 𝐵′ ∪ {𝛽} ⊢⟂, then 𝐵 ∩ (𝐵 ⊛ 𝛼) = 𝐵 ∩ (𝐵 ⊛ 𝛽)

(weak relevance) If 𝛼 ∈ 𝐵 ⊛ 𝛼 , 𝛽 ∈ 𝐵 and 𝛽 ∉ 𝐵 ⊛ 𝛼 , then there is some 𝐵′ such that
𝐵 ⊛ 𝛼 ⊆ 𝐵′ ⊆ 𝐵 ∪ {𝛼}, 𝐵′ ⊬⟂ but 𝐵′ ∪ {𝛽} ⊢⟂

(weak core-retainment) If 𝛼 ∈ 𝐵 ⊛ 𝛼 , 𝛽 ∈ 𝐵 and 𝛽 ∉ 𝐵 ⊛ 𝛼 , then there is some
𝐵′ ⊆ 𝐵 such that 𝐵′ ⊬ ¬𝛼 and 𝐵′ ∪ {𝛽} ⊢ ¬𝛼

The weakening resides in the fact that they are preconditioned by 𝛼 ∈ 𝐵⊛𝛼 . Informally,
this means that, if a sentence is in the outcome of a selective revision by it, then that
outcome behaves as one coming from a standard revision.
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It is important to highlight that, in this chapter and in the next ones, we follow the
traditional nomenclature of the literature that calls a postulate weak when there is a
precondition for it, but this term is not related to any possible deficiency or weakness of
the operation.

5.2 Constructing the Operation
The operation of selective base revision can be constructed as follows:

Definition 90. Let 𝐵 be a belief base, ∗ be a singleton base revision operator on 𝐵 (Definitions
5 and 11) and 𝑓 be a function from ( × ()) to . The selective base revision ⊛, based on ∗
and 𝑓 , is the operation such that for all sentences 𝛼 :

𝐵 ⊛ 𝛼 = 𝐵 ∗ 𝑓 (𝛼)1

𝑓 is the transformation function on which ⊛ is based.

We now present a list of properties that the transformation function may be expected
to satisfy:

(implication) ⊢ 𝛼 → 𝑓 (𝛼)

(idempotence) 𝑓 (𝑓 (𝛼)) = 𝑓 (𝛼)

(consistency preservation) If ⊬ ¬𝛼 , then ⊬ ¬𝑓 (𝛼)

(weak maximality) If 𝐵 ⊬ ¬𝛼 , then 𝑓 (𝛼) = 𝛼

(lower boundary) If 𝛼 ∈ 𝐵, then 𝑓 (𝛼) = 𝛼

(uniform identity) If for all 𝐵′ ⊆ 𝐵, 𝐵′ ∪ {𝛼} ⊢⟂ iff 𝐵′ ∪ {𝛽} ⊢⟂, then 𝑓 (𝛼) = 𝛼 iff
𝑓 (𝛽) = 𝛽

The first four properties were already recalled in Section 2.7.2 or result from those by
adapting the namesake property to the belief base context. We note if a transformation
function satisfies implication, then it also satisfies consistency preservation. Lower boundary
states that an agent’s explicit belief should be in the outcome of the selective revision by
it. Uniform identity states that if two sentences are inconsistent with exactly the same
subsets of 𝐵, then one of them should be fully accepted and incorporated iff the same thing
happens regarding the other one.

The following observation shows how properties of the transformation function
(eventually combined with postulates of base revision) give rise to selective revision
postulates.

Observation 12. Let 𝐵 be a belief base, ∗ be a singleton base revision operator on 𝐵 that
satisfies success, inclusion and consistency and 𝑓 be a transformation function. Let ⊛ be the
selective base revision operator on 𝐵 based on ∗ and 𝑓 . Then:

1 Although we write 𝑓 (𝛼), actually the transformation function is 𝑓𝐵(𝛼) since it also depends on 𝐵. We will
use 𝑓 (𝛼) for short.
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1. If 𝑓 satisfies lower boundary, then ⊛ satisfies stability.

2. If 𝑓 satisfies lower boundary, then ⊛ satisfies weak inclusion.

3. If 𝑓 satisfies consistency preservation, then ⊛ satisfy consistency.

4. If 𝑓 satisfies weak maximality and ∗ satisfies vacuity, then ⊛ satisfies vacuity.

5. If 𝑓 satisfies idempotence, then ⊛ satisfies weak proxy success.

6. If 𝑓 satisfies idempotence and implication, then ⊛ satisfies proxy success.

7. If ∗ satisfies relevance and 𝑓 satisfies lower boundary, then ⊛ satisfies weak relevance.

8. If ∗ satisfies core-retainment and 𝑓 satisfies lower boundary, then ⊛ satisfies weak
core-retainment.

9. If 𝑓 satisfies uniform identity and lower boundary, then ⊛ satisfies uniform success.

10. If 𝑓 satisfies uniform identity and lower boundary and ∗ satisfies uniformity, then ⊛
satisfies weak uniformity.

5.3 Representation Results
Now we present axiomatic characterizations for two different classes of selective base

revision. More precisely, we give representation theorems based on partial meet revisions
and kernel revisions, with two variants for each.

Theorem 51. Let 𝐵 be a belief base, and ⊛ be an operator on 𝐵. Then the following pair of
conditions are equivalent:

(a) ⊛ satisfies weak inclusion, weak consistency, weak uniformity, proxy success, stability,
uniform success and weak relevance.

(b) There exists a partial meet base revision operator ∗ for 𝐵 and a transformation function
𝑓 that satisfies lower boundary, consistency preservation, idempotence, implication,
uniform identity and such that 𝐵 ⊛ 𝛼 = 𝐵 ∗ 𝑓 (𝛼), for all 𝛼 .

The next theorem is a slight variant of the former, substituting proxy success by weak
proxy success in the postulates for ⊛. For this purpose, 𝑓 is not required to satisfy implica-
tion.

Theorem 52. Let 𝐵 be a belief base, and ⊛ be an operator on 𝐵. Then the following pair of
conditions are equivalent:

(a) ⊛ satisfies weak inclusion, consistency, weak uniformity, weak proxy success, stability,
uniform success and weak relevance.

(b) There exists a partial meet base revision operator ∗ for 𝐵 and a transformation function
𝑓 that satisfies lower boundary, consistency preservation, idempotence and uniform
identity and such that 𝐵 ⊛ 𝛼 = 𝐵 ∗ 𝑓 (𝛼), for all 𝛼 .

Now for kernel revision:
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Theorem 53. Let 𝐵 be a belief base, and ⊛ be an operator on 𝐵. Then the following pair of
conditions are equivalent:

(a) ⊛ satisfies weak inclusion, weak consistency, weak uniformity, proxy success, stability,
uniform success and weak core-retainment.

(b) There exists a kernel base revision operator ∗ for 𝐵 and a transformation function 𝑓 that
satisfies lower boundary, consistency preservation, idempotence, implication, uniform
identity and such that 𝐵 ⊛ 𝛼 = 𝐵 ∗ 𝑓 (𝛼), for all 𝛼 .

To conclude, the weak proxy success version, whose proof is very similar to that of
Theorem 53, as explained for Theorem 52:

Theorem 54. Let 𝐵 be a belief base, and ⊛ be an operator on 𝐵. Then the following pair of
conditions are equivalent:

(a) ⊛ satisfies weak inclusion, weak consistency, weak uniformity, weak proxy success,
stability, uniform success and weak core-retainment.

(b) There exists a kernel base revision operator ∗ for 𝐵 and a transformation function 𝑓 that
satisfies lower boundary, consistency preservation, idempotence and uniform identity
and such that 𝐵 ⊛ 𝛼 = 𝐵 ∗ 𝑓 (𝛼), for all 𝛼 .

The main difference between these postulates is on the success postulates. Theorems 51
and 53 look at the operations in which 𝑓 (𝛼) does not return more information than what is
expressed in 𝛼 . On the other hand, Theorems 52 and 54 embrace very general operations
which do not demand 𝑓 (𝛼) to be derived from 𝛼 .

5.4 Negation Free Selective Base Revision
Keeping in mind the importance of providing a theory suitable for logics not closed

under negation of sentences, as explained in Section 2.6.5, in this section, we are going to
show how Selective Revision can be extended taking this restriction into account.

5.4.1 Properties
Most of the postulates proposed in Section 5.1 for bases stay the same. The postu-

lates that need to be adapted in order to not use negation are vacuity and weak core-
retainment:

(vacuity) If 𝐵 ∪ {𝛼} ⊬ ⊥, then 𝐵 ∪ {𝛼} ⊆ 𝐵 ⊛ 𝛼

(weak core-retainment) If 𝛼 ∈ 𝐵 ⊛ 𝛼 , 𝛽 ∈ 𝐵 and 𝛽 ∉ 𝐵 ⊛ 𝛼 , then there is some
𝐵′ ⊆ 𝐵 such that 𝐵′ ∪ 𝛼 ⊬ ⊥ and 𝐵′ ∪ {𝛼, 𝛽} ⊢ ⊥

In addition, in order to characterize this operation, we need a new postulate that is a
weaker version of pre-expansion. The original idea of this postulate is that the consecutive
act of expansion by 𝛼 and revision by 𝛼 should bring the same outcome as that of only
performing the revision. In our context, due to the partial acceptance nature of selective
revision, we cannot always guarantee that the successive performance of expansion by 𝛼
and selective revision by 𝛼 has the same outcome as that of only performing the selective
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revision. Nevertheless, if 𝛼 is in the final result of a selective revision by 𝛼 , we can ensure
the referred property:

(weak pre-expansion) If 𝛼 ∈ 𝐵 ⊛ 𝛼 , then (𝐵 ∪ {𝛼}) ⊛ 𝛼 = 𝐵 ⊛ 𝛼

5.4.2 Constructing the Operation
The definition of the operation is equal to the one for bases in the previous section,

except for the fact that, this time, the base revision operators used are the negation free
ones (Theorems 5 and 6).

The only difference is on some of the properties for the transformation function, also
to eliminate negation of sentences:

(consistency preservation) If 𝛼 ⊬ ⊥, then 𝑓 (𝛼) ⊬ ⊥

(weak maximality) If 𝐵 ∪ {𝛼} ⊬ ⊥, then 𝑓 (𝛼) = 𝛼

Observation 12 is still valid here. Its proof just needs to be adapted substituting ⊬ ¬𝛼
by 𝛼 ⊬ ⊥ and 𝐵 ⊬ ¬𝛼 by 𝐵 ∪ {𝛼} ⊬ ⊥.

5.4.3 Representation Results
The following representation theorems have been obtained for two classes of negation

free selective base revision:

Theorem 55. Let 𝐵 be a belief base, and ⊛ be an operator on 𝐵. Then the following conditions
are equivalent:

(a) ⊛ satisfies weak inclusion, weak consistency, weak uniformity, proxy success, stability,
uniform success, weak relevance and weak pre-expansion.

(b) There exists a negation free external partial meet base revision operator ∗ for 𝐵 and
a transformation function 𝑓 that satisfies lower boundary, consistency preservation,
idempotence, implication, uniform identity and such that 𝐵 ⊛ 𝛼 = 𝐵 ∗ 𝑓 (𝛼), for all 𝛼 .

Theorem 56. Let 𝐵 be a belief base, and ⊛ be an operator on 𝐵. Then the following conditions
are equivalent:

(a) ⊛ satisfies weak inclusion, weak consistency, weak uniformity, weak proxy success,
stability, uniform success, weak relevance and weak pre-expansion.

(b) There exists a negation free external partial meet base revision operator ∗ for 𝐵 and
a transformation function 𝑓 that satisfies lower boundary, consistency preservation,
idempotence, uniform identity and such that 𝐵 ⊛ 𝛼 = 𝐵 ∗ 𝑓 (𝛼), for all 𝛼 .

Theorem 57. Let 𝐵 be a belief base, and ⊛ be an operator on 𝐵. Then the following conditions
are equivalent:

(a) ⊛ satisfies weak inclusion, weak consistency, weak uniformity, proxy success, stability,
uniform success, weak core-retainment and weak pre-expansion.
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(b) There exists a negation free external kernel base revision operator ∗ for 𝐵 and a transfor-
mation function 𝑓 that satisfies lower boundary, consistency preservation, idempotence,
implication, uniform identity and such that 𝐵 ⊛ 𝛼 = 𝐵 ∗ 𝑓 (𝛼), for all 𝛼 .

Theorem 58. Let 𝐵 be a belief base, and ⊛ be an operator on 𝐵. Then the following conditions
are equivalent:

(a) ⊛ satisfies weak inclusion, weak consistency, weak uniformity, weak proxy success,
stability, uniform success, weak core-retainment and weak pre-expansion.

(b) There exists a negation free external kernel base revision operator ∗ for 𝐵 and a transfor-
mation function 𝑓 that satisfies lower boundary, consistency preservation, idempotence,
uniform identity and such that 𝐵 ⊛ 𝛼 = 𝐵 ∗ 𝑓 (𝛼), for all 𝛼 .

The proofs for these last three theorems are very similar to the ones in the previous
section. Theorem 56 is just a version for weak proxy success of Theorem 55, as well as
occurred between Theorems 51 and 52. Concerning Theorems 57 and 58, the proofs for
them are very similar to the ones for Theorems 53 and 54, respectively, except for the weak
pre-expansion part, which can be obtained from Theorem 55.

5.5 Related Work
There is broad literature about non-prioritized revision operations for singleton inputs.

Screened Revision [Mak97], for example, explores the context in which an agent, in addition
to its set of beliefs 𝐾 , makes use of a set of core beliefs 𝐴 that cannot be retracted. Then,
an input sentence is accepted for revision only if it is consistent with 𝐾 ∩ 𝐴. In a slightly
different approach, Credibility-limited Revision [HFCF01] considers that there is a set 
of credible sentences and an input sentence 𝛼 is accepted for revision only if 𝛼 ∈ .
Semi-revision [Han97], as explained in Section 2.7.1, is defined as an operation firts accepts
the new belief and, then, performs a consolidation step.

Although screened revision and credibility-limited revision are inserted in the decision
+ revision variety of non-prioritized revision as well as selective base revision, they were
defined to work with belief sets instead of belief bases. In addition, the decision step of
selective revision does not depend on a set of core beliefs or credible sentences, but on a
transformation function 𝑓 . As a final remark, the operation proposed in this chapter was
also extended to the context of logics not closed under negation of sentences.
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Chapter 6

Multiple Selective Revision

In the previous chapter, we extended the original Selective Revision operation to work
with belief bases. As well as in AGM revision, selective revision was also initially defined
for single sentences as inputs. Nevertheless, in many situations, an agent receives not
only a single new belief but a set of them and has to make decisions on the face of it. One
example of the importance of studying contexts where an agent has to deal simultaneously
with multiple information is the scenario described in [PSLS16] and [SPS18], in which the
authors study the application of perception filters in agents. As already discussed in the
Introduction, pre-processing information may advance an agent’s performance. In order
to illustrate the idea, consider the following example.

Example 2. Imagine that three robots (including a coordinator 𝐶) are in a house that needs to
be cleaned up. Initially, 𝐶 knows that the bedroom is organized but full of dust, the bathroom
is flooded, the kitchen is full of food scraps, but the living room is neat. Before starting the job,
robots 𝐴 and 𝐵 collect some perceptions. After some time, they jointly report to 𝐶 . 𝐴 said that
(𝑖) the beds in the bedroom need to be made and that (𝑖𝑖) there is a silver tap in the bathroom
that is open. 𝐵 told that (𝑖𝑖𝑖) a dinosaur broke a vase in the living room and that (𝑖𝑣) the
kitchen is clean and organized. Before revising its beliefs, 𝐶 applies a filter, which accepts
(𝑖) and (𝑖𝑖), except for the information about the tap’s material, as there is no silver in that
country. From (𝑖𝑖𝑖), the filter accepts that there is a broken vase in the living room but rejects
the dinosaur part. (𝑖𝑣) is fully rejected. After that, 𝐶 performs a prioritized multiple revision
of its beliefs.

In this chapter, then, we propose a generalization of the operation of Selective Revision.
In the next section, we will generalize the operation to the multiple case when dealing
with belief sets, while in Section 6.2 the focus will be on belief bases. All the proofs were
moved to Appendix A.

6.1 Multiple Selective Theory Revision

In this section, we will show how to define and axiomatically characterize multiple
selective revision for belief sets (theories).
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6.1.1 Properties
Some of the postulates for Multiple Theory Revision (Section 3.1.5) remain the same:

closure, inclusion, weak consistency, uniformity and vacuity.

As we already discussed, due to the non-prioritized nature of Selective Revision, the
success postulate is not suitable in this context. So we generalized its two weaker versions
presented in [FH99] to consider sets of sentences as input. The same was done for consistent
expansion and a weaker version of relevance.

Let 𝐾 be a belief set, 𝐴 and 𝐶 be sets of sentences and ⊙ be a binary multiple selective
revision operator (defined properly further ahead) that takes a belief set and a set of
sentences as input. We propose the following reasonable postulates for multiple selective
theory revision:

(choice success) There is a set 𝐵 such that 𝐵 ⊆ 𝐶𝑛(𝐾 ⊙𝐴), 𝐵 ⊆ 𝐴 and 𝐾 ⊙𝐴 = 𝐾 ⊙ 𝐵

(proxy success) There is a set 𝐵 such that 𝐵 ⊆ 𝐶𝑛(𝐾⊙𝐴), 𝐵 ⊆ 𝐶𝑛(𝐴) and𝐾⊙𝐴 = 𝐾⊙𝐵

(weak proxy success) There is a set 𝐵 such that 𝐵 ⊆ 𝐶𝑛(𝐾 ⊙ 𝐴) and 𝐾 ⊙ 𝐴 = 𝐾 ⊙ 𝐵

(conditional success) If 𝐴 ⧵ 𝐾 ⊆ 𝐾 ⊙ 𝐴, then 𝐴 ⊆ 𝐾 ⊙ 𝐴

(uniform success) If for every 𝐾 ′ ⊆ 𝐾 it holds that 𝐾 ′ ∪ 𝐴 is inconsistent iff 𝐾 ′ ∪ 𝐶
is inconsistent, then 𝐴 ⊆ 𝐾 ⊙ 𝐴 iff 𝐶 ⊆ 𝐾 ⊙ 𝐶

Choice success states that the selective revision should incorporate a subset of the input
set. Proxy success establishes that the selective revision should accept some of the input’s
logical consequences, while weak proxy success is a weaker version of it not requiring
𝐵 ∩ 𝐶𝑛(𝐴) ≠ ∅. Conditional success guarantees that if the difference between 𝐴 and 𝐾 is
part of the final result, then so is the whole 𝐴, which means that, if 𝐴 ⧵ 𝐾 is accepted, the
intersection between them will not be rejected. Uniform success shows that, if two sets
are inconsistent with the same subsets of the original belief set, then one of the input sets
should be absorbed in the multiple selective revision by it iff the same happens to the
other one.

(closure) 𝐾 ⊙ 𝐴 = 𝐶𝑛(𝐾 ⊙ 𝐴)

(inclusion) 𝐾 ⊙ 𝐴 ⊆ 𝐶𝑛(𝐾 ∪ 𝐴)

(uniformity) If for every 𝐾 ′ ⊆ 𝐾 it holds that 𝐾 ′ ∪ 𝐴 is inconsistent iff 𝐾 ′ ∪ 𝐶 is
inconsistent, then 𝐾 ⊙ 𝐴 = 𝐾 ⊙ 𝐶

(vacuity) If 𝐾 ∪ 𝐴 is consistent, then 𝐾 ⊙ 𝐴 = 𝐶𝑛(𝐾 ∪ 𝐴)

(stability) If 𝐴 ⊆ 𝐾 , then 𝐴 ⊆ 𝐾 ⊙ 𝐴.

Closure guarantees the logical closure of the result and inclusion establishes the limits
of it. Uniformity shows that if two sets are inconsistent with the same subsets of the
original belief set, then the outcome of the multiple selective theory revision by each of
them should be the same. While vacuity sets what happens when there is no inconsistency
between the belief set and the input, stability brings that if the input set is already part of
the agent’s beliefs, it should be kept by the selective revision.
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(consistency) 𝐾 ⊙ 𝐴 is consistent

(weak consistency) If 𝐴 is consistent, then 𝐾 ⊙ 𝐴 is consistent

(consistent expansion) If 𝐾 ⊈ 𝐾 ⊙ 𝐴, then 𝐾 ∪ (𝐾 ⊙ 𝐴) is inconsistent

(weak relevance) If 𝐴 ⊆ 𝐾 ⊙ 𝐴, 𝛽 ∈ 𝐾 and 𝛽 ∉ 𝐾 ⊙ 𝐴, then there is some 𝐾 ′ such
that (𝐾 ⊙ 𝐴) ∩ 𝐾 ⊆ 𝐾 ′ ⊆ 𝐾 , 𝐾 ′ ∪ 𝐴 is consistent but 𝐾 ′ ∪ {𝛽} ∪ 𝐴 is inconsistent

Consistency guarantees an always consistent result, while weak consistency demands a
consistent input for that. Consistent expansion and weak relevance express the idea that
nothing is given up from the original set unless it leads the new belief set to consistency
(the last one preconditioned by 𝐴 in the final result).

Except for weak consistency and consistent expansion (already presented in [KTF+11])
and also for the ones that came from Multiple Package Theory Revision, the other postulates
are new. Uniform success and conditional success are straightforward generalizations of
postulates for Selective Base Revision [RGW+20], that appeared in Chapter 5.

6.1.2 Constructing the Operation
The intended operator can be constructed as follows:

Definition 91. Let 𝐾 be a belief set, ∗𝑝 be a multiple package theory revision for 𝐾 and 𝑓 be
a function from (() × ()) to (). The multiple selective theory revision ⊙, based on
∗𝑝 and 𝑓 , is the operation such that for all sets 𝐴:

𝐾 ⊙ 𝐴 = 𝐾 ∗𝑝 𝑓 (𝐴)1

𝑓 is the transformation function on which ⊙ is based.

Selective revision becomes, then, a particular case of this new operator ⊙. One can
question why a multiple revision operator is needed to construct the operation, perhaps
suggesting a sequence of singleton input revisions by the elements of 𝑓 (𝐴). Nonethe-
less, as already discussed in the Introduction, multiple revision is different from iterated
revision since the sequence in which you process the sentences can result in different
outcomes. Thus, we want here to treat all the sentences with equal priority, processing
them simultaneously.

The following is a list of properties that the transformation function may satisfy:

(choice) 𝑓 (𝐴) ⊆ 𝐴

(implication) 𝑓 (𝐴) ⊆ 𝐶𝑛(𝐴)

(weak implication) If 𝐾 ∪ 𝐴 ⊬ ⊥, then 𝑓 (𝐴) ⊆ 𝐶𝑛(𝐴)

(lower boundary) if 𝐴 ⊆ 𝐾 , then 𝐶𝑛(𝑓 (𝐴)) = 𝐶𝑛(𝐴)

(idempotence) 𝐶𝑛(𝑓 (𝑓 (𝐴))) = 𝐶𝑛(𝑓 (𝐴))

(consistency preservation) If 𝐴 ⊬ ⊥, then 𝑓 (𝐴) ⊬ ⊥

1 Although we write 𝑓 (𝐴), actually the transformation function is 𝑓𝐾 (𝐴) since it also depends on 𝐾 . We will
use 𝑓 (𝐴) for short.
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(consistency) 𝑓 (𝐴) ⊬ ⊥

(maximality) 𝐶𝑛(𝑓 (𝐴)) = 𝐶𝑛(𝐴)

(weak maximality) If 𝐾 ∪ 𝐴 ⊬ ⊥, then 𝐶𝑛(𝑓 (𝐴)) = 𝐶𝑛(𝐴)

(uniformity) If for every 𝐾 ′ ⊆ 𝐾 it holds that 𝐾 ′ ∪ 𝐴 is inconsistent iff 𝐾 ′ ∪ 𝐶 is
inconsistent, then 𝐾 ′ ∪ 𝑓 (𝐴) is inconsistent iff 𝐾 ′ ∪ 𝑓 (𝐶) is inconsistent

(uniform identity) If for every 𝐾 ′ ⊆ 𝐾 it holds that 𝐾 ′ ∪𝐴 is inconsistent iff 𝐾 ′ ∪ 𝐶
is inconsistent, then 𝐶𝑛(𝑓 (𝐴)) = 𝐶𝑛(𝐴) iff 𝐶𝑛(𝑓 (𝐶)) = 𝐶𝑛(𝐶)

(conditional maximality) If 𝐴 ⧵ 𝐾 ⊆ 𝐶𝑛(𝑓 (𝐴)), then 𝐶𝑛(𝑓 (𝐴)) = 𝐶𝑛(𝐴).

Choice sets the transformation function to simply choose a subset of the input set 𝐴.
Implication allows the function to choose from the logical consequences of the input,
while weak implication restricts to the the consequences of the input only if the input is
consistent with the previous beliefs. Lower boundary states that if an input 𝐴 is already
part of the previous beliefs, then 𝑓 (𝐴) and 𝐴 have the same logical consequences. While
consistency preservation demands consistency from 𝑓 (𝐴) only if 𝐴 is consistent, consistency
always guarantees a consistent 𝑓 (𝐴). Maximality states that 𝑓 (𝐴) and 𝐴 are logically
equivalent, while weak maximality states a precondition for that. Uniformity guarantees
a coherent behavior of 𝑓 when different inputs are inconsistent with the same subsets
of 𝐾 . Uniform identity is a version of uniformity for 𝑓 and conditional maximality states
that if the difference between 𝐴 and 𝐾 is implied by the transformation function, then
actually𝐴 and 𝑓 (𝐴) are logically equivalent. Choice, consistency preservation, consistency and
extensionality had already been suggested in [KTF+11]; the others are new. The observation
below establishes some links between the properties for 𝑓 and the postulates for ⊙:

Observation 13. Let 𝐾 be a belief set in a language , ∗𝑝 be a multiple package partial meet
theory revision operator for 𝐾 that satisfies the six postulates referred in Observation 7, and 𝑓
be a transformation function. Let ⊙ be the multiple selective theory revision function on 𝐾
based on ∗𝑝 and 𝑓 . Then ⊙ satisfies closure and consistent expansion. In addition, if 𝑓 satisfies:

1. weak implication, then ⊙ satisfies inclusion.

2. consistency, then ⊙ satisfies consistency.

3. maximality, then ⊙ satisfies success.

4. implication, then ⊙ satisfies weak consistency.

The following observation clarifies an important property: it guarantees that 𝑓 (𝐴) does
not reject anything of 𝐴 given that 𝐴 is in the final result.

Observation 14. Let 𝐾 be a belief set, ∗𝑝 be a multiple package theory revision operator on 𝐾
that satisfies ∗-inclusion, and 𝑓 be a transformation function. Let ⊙ be the multiple selective
theory revision operator on 𝐾 based on ∗𝑝 and 𝑓 . If 𝐴 ⊆ 𝐾 ⊙ 𝐴 and 𝑓 satisfies conditional
maximality, then 𝐶𝑛(𝑓 (𝐴)) = 𝐶𝑛(𝐴).
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6.1.3 Representation Results

The following representation theorems have been obtained for three classes of multiple
selective theory revision functions. Once more, the differences between them lie on the
success postulates, which are directly influenced by the properties of the transformation
function.

Theorem 59. Let  be a finite language, 𝐾 be a belief set in , and ⊙ be an operator on 𝐾 .
The following conditions are equivalent:

1. ⊙ satisfies closure, weak proxy success, inclusion, vacuity, weak consistency, uniformity,
uniform success, conditional success, stability, and weak relevance.

2. There exists a multiple package partial meet theory revision ∗𝑝 for 𝐾 that satisfies the
six postulates referred in Observation 7, and a transformation function 𝑓 that satisfies
uniformity, uniform identity, lower boundary, conditional maximality, consistency
preservation, weak maximality and idempotence, such that 𝐾 ⊙ 𝐴 = 𝐾 ∗𝑝 𝑓 (𝐴) for all
𝐴.

Theorem 60. Let  be a finite language, 𝐾 be a belief set in , and ⊙ be an operator on 𝐾 .
Then the following conditions are equivalent:

1. ⊙ satisfies closure, proxy success, inclusion, vacuity, weak consistency, uniformity,
uniform success, conditional success, stability, and weak relevance.

2. There exists a multiple package partial meet theory revision ∗𝑝 for 𝐾 that satisfies the
six postulates referred in Observation 7, and a transformation function 𝑓 that satisfies
uniformity, uniform identity, lower boundary, conditional maximality, consistency
preservation, weak maximality, idempotence and implication, such that 𝐾 ⊙ 𝐴 = 𝐾 ∗𝑝
𝑓 (𝐴) for all 𝐴.

Theorem 61. Let  be a finite language, 𝐾 be a belief set in , and ⊙ be an operator on 𝐾 .
Then the following conditions are equivalent:

1. ⊙ satisfies closure, choice success, inclusion, vacuity, weak consistency, uniformity,
uniform success, conditional success, stability, and weak relevance.

2. There exists a multiple package partial meet theory revision ∗𝑝 for 𝐾 that satisfies the
six postulates referred in Observation 7, and a transformation function 𝑓 that satisfies
uniformity, uniform identity, lower boundary, conditional maximality, consistency
preservation, weak maximality, idempotence and choice, such that 𝐾 ⊙ 𝐴 = 𝐾 ∗𝑝 𝑓 (𝐴)
for all 𝐴.

Theorem 59 embraces very general operations which do not demand 𝑓 (𝐴) to be derived
from𝐴. Theorem 60 looks at the operations in which 𝑓 (𝐴) does not return more information
than what is expressed in 𝐴. Finally, Theorem 61, although more restrictive, represents
the most intuitive procedure when 𝑓 (𝐴) selects a subset of 𝐴.
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6.2 Multiple Selective Base Revision
As an alternative to the approach proposed in the previous section, we now show how

to define and axiomatically characterize multiple selective revision for belief bases.

6.2.1 Properties
In comparison to what was defined for belief sets, we have the exclusion of the closure

postulate, an exchange of extensionality for uniformity, adaptations in inclusion and vacuity
(removing the logical closure) and new versions for the success and inclusion postulates
(due to the context of belief bases). From Multiple Internal Base Revision (Theorem 15),
inclusion and weak consistency remain the same.

Let 𝐵 be a belief set, 𝐴 and 𝐶 be sets of sentences and ⊙ be a binary multiple selective
revision operator (defined properly further ahead). We bring the following reasonable
postulates for multiple selective base revision:

(choice success) There is a set 𝐶 such that 𝐶 ⊆ 𝐵 ⊙ 𝐴, 𝐶 ⊆ 𝐴 and 𝐵 ⊙ 𝐴 = 𝐵 ⊙ 𝐶 .

(proxy success) There is a set 𝐶 such that 𝐶 ⊆ 𝐵 ⊙ 𝐴, 𝐶 ⊆ 𝐶𝑛(𝐴) and 𝐵 ⊙ 𝐴 = 𝐵 ⊙ 𝐶 .

(weak proxy success) There is a set 𝐶 such that 𝐶 ⊆ 𝐵 ⊙ 𝐴 and 𝐵 ⊙ 𝐴 = 𝐵 ⊙ 𝐶 .

(conditional success) If 𝐴 ⧵ 𝐵 ⊆ 𝐵 ⊙ 𝐴, then 𝐴 ⊆ 𝐵 ⊙ 𝐴.

(uniform success) If for all subsets 𝐵′ ⊆ 𝐵, 𝐵′ ∪𝐴 ⊢ ⊥ iff 𝐵′ ∪𝐶 ⊢ ⊥, then 𝐴 ⊆ 𝐵 ⊙𝐴
iff 𝐶 ⊆ 𝐵 ⊙ 𝐶 .

Conditional success guarantees that if the difference between 𝐴 and 𝐵 is part of the final
result, then so is the whole 𝐴, which means that, if 𝐴 ⧵ 𝐵 is accepted, then the intersection
between them will not be rejected. Uniform success says that if two sets are inconsistent
with exactly the same subsets of 𝐵, then one of them should be absorbed in the selective
revision by it iff the same happens to the other one.

(vacuity) If 𝐵 ∪ 𝐴 ⊬ ⊥, then 𝐵 ⊙ 𝐴 = 𝐵 ∪ 𝐴

(consistency) 𝐵 ⊙ 𝐴 ⊬ ⊥

(weak consistency) If 𝐴 ⊬ ⊥, then 𝐵 ⊙ 𝐴 ⊬ ⊥

(inclusion) 𝐵 ⊙ 𝐴 ⊆ 𝐵 ∪ 𝐴

(weak inclusion) 𝐵 ⊙ 𝐴 ⊆ 𝐵 ∪ 𝐶𝑛(𝐴)

(very weak inclusion) 𝐵 ⊙ 𝐴 ⊆ 𝐶𝑛(𝐵 ∪ 𝐴)

(conditional inclusion) If 𝐴 ⊆ 𝐵 ⊙ 𝐴, then 𝐵 ⊙ 𝐴 ⊆ 𝐵 ∪ 𝐴.

(weak relevance) If 𝐴 ⊆ 𝐵 ⊙ 𝐴, 𝛽 ∈ 𝐵 and 𝛽 ∉ 𝐵 ⊙ 𝐴, then there is some 𝐵′ such that
𝐵 ⊙ 𝐴 ⊆ 𝐵′ ⊆ 𝐵 ∪ 𝐴, 𝐵′ ⊬ ⊥ but 𝐵′ ∪ {𝛽} ⊢⟂.

(conditional uniformity) If 𝐴 ⊆ 𝐵 ⊙ 𝐴 and for all subsets 𝐵′ of 𝐵 it holds that
𝐵′ ∪ 𝐴 ⊢ ⊥ iff 𝐵′ ∪ 𝐶 ⊢ ⊥, then 𝐵 ∩ (𝐵 ⊙ 𝐴) = 𝐵 ∩ (𝐵 ⊙ 𝐶).
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Weak inclusion shows that the selective revision of 𝐵 by 𝐴 is contained in the union of
𝐵 and the logical consequences of 𝐴, while very weak inclusion says that it is contained in
the logical consequences of the union of 𝐵 and 𝐴. Conditional inclusion is a weakening of
the traditional inclusion postulate for multiple by preconditioning 𝐴 in the final result. For
conditional uniformity, if 𝐴 is in the outcome and two consistent sets are inconsistent with
the same subsets of the original base, then the respective retained sentences of 𝐵 should
be identical. The other postulates’ intuition is the same for Multiple Selective Theory
Revision (Section 6.1.1).

Except for the new postulates choice success, conditional success, weak inclusion and
very weak inclusion, the other ones are straightforward generalizations of postulates for
Selective Base Revision [RGW+20].

6.2.2 Constructing the Operation
The intended operator can be constructed as follows:

Definition 92. Let 𝐵 be a belief base, ∗𝑝 be multiple package internal base revision for 𝐵 and
𝑓 be a function from (() × ()) to (). The multiple selective base revision ⊙, based
on ∗𝑝 and 𝑓 , is the operation such that for every finite set 𝐴:

𝐵 ⊙ 𝐴 = 𝐵 ∗𝑝 𝑓 (𝐴)2

𝑓 is the transformation function on which ⊙ is based.

Similarly to the previous section, selective base revision becomes a particular case of
this new operator ⊙.

From Multiple Selective Theory Revision, some potential properties for 𝑓 remain the
same: choice, implication, weak implication, consistency and consistency preservation. Some
others needed to be adapted for belief bases. Extensionality was substituted by uniform
identity, which has a similar intuition.

(maximality) 𝑓 (𝐴) = 𝐴

(weak maximality) If 𝐵 ∪ 𝐴 ⊬ ⊥, then 𝑓 (𝐴) = 𝐴

(conditional maximality) if 𝐴 ⧵ 𝐵 ⊆ 𝑓 (𝐴), then 𝑓 (𝐴) = 𝐴

(idempotence) 𝑓 (𝑓 (𝐴)) = 𝑓 (𝐴)

(uniform identity) if for all 𝐵′ ⊆ 𝐵, 𝐵′ ∪ 𝐴 ⊢ ⊥ iff 𝐵′ ∪ 𝐶 ⊢ ⊥, then 𝑓 (𝐴) = 𝐴 iff
𝑓 (𝐶) = 𝐶 .

Uniform identity is a version of uniformity for 𝑓 . Conditional maximality states that if
the difference between 𝐴 and 𝐵 is chosen by the transformation function, then actually
the function chose the whole 𝐴. Maximality and weak maximality were suggested in
[KTF+11].

2 Although we write 𝑓 (𝐴), actually the transformation function is 𝑓𝐵(𝐴) since it also depends on 𝐵. We will
use 𝑓 (𝐴) for short.
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Observation 15. Let 𝐵 be a belief base, ∗𝑝 be a multiple package internal partial meet
base revision operator on 𝐵 that satisfies the postulates described in Theorem 15 and 𝑓 be a
transformation function. Let ⊙ be the multiple selective base revision operator on 𝐵 based on
∗𝑝 and 𝑓 . Then if 𝑓 satisfies:

1. weak implication, then ⊙ satisfies very weak inclusion.

2. consistency preservation, then ⊙ satisfies weak consistency.

3. implication, then ⊙ satisfies weak inclusion and weak consistency.

4. choice, then ⊙ satisfies inclusion.

5. weak maximality, then ⊙ satisfies very weak inclusion and vacuity.

Similarly to what happens with belief sets, the following observation demonstrates
that 𝑓 (𝐴) does not reject anything of 𝐴 given that 𝐴 is in the final result.

Observation 16. Let 𝐵 be a belief base, ∗𝑝 be a multiple package internal base revision
operator on 𝐵 that satisfies ∗-inclusion and 𝑓 be a transformation function. Let ⊙ be the
multiple selective base revision operator on 𝐵 based on ∗𝑝 and 𝑓 . If 𝐴 ⊆ 𝐵 ⊙ 𝐴 and 𝑓 satisfies
conditional maximality, then 𝑓 (𝐴) = 𝐴.

6.2.3 Representation Results
The following representation theorems have been obtained for three classes of mul-

tiple selective base revision functions. The first one involves the weakest version of
success:

Theorem 62. Let 𝐵 be a belief base in , and ⊙ be an operator on 𝐵. Then the following
conditions are equivalent:

1. ⊙ satisfies conditional inclusion, weak consistency, conditional uniformity, weak proxy
success, conditional success, uniform success and weak relevance.

2. There exists a multiple package partial meet base revision ∗𝑝 for 𝐵 that satisfies the
postulates described in Theorem 15 and a transformation function 𝑓 that satisfies
conditional maximality, consistency preservation, idempotence, uniform identity and
such that 𝐵 ⊙ 𝐴 = 𝐵 ∗𝑝 𝑓 (𝐴), for every finite set 𝐴.

To conclude, the proxy success and choice success versions:

Theorem 63. Let 𝐵 be a belief base in , and ⊙ be an operator on 𝐵. Then the following
conditions are equivalent:

1. ⊙ satisfies conditional inclusion, weak consistency, conditional uniformity, proxy success,
conditional success, uniform success and weak relevance.

2. There exists a multiple package partial meet base revision ∗𝑝 for 𝐵 that satisfies the
postulates described in Theorem 15 and a transformation function 𝑓 that satisfies
conditional maximality, consistency preservation, idempotence, implication, uniform
identity and such that 𝐵 ⊙ 𝐴 = 𝐵 ∗𝑝 𝑓 (𝐴), for every finite set 𝐴.
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Theorem 64. Let 𝐵 be a belief base in , and ⊙ be an operator on 𝐵. Then the following
conditions are equivalent:

1. ⊙ satisfies inclusion, weak consistency, conditional uniformity, choice success, condi-
tional success, uniform success and weak relevance.

2. There exists a multiple package partial meet base revision ∗𝑝 for 𝐵 that satisfies the
postulates described in Theorem 15 and a transformation function 𝑓 that satisfies
conditional maximality, consistency preservation, idempotence, choice, uniform identity
and such that 𝐵 ⊙ 𝐴 = 𝐵 ∗𝑝 𝑓 (𝐴), for every finite set 𝐴.

The intuition behind these theorems are pretty much the same as for theories. Theorem
62 allows very general operations which do not demand 𝑓 (𝐴) to be derived from𝐴. Theorem
63 refers to the operations in which 𝑓 (𝐴) is limited to𝐴 and its logical consequences. Finally,
Theorem 64 represents the most restrictive ones since 𝑓 (𝐴) is limited to the subsets of
𝐴.

6.2.4 Example
In this section, we return to the example given at the beginning of this chapter to show

a possible application of the operators for bases defined here.

Example 3. (Example 2 revisited) Consider a representation in propositional logic for 𝐶’s
beliefs: the bedroom is organized (𝛼) but full of dust (𝜑), the bathroom is flooded (𝛽), the
kitchen is full of food scraps (𝜆), and the living room is neat (𝜙). In addition, a clean kitchen
(𝜓 ) is not consistent with food scraps (𝜆 → ¬𝜓 ), and a broken object in the living room (𝛿)
makes it not neat (𝛿 → ¬𝜙). The other robots tell that the beds need to be made (¬𝛼), there
is a silver tap in the bathroom (𝜔) that is open (𝜇, thus 𝜇 ∧ 𝜔), there is a broken vase in the
living room (𝛿) because of a dinosaur that has entered there (𝜃 , thus 𝜃 ∧ 𝛿) and the kitchen is
clean (𝜓 ).

We are going to represent the filter by an 𝑓 that satisfies implication, which means that
it accepts the logical consequences of the input. Then the filter works as follows: 𝑓 ({¬𝛼, 𝜇 ∧
𝜔, 𝜃 ∧ 𝛿, 𝜓}) = {¬𝛼, 𝜇, 𝛿}.

After that, a prioritized revision is applied: 𝐵 ⊙ 𝐴 = {𝛼, 𝜑, 𝛽, 𝜆, 𝜆 → ¬𝜓 , 𝜙, 𝛿 → ¬𝜙} ∗𝑝
{¬𝛼, 𝜇, 𝛿}. A possible final result could be {¬𝛼, 𝜑, 𝜇, 𝛽, 𝜆, 𝜆 → ¬𝜓 , 𝜙, 𝛿, 𝛿 → ¬𝜙}.

6.3 Related Work
As presented in Chapter 4, there is broad literature about non-prioritized revision

operations that accept sets of sentences as input. Comparing to approaches that, as well as
selective revision, follow the decision + revision two-step method, we find, for example, the
use of core beliefs. Evaluative Multiple Revision [YJW14] works with belief states formed by
a belief base 𝐵 and a subset 𝐴 of it that is immune to revision. An input set is submitted to a
pre-processing that classifies its sentences into two disjoint sets of plausible or implausible
information (consistent or not with 𝐴). Both sets are considered in the revision process
since 𝐵 can be initially inconsistent. Then, all implausible information has to be given
up. Our approach developed in this chapter does not assume that there is a core or a set
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of credible sentences, and permits partial acceptance (including weakening), making the
transformation function more general.

In [KTF+11] the authors proposed a concrete implementation of a transformation
function using Deductive Argumentation [BH01] as the tool to evaluate the desirability of
new information for a belief base. To allow a new belief to contain arguments, they worked
with a multiple version of Selective Revision for bases. However, they explored a smaller set
of properties, not working with different success/inclusion cases or relevance, for example.
Also, the input sets considered in this chapter do not originate from argumentation, and
we also brought a generalization for theories.
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Chapter 7

Multiple Choice Revision

In this chapter, we will propose an axiomatic characterization of the operation of
Multiple Choice Revision, which will be explored from two sides. Firstly, a list of rationality
postulates that establish the properties that the operation may satisfy. Secondly, two
mathematical constructions that show how the operation can be built. Representation
theorems, then, prove the equivalence between the constructions and a set of rationality
postulates. All the proofs can be found in Appendix B.

In this proposal, we are going to apply a partial expansion operator but with a slight
modification in its construction. First, we define a weak partial sum set 1⊥ that is identical
to the one from Definition 57 except for the fact that if 𝐴 ⊢ ⊥, then 𝐵 1⊥ 𝐴 = ∅. The
weak partial expansion operator ∔⊥ is proposed as in Definition 60 but applying 1⊥. A
representation result is given below:

Theorem 65. ∔ is a weak partial expansion iff, for every sets 𝐴, 𝐵 and 𝐶 , it satisfies ∔-
inclusion, ∔-preservation, ∔-coincidence and, in addition, the following postulate:

(∔-weak success) If 𝐴 ≠ ∅ and 𝐴 ⊬ ⊥, then 𝐴 ∩ (𝐵 ∔ 𝐴) ≠ ∅.

∔ is consistency-preserving iff it in addition satisfies ∔-consistency.

7.1 Properties
Let 𝐴, 𝐵 and 𝐶 be belief bases and ∗𝑐 be a binary multiple revision operator that takes a

belief base and a set of sentences as input. We bring the following properties as reasonable
postulates for choice revision operations:

(∗𝑐 -inclusion) 𝐵 ∗𝑐 𝐴 ⊆ 𝐵 ∪ 𝐴

(∗𝑐 -weak success) if 𝐴 ≠ ∅ and 𝐴 ⊬ ⊥, then 𝐴 ∩ (𝐵 ∗𝑐 𝐴) ≠ ∅

(∗𝑐 -vacuity 1) if 𝐴 = ∅ or 𝐴 ⊢ ⊥, then 𝐵 ∗𝑐 𝐴 = 𝐵

(∗𝑐 -vacuity 2) if 𝐴 ∩ 𝐵 ≠ ∅, then 𝐵 ∗𝑐 𝐴 = 𝐵

(∗𝑐 -vacuity 3) if 𝐵 ∪ 𝐴 ⊬ ⊥, then 𝐵 ∗𝑐 𝐴 = 𝐵 ∪ 𝐴
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(∗𝑐 -vacuity 4) if 𝐵 ∪ 𝐴 ⊬ ⊥, then 𝐵 ⊆ 𝐵 ∗𝑐 𝐴

(∗𝑐 -strong consistency) 𝐵 ∗𝑐 𝐴 ⊬ ⊥

(∗𝑐 -weak consistency) if 𝐴 ⊬ ⊥, then 𝐵 ∗𝑐 𝐴 ⊬ ⊥

(∗𝑐 -uniformity 1) given two consistent bases 𝐴 and 𝐶 , if it holds for all 𝐵′ ⊆ 𝐵 that
𝐵′∪{𝛼} ⊢ ⊥ for every 𝛼 ∈ 𝐴 iff 𝐵′∪{𝜓} ⊢ ⊥ for every 𝜓 ∈ 𝐶 , then 𝐵⧵(𝐵 ∗𝑐 𝐴) = 𝐵⧵(𝐵 ∗𝑐 𝐶)

(∗𝑐 -uniformity 2) given two consistent bases 𝐴 and 𝐶 , if it holds for all 𝐵′ ⊆ 𝐵 that
𝐵′∪{𝛼} ⊬ ⊥ for some 𝛼 ∈ 𝐴 iff 𝐵′∪{𝜓} ⊬ ⊥ for some 𝜓 ∈ 𝐶 , then 𝐵∩(𝐵 ∗𝑐 𝐴) = 𝐵∩(𝐵 ∗𝑐 𝐶)

(∗𝑐 -relevance) if 𝜑 ∈ 𝐵 ⧵ 𝐵 ∗𝑐 𝐴, then there is some 𝐵′ with 𝐵 ∩ (𝐵 ∗𝑐 𝐴) ⊆ 𝐵′ ⊆ 𝐵, such
that 𝐵′ ∪ {𝜓} ⊬ ⊥ for some 𝜓 ∈ 𝐴 and 𝐵′ ∪ {𝜑} ∪ {𝜆} ⊢ ⊥ for every 𝜆 ∈ 𝐴

(∗𝑐 -core retainment) if 𝜑 ∈ 𝐵 ⧵𝐵 ∗𝑐 𝐴, then there is some 𝐵′ ⊆ 𝐵, such that 𝐵′ ∪{𝜓} ⊬ ⊥
for some 𝜓 ∈ 𝐴 and 𝐵′ ∪ {𝜑} ∪ {𝜆} ⊢ ⊥ for every 𝜆 ∈ 𝐴

(∗𝑐 -iteration) 𝐵 ∗𝑐 𝐴 = (𝐵 ∩ (𝐵 ∗𝑐 𝐴)) ∗𝑐 𝐴

(∗𝑐 -coincidence) if 𝐴 ∩ 𝐵 ≠ ∅ and 𝐴 ⊆ 𝐶 ⊆ (𝐴 ∪ 𝐵), then 𝐵 ∗𝑐 𝐴 = 𝐵 ∗𝑐 𝐶

(∗𝑐 -confirmation) if (𝐴 ∩ (𝐵 ∗𝑐 𝐴)) ⊆ 𝐵, then 𝐵 ∗𝑐 𝐴 = 𝐵

∗𝑐-inclusion states that any change operation between two arbitrary sets is included in
the union of them. ∗𝑐-weak success ensures that if the input is non-empty and consistent,
then a subset of it will be included in the final result. ∗𝑐-vacuity 1 brings that nothing
is changed if the input set is inconsistent. ∗𝑐-vacuity 2 establishes that if there is an
intersection between the input and the original base, then nothing needs to be done.
∗𝑐-vacuity 3 determines that if the input set is consistent with the previous belief base,
then the final result is equal to the union of them. ∗𝑐-vacuity 4 brings the fact that if 𝐵
is consistent with the input set, then nothing is removed from 𝐵. ∗𝑐-strong consistency
guarantees that the final result is always consistent. ∗𝑐-uniformity 1 states that if every
piece of two consistent sets is inconsistent with the same subsets of the original belief base
𝐵, then the respective removed sentences of 𝐵 should be identical. ∗𝑐-uniformity 2 states
that if both 𝐴 and 𝐶 have pieces consistent with the same subsets of the original belief
base 𝐵, then the retained sentences of 𝐵 should be identical in both operations. ∗𝑐-relevance
and ∗𝑐-core-retainment bring the intuition that nothing is cut out from the original belief
base except if its removal somehow contributes to making the new belief base consistent.
∗𝑐-iteration establishes that if the preserved sentences of a base 𝐵 in a choice revision by
𝐴 are submitted to a new choice revision by 𝐴, then the result is the same. ∗𝑐-coincidence
determines that if there is a non-empty intersection between 𝐵 and 𝐴 and 𝐴 is a subset of
another base 𝐶 contained in the union of the 𝐵 and 𝐴, then the choice revision of 𝐵 by 𝐴
or 𝐶 gives the same outcome. ∗𝑐-confirmation expresses the intuition that if the part of 𝐴
considered plausible and expected to be accepted is already included in the original belief
base, then nothing needs to be done.

Among the listed postulates, ∗𝑐-vacuity 1 is an adaptation of a similar postulates
from [FKIRS12]; ∗𝑐-vacuity 3 comes from [FKIRS12]; ∗𝑐-success, ∗𝑐-relevance, ∗𝑐-iteration,
∗𝑐-coincidence and ∗𝑐-confirmation come from [Zha18]; ∗𝑐-uniformity 1 and ∗𝑐-uniformity 2
are adaptations from [FKIRS12] and [Zha18], and ∗𝑐-inclusion, ∗𝑐-strong consistency and
∗𝑐-core retainment are adaptations of similar postulates from singleton revision [Han99b].
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The remaining postulates (∗𝑐-weak success, ∗𝑐-vacuity 2 and ∗𝑐-vacuity 4) are new. ∗𝑐-weak
success is necessary to represent the specific success condition of the operation. ∗𝑐-vacuity
2 and ∗𝑐-vacuity 4 serve to express more possibilities for the operation’s behaviour.

The observation below brings some relations among postulates:

Observation 17. (a) If an operator satisfies relevance, then it satisfies core-retainment.

(b) An operator satisfies uniformity 1 iff it satisfies uniformity 2.

(c) If an operator satisfies core-retainment, then it satisfies vacuity 4.

(d) If an operator satisfies vacuity 1, vacuity 2 and weak success, then it satisfies confirmation.

(e) If an operator satisfies vacuity 3, then it satisfies vacuity 4.

Although ∗𝑐-vacuity 4 follows from ∗𝑐-vacuity 3, as seen above, ∗𝑐-vacuity 4 is not
superfluous because each of these postulates serves a different purpose. ∗𝑐-vacuity 3
represents the approach when in a situation of consistency between base and input you
want everything in the final result (see Section 7.3). For the same premise, ∗𝑐-vacuity 4
only guarantees that nothing is removed from the base, i.e. not necessarily the input set
will be fully absorbed.

7.2 Constructions
By generalizing two specific approaches from classical base revision, it is possible to

achieve two suitable constructions for choice revision: one based on remainder sets and
the other on kernel sets.

7.2.1 Partial Meet
The Partial Meet construction is based on the concept of remainder set. Each element

of the remainder set related to the choice revision of 𝐵 by 𝐴 is a maximal subset of 𝐵
consistent with some part of 𝐴. By maximal we mean that the addition of any other
element of 𝐵 to an element of the remainder set would make the latter inconsistent with
every element of 𝐴. Formally, it is possible to define a remainder set for choice revision
that does not depend on the negation of formulas (𝐵 ↓𝑐 𝐴) in the following way:

Definition 93. 𝑋 ∈ 𝐵 ↓𝑐 𝐴, 𝐴 ≠ ∅ iff:

• 𝑋 ⊆ 𝐵, 𝑋 ≠ ∅;

• ∃𝜓 ∈ 𝐴 s.t. 𝑋 ∪ {𝜓} ⊬ ⊥;

• ∀𝑋 ′ s.t. 𝑋 ⊂ 𝑋 ′ ⊆ 𝐵 it holds that ∀𝜆 ∈ 𝐴, 𝑋 ′ ∪ {𝜆} ⊢ ⊥.

From this definition, it is easy to see that if 𝐵 is consistent with some element of 𝐴 or if
𝐵 is consistent and there is a non-empty intersection between 𝐵 and 𝐴, then the remainder
set is a unit set (with exactly 𝐵):

Observation 18. If there exists 𝜓 ∈ 𝐴 such that 𝐵 ∪ {𝜓} ⊬ ⊥ or if 𝐵 ⊬ ⊥ and 𝐵 ∩ 𝐴 ≠ ∅,
then 𝐵 ↓𝑐 𝐴 = {𝐵}.
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In addition, if two sets 𝐴 and 𝐶 have consistent elements with exactly the same subsets
of a belief base 𝐵, then their remainders coincide:

Observation 19. Let 𝐴, 𝐵 and 𝐶 be belief bases. If it holds for all 𝐵′ ⊆ 𝐵 that 𝐵′ ∪ {𝛼} is
consistent for some 𝛼 ∈ 𝐴 iff 𝐵′ ∪ {𝜓} is consistent for some 𝜓 ∈ 𝐶 , then 𝐵 ↓𝑐 𝐴 = 𝐵 ↓𝑐 𝐶 .

After computing the remainder set, a selection function will be responsible for choosing
some element(s) of it:

Definition 94. [FKIRS12] Let 𝐵 be a belief base. 𝛾 is a selection function for 𝐵 iff for every
set 𝐴:

1. If 𝐵 ↓𝑐 𝐴 ≠ ∅, then ∅ ≠ 𝛾 (𝐵 ↓𝑐 𝐴) ⊆ 𝐵 ↓𝑐 𝐴.

2. If 𝐵 ↓𝑐 𝐴 = ∅, then 𝛾 (𝐵 ↓𝑐 𝐴) = {𝐵}.

It is interesting to observe that if 𝐵 and 𝐴 have sentences in common, these sentences
will be part of every element of the remainder set:

Observation 20. Let 𝛾 be a selection function for 𝐵. If 𝐵 ⊬ ⊥, then 𝐵 ∩ 𝐴 ⊆ ⋂ 𝛾 (𝐵 ↓𝑐 𝐴) for
every 𝐴.

Applying the concepts of remainder set and selection function, the choice partial meet
revision operator can be defined in the following way:

Definition 95. Let 𝐵 be a belief base, 𝛾 a selection function for 𝐵 and ∔⊥ a consistency-
preserving weak partial expansion operator for 𝐵. The multiple choice partial meet base
revision on 𝐵 that is generated by 𝛾 and ∔⊥ is the operator ∗𝛾∔ such that, for every set 𝐴, if
𝐵 ⊬ ⊥ or 𝐵 ∩ 𝐴 = ∅:

𝐵 ∗𝛾∔ 𝐴 =
{

⋂ 𝛾 (𝐵 ↓𝑐 𝐴) ∔⊥ 𝐴 if 𝐴 ≠ ∅ and 𝐴 ⊬ ⊥
𝐵 otherwise

An operator ∗ is a multiple choice partial meet base revision on 𝐵 iff there is a selection function
𝛾 for 𝐵 and a consistency-preserving partial expansion operator ∔⊥ such that for all sets 𝐵,
𝐵 ∗ 𝐴 = 𝐵 ∗𝛾∔ 𝐴.

Looking at the defined construction, it is possible to see that what remains from 𝐵 in the
final result is exactly the intersection of what was chosen by the selection function:

Observation 21. Let ∗𝛾∔ be a multiple choice partial meet base revision as proposed in
Definition 95. Then, if 𝐵 ⊬ ⊥ or 𝐵 ∩ 𝐴 = ∅, 𝐵 ∩ (𝐵 ∗𝛾∔ 𝐴) = ⋂ 𝛾 (𝐵 ↓𝑐 𝐴).

The next result states some properties satisfied by the operator defined above:

Observation 22. Let ∗𝛾∔ be a multiple choice partial meet base revision as proposed in
Definition 95. Then ∗𝛾∔ satisfies ∗𝑐-iteration and ∗𝑐-coincidence.

The following representation theorem shows the equivalence between the defined
operator and a set of postulates:

Theorem 66. An operator ∗ is a multiple choice partial meet base revision for 𝐵 iff it
satisfies: ∗𝑐-inclusion, ∗𝑐-weak consistency, ∗𝑐-weak success, ∗𝑐-vacuity 1, ∗𝑐-uniformity 2 and
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∗𝑐-relevance.

7.2.2 Kernel
The Kernel construction is based on the concept of kernel set. Each element of the

kernel set related to the choice revision of 𝐵 by 𝐴 is a minimal subset of 𝐵 inconsistent
with every part of 𝐴. By minimal we mean that any proper subset of 𝑋 is consistent with
some part of 𝐴. Formally, it is possible to define a kernel set for choice revision that does
not depend on the negation of formulas (𝐵 ⇊𝑐 𝐴) in the following way:

Definition 96. 𝑋 ∈ 𝐵 ⇊𝑐 𝐴, 𝐴 ≠ ∅ iff:

• 𝑋 ⊆ 𝐵, 𝑋 ≠ ∅;

• ∀𝜆 ∈ 𝐴, 𝑋 ∪ {𝜆} ⊢ ⊥;

• ∀𝑋 ′ ⊂ 𝑋 ⊆ 𝐵, ∃𝜓 ∈ 𝐴 s.t. 𝑋 ′ ∪ {𝜓} ⊬ ⊥.

By this definition, if 𝐵 is consistent with a subset of 𝐴, then the kernel set will be
empty:

Observation 23. If there exists 𝜓 ∈ 𝐴 such that 𝐵 ∪ {𝜓} ⊬ ⊥ or if 𝐵 ⊬ ⊥ and 𝐵 ∩ 𝐴 ≠ ∅,
then 𝐵 ⇊𝑐 𝐴 = ∅.

In addition, if 𝐵 is consistent and the pre-condition for ∗𝑐-coincidence is satisfied, then
the kernel sets for 𝐴 and 𝐶 coincide:

Observation 24. Let 𝐵 be a consistent set. If 𝐴 ∩ 𝐵 ≠ ∅ and 𝐴 ⊆ 𝐶 ⊆ (𝐴 ∪ 𝐵), then
𝐵 ⇊𝑐 𝐴 = 𝐵 ⇊𝑐 𝐶 .

The next counterexample shows why 𝐵 needs to be consistent:

Example 4. Let 𝐵 = {𝑝, 𝑝 → 𝑞, 𝑠,¬𝑞}, 𝐶 = {𝑠,¬𝑞} and 𝐴 = {¬𝑞}. Hence, 𝐴 ∩ 𝐵 ≠ ∅ and
𝐴 ⊆ 𝐶 ⊆ (𝐴 ∪ 𝐵). We have that 𝐵 ⇊𝑐 𝐴 = {{𝑝, 𝑝 → 𝑞}} but 𝐵 ⇊𝑐 𝐶 = {{𝑝, 𝑝 → 𝑞,¬𝑞}}.

After the definition of kernel set, we need an incision function that will be responsible
for eliminating at least one sentence from each of the elements of the computed set:

Definition 97. [FKIRS12] Let 𝐵 be a belief base. 𝜎 is an incision function for 𝐵 iff, for all
consistent set 𝐴:

1. 𝜎 (𝐵 ⇊𝑐 𝐴) ⊆ ⋃𝐵 ⇊𝑐 𝐴

2. If 𝑋 ∈ 𝐵 ⇊𝑐 𝐴, then 𝑋 ∩ (𝜎 (𝐵 ⇊𝑐 𝐴)) ≠ ∅

From what has been defined so far, it is possible to infer that, if 𝐵 is consistent, the
sentences in common between it and the input will not be part of any element of the
kernel set:

Observation 25. Let 𝜎 be an incision function for 𝐵. If 𝐵 ⊬ ⊥, then 𝐵 ∩ 𝐴 ⊆ (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴))
for every A.

The example below, expressed in propositional logic, shows that Observations 23 and
25 may be not valid when 𝐵 is inconsistent:
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Example 5. Let 𝐵 = {𝛼, 𝛼 → 𝛽,¬𝛽} and 𝐴 = {𝛼, 𝛽}. Then 𝐵 ⇊𝑐 𝐴 = {{𝛼, 𝛼 → 𝛽,¬𝛽}},
which implies that, in this case, the kernel set is not empty and 𝐵 ∩ 𝐴 = {𝛼} may be chosen
by the incision function.

Applying the concepts of kernel set and incision function, the choice kernel revision
operator can be defined in the following way:

Definition 98. Let 𝐵 be a belief base, 𝜎 be an incision function for 𝐵 and ∔⊥ a consistency-
preserving weak partial expansion operator. The multiple choice kernel base revision on 𝐵
generated by 𝜎 and ∔⊥ is the operator ∗𝜎∔ s.t., for every set 𝐴, if 𝐵 ⊬ ⊥ or 𝐵 ∩ 𝐴 = ∅:

𝐵 ∗𝜎∔ 𝐴 =
{

(𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ∔⊥ 𝐴 if 𝐴 ≠ ∅ and 𝐴 ⊬ ⊥
𝐵 otherwise

An operator ∗ is a choice kernel revision for 𝐵 iff there is an incision function 𝜎 for 𝐵 and a
consistency-preserving weak partial expansion operator ∔⊥ such that, for every set 𝐴, if 𝐵 ⊬ ⊥
or 𝐵 ∩ 𝐴 = ∅, 𝐵 ∗ 𝐴 = 𝐵 ∗𝜎∔ 𝐴.

The observation below brings an important intuition about the operator: what is pre-
served from 𝐵 after the revision process is exactly what remained after the incision:

Observation 26. Let ∗𝜎∔ be a multiple choice kernel base revision as proposed in Definition
98. Then, if 𝐵 ⊬ ⊥ or 𝐵 ∩ 𝐴 = ∅, 𝐵 ∩ (𝐵 ∗𝜎∔ 𝐴) = 𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴).

Moreover, the next counterexample proves the necessity of the restrictions on 𝐵 and 𝐴
for the result:

Example 6. For a situation where 𝐵 is inconsistent and has a non-empty intersection with
𝐴, let 𝐵 = {𝛼, 𝛼 → 𝛽 ∧ 𝛿,¬𝛽,¬𝛿} and 𝐴 = {𝛼, 𝜑}. Then, the kernel set of 𝐵 by 𝐴 has two
elements 𝑋1 and 𝑋2: 𝑋1 = {𝛼, 𝛼 → 𝛽 ∧ 𝛿,¬𝛽} and 𝑋2 = {𝛼, 𝛼 → 𝛽 ∧ 𝛿,¬𝛿}.

Suppose that 𝜎 (𝑋1) = {𝛼} and 𝜎 (𝑋2) = {𝛼 → 𝛽 ∧ 𝛿}. Hence, 𝐵 ∗𝜎∔ 𝐴 = (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐
𝐴)) ∔⊥ 𝐴 = {¬𝛽,¬𝛿} ∔⊥ 𝐴. A possible final result is {¬𝛽,¬𝛿, 𝛼}. But, in this case, 𝐵 ∩ (𝐵 ∗𝜎∔
𝐴) = {¬𝛽,¬𝛿, 𝛼} and 𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴) = {¬𝛽,¬𝛿}, which proves that they are not equal.

The problem here is that a sentence from the intersection entered as part of an element
of the kernel set, was chosen by the incision function and was later re-added by the partial
expansion operator.

The next result states some properties satisfied by the defined construction and the
example that follows after illustrates the need for the restrictions:

Observation 27. Let ∗𝜎∔ be a multiple choice kernel base revision as proposed in Definition
98. Then, if 𝐵 ⊬ ⊥ or 𝐵 ∩ 𝐴 = ∅, ∗𝜎∔ satisfies ∗𝑐-iteration and ∗𝑐-coincidence.

Example 7. (Examples 4 and 6 revisited) Considering the same scenario as in Example 6, we
have that 𝐵 ∗𝜎∔ 𝐴 = {¬𝛽,¬𝛿} ∔⊥ 𝐴 and a possible result for this revision is {¬𝛽,¬𝛿, 𝛼}.

In order to analyze ∗𝑐-iteration, we have that 𝐵∩(𝐵 ∗𝜎∔ 𝐴) = {¬𝛽,¬𝛿, 𝛼}. Thus, (𝐵∩(𝐵 ∗𝜎∔
𝐴)) ⇊𝑐 𝐴 = ∅ (Observation 23). Hence, (𝐵 ∩ (𝐵 ∗𝜎∔ 𝐴)) ∗𝜎∔ 𝐴 = {¬𝛽,¬𝛿, 𝛼} ∔⊥ 𝐴 and nothing
guarantees that the weak partial expansion operator will give the same outcome from 𝐵 ∗𝜎∔ 𝐴.
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Regarding ∗𝑐-coincidence, from Example 4 we have that, since 𝐵∩𝐴 ≠ ∅, if 𝐵 is inconsistent,
then 𝐵 ⇊𝑐 𝐴 may be different from 𝐵 ⇊𝑐 𝐶 , which implies that the result 𝐵 ∗𝜎∔ 𝐴 = 𝐵 ∗𝜎∔ 𝐶
is not guaranteed.

Now we have the kernel version of Observation 19: if every element of two sets 𝐴 and
𝐶 are inconsistent with exactly the same subsets of a belief base 𝐵, then their kernel sets
coincide:

Observation 28. Let 𝐴, 𝐵 and 𝐶 be belief bases. If it holds for all 𝐵′ ⊆ 𝐵 that 𝐵′ ∪ {𝛼} ⊢ ⊥
for every 𝛼 ∈ 𝐴 iff 𝐵′ ∪ {𝜓} ⊢ ⊥ for every 𝜓 ∈ 𝐶 , then 𝐵 ⇊𝑐 𝐴 = 𝐵 ⇊𝑐 𝐶 .

In order to show the equivalence between the defined operator and a set of postulates,
we obtained the following representation theorem:

Theorem 67. An operator ∗ is a multiple choice kernel base revision for 𝐵 iff it satisfies:
∗𝑐 -inclusion, ∗𝑐 -weak consistency, ∗𝑐 -weak success, ∗𝑐 -vacuity 1, ∗𝑐 -uniformity 1 and
∗𝑐 -core retainment.

From representation theorems 66 and 67 and Observation 17 it is possible to infer
that the multiple partial meet choice revision operators satisfy all the postulates that
axiomatically characterize the multiple kernel choice revision operators. The corollary
below expresses this result:

Corollary 2. Let 𝐵 be a belief base. If ∗𝑐 is a multiple choice partial meet base revision for
𝐵, then ∗𝑐 is a multiple choice kernel base revision for 𝐵.

7.3 Maximal Expansion

An interesting case deserves our attention: when the input 𝐴 is consistent with the
base 𝐵. Although their simple union of them results in a consistent set, the product of a
kernel choice revision of 𝐵 by 𝐴 depends on the partial expansion operator. It is possible to
establish a specific kind of partial expansion operator which works as a classical expansion
operator when 𝐵 is consistent with 𝐴, i.e., 𝐵 ∔ 𝐴 = 𝐵 ∪ 𝐴. Based on this scenario, it is
possible to derive a new postulate for partial expansions:

(∔-maximal expansion) if 𝐵 ∪ 𝐴 ⊬ ⊥, then 𝐵 ∪ 𝐴 ⊆ 𝐵 ∔ 𝐴

The theorem below is a variant of Theorem 35 that covers this new possibility:

Theorem 68. Let ∔ be a partial expansion operator that satisfies the postulates described
in Theorem 35. ∔ is a maximal partial expansion iff it in addition satisfies ∔-maximal
expansion.

Finally, the following observation shows the consequence of this variant on the prop-
erties of a choice revision operator based on it:

Observation 29. Let 𝐵 be a belief base, ∔ be a partial expansion operator and ∗𝑐 a multiple
kernel (partial meet) choice revision for 𝐵 based on ∔. If ∔ is a maximal partial expansion,
then ∗𝑐 satisfies ∗𝑐-vacuity 3.
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7.4 Minimal Work
There is another possibility for choice revision that consists in doing nothing when

there is a non-empty intersection between the belief base and the input set. The idea, in
this case, is that the success condition was previously satisfied (given that there is at least
one element of the input in the original base) and nothing else needs to be done.

For this purpose, the constructions could be adapted in the following way:

Definition 99. Let 𝐵 be a belief base, 𝛾 (𝜎 ) a selection (incision) function for 𝐵 and ∔⊥ a
consistency-preserving weak partial expansion operator for 𝐵. The multiple choice partial
meet base revision (multiple choice kernel base revision) on 𝐵 that is generated by 𝛾 (𝜎 ) and
∔⊥ is the operator ∗𝛾∔ (∗𝜎∔) such that, for every set 𝐴:

𝐵 ∗𝛾∔ 𝐴 =
{

⋂ 𝛾 (𝐵 ↓𝑐 𝐴) ∔⊥ 𝐴 if 𝐴 ≠ ∅, 𝐴 ⊬ ⊥ and 𝐵 ∩ 𝐴 = ∅
𝐵 otherwise

𝐵 ∗𝜎∔ 𝐴 =
{

(𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ∔⊥ 𝐴 if 𝐴 ≠ ∅, 𝐴 ⊬ ⊥ and 𝐵 ∩ 𝐴 = ∅
𝐵 otherwise

An operator ∗ is a multiple choice partial meet base revision (multiple choice kernel base
revision) on 𝐵 iff there is a selection (incision) function 𝛾 (𝜎 ) for 𝐵 and a consistency-preserving
partial expansion operator ∔⊥ such that, for every set 𝐴, 𝐵 ∗ 𝐴 = 𝐵 ∗𝛾∔ 𝐴 (𝐵 ∗ 𝐴 = 𝐵 ∗𝜎∔ 𝐴).

The following observation shows the consequence of this modified operator on a
property of choice revisions obtained from it:

Observation 30. Let 𝐵 be a belief base, ∔ be a partial expansion operator and ∗𝑐 a multiple
choice partial meet (kernel) base revision for 𝐵 based on ∔ as proposed in Definition 99. Then
∗𝑐 satisfies ∗𝑐-vacuity 2.

7.5 Example
For illustration purposes, we can imagine the following context. Suppose that we

believe that birds fly, that birds are cold-blooded and that Tweety is a bird. Naturally, every
flying animal and every cold-blooded animal is an animal. Then we receive a bunch of
new beliefs telling us that Tweety does not fly and that birds are neither animals nor
cold-blooded. This situation could be expressed using a Description Logic syntax:

Initial beliefs (B): (I) 𝐵𝑖𝑟𝑑 ⊑ 𝐹 𝑙𝑦𝑖𝑛𝑔𝐴𝑛𝑖𝑚𝑎𝑙, (II) 𝐹 𝑙𝑦𝑖𝑛𝑔𝐴𝑛𝑖𝑚𝑎𝑙 ⊑ 𝐴𝑛𝑖𝑚𝑎𝑙, (III)
𝐵𝑖𝑟𝑑(𝑇𝑤𝑒𝑒𝑡𝑦), (IV) 𝐵𝑖𝑟𝑑 ⊑ 𝐶𝑜𝑙𝑑𝐴𝑛𝑖𝑚𝑎𝑙, (V) 𝐶𝑜𝑙𝑑𝐴𝑛𝑖𝑚𝑎𝑙 ⊑ 𝐴𝑛𝑖𝑚𝑎𝑙.

New beliefs (A):𝐵𝑖𝑟𝑑 ⊑ ¬𝐴𝑛𝑖𝑚𝑎𝑙 ,¬𝐹 𝑙𝑦𝑖𝑛𝑔𝐴𝑛𝑖𝑚𝑎𝑙(𝑇𝑤𝑒𝑒𝑡𝑦),𝐵𝑖𝑟𝑑 ⊑ ¬𝐶𝑜𝑙𝑑𝐴𝑛𝑖𝑚𝑎𝑙 .

Now it is possible to calculate both the remainder set and the kernel set.

𝐵 ↓𝑐 𝐴 = {{I,II,III,V}, {I,II,IV,V}, {I,III,IV}, {II,III,IV,V}}
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𝐵 ⇊𝑐 𝐴 = {{I,II,III,IV},{I,III,IV,V}}

For partial meet revision, it is necessary to choose some element(s) of the remainder to
perform their intersection and then decide what will be absorbed from the input. Suppose
that the selection function chooses the first and the fourth elements. The intersection would
result in {𝐹 𝑙𝑦𝑖𝑛𝑔𝐴𝑛𝑖𝑚𝑎𝑙 ⊑ 𝐴𝑛𝑖𝑚𝑎𝑙 , 𝐵𝑖𝑟𝑑(𝑇𝑤𝑒𝑒𝑡𝑦), 𝐶𝑜𝑙𝑑𝐴𝑛𝑖𝑚𝑎𝑙 ⊑ 𝐴𝑛𝑖𝑚𝑎𝑙}. It permits the
whole input set to be incorporated without generating inconsistency. However, it does not
mean that it would be the best option, since 𝐵𝑖𝑟𝑑 ⊑ ¬𝐴𝑛𝑖𝑚𝑎𝑙 does not seem a reasonable
information to believe.

For kernel revision, it is necessary to perform an incision in each of the elements
of the kernel set. Suppose that the incision function chooses only the belief 𝐼 𝑉 (which
would be possible since it appears in both elements). The modified base would be {𝐵𝑖𝑟𝑑 ⊑
𝐹 𝑙𝑦𝑖𝑛𝑔𝐴𝑛𝑖𝑚𝑎𝑙, 𝐹 𝑙𝑦𝑖𝑛𝑔𝐴𝑛𝑖𝑚𝑎𝑙 ⊑ 𝐴𝑛𝑖𝑚𝑎𝑙, 𝐶𝑜𝑙𝑑𝐴𝑛𝑖𝑚𝑎𝑙 ⊑ 𝐴𝑛𝑖𝑚𝑎𝑙, 𝐵𝑖𝑟𝑑(𝑇𝑤𝑒𝑒𝑡𝑦)}. From
the input set, the only belief that could not be absorbed is the first one.

7.6 Connections between Selective Revision and
Choice Revision

When comparing the general idea of choice revision with the multiple operator for
belief bases defined in the preceding chapter, it is possible to notice some similarities.
More specifically, a more direct comparison is possible looking at a multiple selective base
revision operator that satisfies choice success (since the choice revision operators defined
in this chapter do not work with logical consequences of the input, but just with explicit
beliefs). Thus, if you look only at the final result of both operations (selective and choice),
the outcome represents the same mechanism: a belief base revised to accommodate a
subset of the input.

A natural question that arises is: are these operations equivalent? If yes, under what
conditions?

7.6.1 From Selective to Choice
The first analysis is whether a selective operator is a choice revision. In order to be a

multiple choice partial meet base revision, a selective operator has to satisfy ∗𝑐-inclusion,
∗𝑐-weak consistency, ∗𝑐-weak success, ∗𝑐-vacuity 1, ∗𝑐-uniformity 2 and ∗𝑐-relevance. Since
our comparison is with the selective operator with choice success, according to Theorem
64 the set of properties satisfied by the defined multiple selective base revision operator
is inclusion, weak consistency, conditional uniformity, choice success, conditional success,
uniform success and weak relevance.

More directly, ∗𝑐-inclusion, ∗𝑐-weak consistency and ∗𝑐-weak success are satisfied. For
∗𝑐-vacuity, we have two cases. If𝐴 = ∅, then 𝑓 (𝐴) = ∅ (according to 𝑓 -choice) but 𝐵 ∗𝑝 ∅ = 𝐵
only if 𝐵 is consistent. If 𝐴 ≠ ∅, even when 𝐴 ⊢ ⊥, then 𝐴 ∩ 𝐵 ⊙ 𝐴 ≠ ∅ (because of choice
success) and nothing guarantees that 𝐵 ⊙ 𝐴 = 𝐵. Thus, there should be an equivalent
property for selective.
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For ∗𝑐-relevance, if 𝐴 ⊆ 𝐵 ⊙ 𝐴, then it is readily satisfied. Otherwise, it depends on
the multiple package revision again (𝐵 ⊙ 𝐴 = 𝐵 ∗𝑝 𝑓 (𝐴)). Since ∗𝑝 satisfies relevance, we
have that if 𝜑 ∈ 𝐵 ⧵ 𝐵 ∗𝑝 𝑓 (𝐴), then there exists 𝐵′ such that 𝐵 ∩ (𝐵 ∗𝑝 𝑓 (𝐴)) ⊆ 𝐵′ ⊆ 𝐵,
𝐵′ ∪ 𝑓 (𝐴) ⊬ ⊥ but 𝐵′ ∪ {𝜑} ∪ 𝑓 (𝐴) ⊢ ⊥. Looking at ∗𝑐-relevance, given that 𝐵′ ∪ 𝑓 (𝐴) ⊬ ⊥
we have that 𝐵′ ∪ {𝜓} ⊬ ⊥ for some 𝜓 ∈ 𝐴. However, 𝐵′ ∪ {𝜑} ∪ 𝑓 (𝐴) ⊢ ⊥ does not imply
that 𝐵′ ∪ {𝜑} ∪ {𝜆} ⊢ ⊥ for every 𝜆 ∈ 𝐴. There should be a specific property for this
situation.

Regarding ∗𝑐-uniformity 2, we are going to consider ∗𝑐-uniformity 1 instead (Observation
17, item b). Assume that given two consistent bases 𝐴 and 𝐶 it holds for all 𝐵′ ⊆ 𝐵 that
𝐵′ ∪ {𝛼} ⊢ ⊥ for every 𝛼 ∈ 𝐴 iff 𝐵′ ∪ {𝜓} ⊢ ⊥ for every 𝜓 ∈ 𝐶 . Then it also holds that
𝐵′ ∪ 𝐴 ⊢ ⊥ iff 𝐵′ ∪ 𝐶 ⊢ ⊥. If 𝐴 ⊆ 𝐵 ⊙ 𝐴 we are done. Otherwise, it depends on ∗𝑝 , since
𝐵 ⊙ 𝐴 = 𝐵 ∗𝑝 𝑓 (𝐴), 𝑓 (𝐴) ⊆ 𝐴. However, although ∗𝑝 satisfies uniformity (Theorem 15), even
when 𝐵′ ∪ 𝐴 ⊢ ⊥ iff 𝐵′ ∪ 𝐶 ⊢ ⊥ nothing guarantees that 𝐵′ ∪ 𝑓 (𝐴) ⊢ ⊥ iff 𝐵′ ∪ 𝑓 (𝐶) ⊢ ⊥.
There should be also a specific property for 𝑓 in this case.

Observation 31. A multiple selective base revision operator is a multiple choice partial meet
base revision iff it satisfies in addition:

(vacuity 2) if 𝐴 = ∅ or 𝐴 ⊢ ⊥, then 𝐵 ⊙ 𝐴 = 𝐵

(choice relevance) if 𝜑 ∈ 𝐵 ⧵ 𝐵 ⊙ 𝐴, then there exists 𝐵′ such that 𝐵 ∩ (𝐵 ⊙ 𝐴) ⊆ 𝐵′ ⊆ 𝐵,
𝐵′ ∪ 𝜓 ⊬ ⊥ for some 𝜓 ∈ 𝐴 but 𝐵′ ∪ {𝜑} ∪ 𝜆 ⊢ ⊥ for every 𝜆 ∈ 𝐴.

(𝑓 -uniformity) if it holds for all 𝐵′∪𝐵 that 𝐵′∪𝐴 ⊢ ⊥ iff 𝐵′∪𝐶 ⊢ ⊥, then 𝐵′∪𝑓 (𝐴) ⊢ ⊥
iff 𝐵′ ∪ 𝑓 (𝐶) ⊢ ⊥

7.6.2 From Choice to Selective
Now we do the converse analysis. In order to be a multiple selective base revision,

a choice revision operator has to satisfy inclusion, weak consistency, conditional unifor-
mity, choice success, conditional success, uniform success and weak relevance. According
to Theorem 66, the set of properties satisfied by a multiple choice partial meet operator
is ∗𝑐-inclusion, ∗𝑐-weak consistency, ∗𝑐-weak success, ∗𝑐-vacuity 1, ∗𝑐-uniformity 2 and ∗𝑐-
relevance.

More directly, inclusion and weak consistency are satisfied. For conditional success we
have that if 𝐴 ⧵ 𝐵 ⊆ 𝐵 ∗𝑐 𝐴, then 𝐴 ⊆ 𝐵 ∗𝑐 𝐴, since from Observation 20 we know that the
intersection 𝐴 ∩ 𝐵 is preserved by the operation. For choice success, we have from ∗𝑐-weak
success that, if 𝐴 ≠ ∅ and 𝐴 ⊬ ⊥, then there is a set 𝐶 ⊆ 𝐴 such that 𝐶 ⊆ 𝐵 ∗𝑐 𝐴. However,
nothing guarantees that 𝐵 ∗𝑐 𝐴 = 𝐵 ∗𝑐 𝐶 ; an extra restriction would be necessary. For
uniform success, there is no correspondent condition in ∗𝑐 .

Regarding weak relevance and weak uniformity, following the same motivation from
selective, there should be a property that guarantees that if 𝐴 ⊆ 𝐵 ∗𝑐 𝐴, then ∗𝑐 works as a
package revision.

Observation 32. A multiple choice partial meet base revision is a multiple selective base
revision iff it satisfies in addition:

(iteration 2) 𝐵 ∗𝑐 𝐴 = 𝐵 ∗𝑐 (𝐴 ∩ (𝐵 ∗𝑐 𝐴))
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(success) 𝐴 ∩ (𝐵 ∗𝑐 𝐴) ≠ ∅

(uniform success) If 𝐴 ⊆ 𝐵 ∗𝑐 𝐴 and for all subsets 𝐵′ ⊆ 𝐵, 𝐵′ ∪ 𝐴 ⊢ ⊥ iff 𝐵′ ∪ 𝐶 ⊢ ⊥,
then 𝐴 ⊆ 𝐵 ∗𝑐 𝐴 iff 𝐶 ⊆ 𝐵 ∗𝑐 𝐶

(package uniformity) If 𝐴 ⊆ 𝐵 ∗𝑐 𝐴 and for all 𝐵′ ⊆ 𝐵, 𝐵′ ∪ 𝐴 ⊢ ⊥ iff 𝐵′ ∪ 𝐶 ⊢ ⊥,
then 𝐵 ∩ (𝐵 ∗ 𝐴) = 𝐵 ∩ (𝐵 ∗ 𝐶)

(package relevance) If 𝐴 ⊆ 𝐵 ∗𝑐 𝐴 and there is some 𝛽 ∈ 𝐵 such that 𝛽 ∉ 𝐵 ∗𝑐 𝐴,
then there is some 𝐵′ such that 𝐵 ∗𝑐 𝐴 ⊆ 𝐵′ ⊆ 𝐵 ∪ {𝐴}, 𝐵′ is consistent but 𝐵′ ∪ {𝛼} is
inconsistent

7.7 Related Work
The first definition of Multiple Choice Revision was given in [Fuh88]. Given two sets

𝐾 and 𝐴, Fuhrmann states that whatever the sentences from 𝐴 that an agent decides to
add to 𝐾 , there will be needed an incision on 𝐾 . So, according to the thesis, the agent
should “retract only those sentences which are, by comparison, the least important (the
most retractable) ones”. Representing this idea using the Levi Identity, we have: 𝐾 ∗𝑐 𝐴 =
[𝐾 −𝑐¬𝐴]+𝐴∩{𝛼 ∶ ¬𝛼 ∉ [𝐾 −𝑐¬𝐴]}1, where [𝐾 −𝑐¬𝐴] represents the choice contraction of
𝐾 by those elements of ¬𝐴 that are “easiest to retract”. Besides the fact that this definition
was given for propositional logic (including negation of sentences) and belief sets, there
was no axiomatic characterization (nor postulates neither representation theorems).

Zhang [Zha18] proposed two types of choice revision: one based on the Levi Identity
(contraction + expansion) and the other on external revision (expansion + contraction). Both
of them were axiomatically characterized. Although these approaches were developed for
bases, they depend on negation and disjunction of sentences and on multiple contraction
operations. Our approach can be applied to logics without negation and proposes a more
direct construction for revision (without using contraction as an intermediate step). In
addition, while Zhang’s approach was proposed only for consistent initial belief bases,
our operators restrict on consistency only if there is an intersection between the initial
base and the input set. As a final consideration, our proposal covers some variants of the
problem that Zhang does not (as shown in Section 7.3).

In [Han17], Hansson introduced a proposal to choice revision based on another ap-
proach to belief change named Descriptor Revision. This approach applies a “select-direct”
procedure by considering that there is a set of belief sets that work as possible results
of belief change and this change is implemented through a direct choice among these
possible results. This proposal for choice was further developed by Zhang [Zha19] and
the described operator was axiomatically characterized. Differently from the operator in
[Zha18] and more similar to ours, the Descriptor Revision-based operator was defined
without using contraction as an intermediate step. On the other hand, it was proposed for
belief sets instead of belief bases, which differs from our work. Furthermore, our approach
is not based on a “select-direct” methodology for belief change.

1 In his thesis, ¬𝐴 is defined as the set {¬𝛼 ∶ 𝛼 ∈ 𝐴}.
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Chapter 8

Algorithms

Among the advantages of using belief bases is obtaining a more suitable model for com-
putational purposes. In addition, it is desirable to have a paved path for future applications
of the Belief Revision theory explored here.

After defining constructions and proving their relation with a list of postulates, it is
possible to derive algorithms that show how to compute the remainder or kernel set for
the constructions. In this chapter, we present some algorithms for Multiple Revision, both
for package and choice, together with demonstrations of their correctness. The algorithms
were based on [Rib10, Res14].

All the auxiliary algorithms that compute just an element of the remainder or kernel
set are black-box type, in the sense that they call a reasoner we know nothing about.

8.1 Multiple Package Revision

As seen in Chapter 3, Falappa et. al. [FKIRS12] proposed two constructions for package
revision, focusing on belief bases and without using contraction as an intermediate step.
In this section we are going to propose algorithms that aim to obtain the kernel and
remainder sets related to that approach.

8.1.1 Package Partial Meet Revision
The first algorithm is an auxiliary function that receives a belief base 𝐵, an input set 𝐴

and a subset 𝑋 of 𝐵 (which may be empty) and computes an element of the remainder set of
𝐵 by 𝐴 of which 𝑋 is a subset. This computation is done by iterating over the whole 𝐵 and
trying to check, for each element, if after its addition to 𝑋 the resulting set is consistent
with 𝐴. If yes, the corresponding element of 𝐵 is added.

Note that every 𝑋 received is a potential seed for an element of the remainder, which
justifies the restriction on 𝑋 being consistent with 𝐴. This condition is essential to achieve
an element of the remainder.
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Algorithm 1: Package-Revision-Remainder-Element
Input: The base 𝐵 to be revised, the input set 𝐴 and a subset 𝑋 of the base 𝐵 as

starting point - 𝑋 is not inconsistent with A
Output: An element of the (package) remainder set of 𝐵 by 𝐴 (𝐵 ↓𝑝 𝐴)

1 𝑋 ′ ← 𝑋
2 for 𝛽 ∈ 𝐵 do
3 if 𝑋 ′ ∪ {𝛽} ∪ 𝐴 is consistent then
4 𝑋 ′ ← 𝑋 ′ ∪ {𝛽}
5 return 𝑋 ′

Proposition 11. Algorithm Package-Revision-Remainder-Element returns an element of
𝐵 ↓𝑝 𝐴.

Proof. We need to prove that 𝑋 ′ returned by the algorithm is an element of the remainder
set of the package revision of 𝐵 by 𝐴 (considering that the 𝑋 given as argument is not
inconsistent with 𝐴).

Suppose, towards contradiction, that the algorithm returns an 𝑋 ′ such that 𝑋 ′ ∉ 𝐵 ↓𝑝 𝐴.
Then, either 𝑋 ′ is inconsistent with 𝐴 or there exists 𝑌 such that 𝑋 ′ ⊂ 𝑌 ⊆ 𝐵 and 𝑌 is
consistent with 𝐴 (that is, 𝑋 ′ is not maximal).

Suppose that the algorithm returned 𝑋 ′ such that 𝑋 ′ is inconsistent with 𝐴. In the
algorithm, the sentences of 𝐵 are added to 𝑋 ′ one by one (loop between lines 2 and 4) and,
every time one of them will make 𝑋 ′ inconsistent with 𝐴, it is not added to the set. This
way, 𝑋 ′ is progressively composed on line 4 of the algorithm and only if the new sentence
to be added, altogether with the sentences possibly already present in 𝑋 ′, does not make
𝑋 ′ inconsistent with 𝐴 (condition checked on line 3). So, there is an invariant on line 2: 𝑋 ′

is consistent with 𝐴. Contradiction.

Suppose that there exists𝑌 such that 𝑋 ′ ⊂ 𝑌 ⊆ 𝐵 and 𝑌 is consistent with 𝐴. Then
there is some 𝛽 ∈ 𝑌 such that 𝛽 ∉ 𝑋 ′. If 𝛽 was not added to 𝑋 ′, it made the condition on
line 3 fail. Thus, 𝑋 ′ ∪ {𝛽} is inconsistent with 𝐴. Contradiction, because {𝑋 ′ ∪ {𝛽}} ⊆ 𝑌
and 𝑌 is consistent with 𝐴.

Therefore, Package-Revision-Remainder-Element returns an element of 𝐵 ↓𝑝 𝐴.

The next algorithm (Package-Revision-Remainder-Set) receives a belief base 𝐵 and an
input set 𝐴 and calculates the whole remainder set for package revision. It starts with the
computation of one element of the remainder and, if 𝐵 ∪ 𝐴 is inconsistent, then for every
sentence of the complement of 𝐵 in relation to the computed element the algorithm inserts
it on a queue, which will be explored until it becomes empty. The justification for this
procedure is that any other element of the remainder must have at least one sentence that
is not part of the returned element. The queue becomes, then, the next potential elements
of the remainder set.

For each element 𝐻𝑛 of the queue, if it is really a potential element of the remainder
(by checking its consistency with 𝐴), then Package-Revision-Remainder-Element is called
again, giving 𝐻𝑛 as 𝑋 . If the returned subset 𝑆 was never reached before, it is stored
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and, for every sentence of the complement of 𝐵 in relation to 𝑆, the union of it and 𝐻𝑛 is
inserted on the queue.

Hence, the idea of the algorithm is to start with one element of the remainder set and
explore it in order to reach the others.

Algorithm 2: Package-Revision-Remainder-Set
Input: The base 𝐵 to be revised and the input set 𝐴
Output: The (package) remainder set of 𝐵 by 𝐴 (𝐵 ↓𝑝 𝐴)

1 𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟 ← ∅, 𝑞𝑢𝑒𝑢𝑒 ← empty queue
2 𝑆 ← Package-Revision-Remainder-Element(𝐵, 𝐴,∅)
3 𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟 ← 𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟 ∪ {𝑆}
4 if 𝐵 ∪ 𝐴 is inconsistent then
5 for 𝑠 ∈ 𝐵 ⧵ 𝑆 do
6 insert {𝑠} on 𝑞𝑢𝑒𝑢𝑒
7 while 𝑞𝑢𝑒𝑢𝑒 is not empty do
8 𝐻𝑛 ← first element of 𝑞𝑢𝑒𝑢𝑒
9 remove the first element of 𝑞𝑢𝑒𝑢𝑒

10 if 𝐻𝑛 ∪ 𝐴 is inconsistent then
11 continue
12 𝑆 ← Package-Revision-Remainder-Element(𝐵, 𝐴, 𝐻𝑛)
13 if 𝑆 ∉ 𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟 then
14 𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟 ← 𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟 ∪ {𝑆}
15 for 𝑠 ∈ 𝐵 ⧵ 𝑆 do
16 insert 𝐻𝑛 ∪ {𝑠} on 𝑞𝑢𝑒𝑢𝑒
17 return 𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟

Proposition 12. Algorithm Package-Revision-Remainder-Set returns the remainder set of
the package revision of 𝐵 by 𝐴 (𝐵 ↓𝑝 𝐴).

Proof. In relation to this algorithm that aims to find all the elements of 𝐵 ↓𝑝 𝐴, we need a
two-step proof:
1 - To prove that 𝑆 on line 12 is an element of 𝐵 ↓𝑝 𝐴.
2 - To prove that, if 𝑋 ∈ 𝐵 ↓𝑝 𝐴 and is not computed as 𝑆 on line 2, then it will be computed
as 𝑆 on line 12.

Part 1: The first part is simpler because, as 𝐻𝑛 is not inconsistent with 𝐴, it is a direct
consequence of the fact that Package-Revision-Remainder-Element returns en element of
𝐵 ↓𝑝 𝐴.

Suppose towards contradiction that there is some 𝑆 obtained on line 12 such that
𝑆 ∉ 𝐵 ↓𝑝 𝐴. Then either 𝑆 ∪ 𝐴 is inconsistent or there exists 𝑆′ such that 𝑆 ⊂ 𝑆′ ⊆ 𝐵 and 𝑆′
is not inconsistent with A (𝑆 is not maximal).

Suppose that 𝑆 is inconsistent with 𝐴. Then, either 𝐻𝑛 is inconsistent with 𝐴 (which
is not possible due to the condition on line 10) or Package-Revision-Remainder-Element
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returned an 𝑆 such that 𝑆 is inconsistent with 𝐴, which is not possible according to
Proposition 11. Contradiction.

Now, suppose that there exists 𝑆′ such that 𝑆 ⊂ 𝑆′ ⊆ 𝐵 and 𝑆′ is consistent with
𝐴. Then Package-Revision-Remainder-Element returned an 𝑆 that is not maximal (and,
consequently, not an element of 𝐵 ↓𝑝 𝐴). Contradiction (Proposition 11).

Therefore, 𝑆 on line 12 is an element of 𝐵 ↓𝑝 𝐴.

Part 2: In order to prove this part, we are going to consider the invariant of the queue
valid on line 7 of the loop between lines 7-16. We have that for all 𝑋 ∈ 𝐵 ↓𝑝 𝐴 either
𝑋 ∈ Remainder or there exists 𝐴 ∈ queue such that 𝐴 ⊆ 𝑋 . Now, we are going to show
that this invariant is valid.

Let 𝑋 be an element of 𝐵 ↓𝑝 𝐴. If 𝑋 is not obtained on line 2 as the first element of
𝐵 ↓𝑝 𝐴 returned by Package-Revision-Remainder-Element, then there exists some 𝑎 ∈ 𝐵 ⧵ 𝑆
such that 𝑎 ∈ 𝑋 and, thus, {𝑎} will be added to the queue (lines 5-6). The invariant is valid.

Now let us consider the loop between lines 7-16. 𝐻𝑛 receives each element of the
queue. Every time 𝐻𝑛 ⊂ 𝑋 there is a possibility for Package-Revision-Remainder-Element
to return 𝑋 (line 12), as the 𝐻𝑛 from the corresponding iteration is a subset of the set
𝑆 obtained on line 12 in that same iteration. Let us consider the case when it happens
(𝐻𝑛 ⊆ 𝑋 ). If Package-Revision-Remainder-Element returns 𝑋 , so this 𝐴 − 𝑟𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟 is
found and stored as a remainder. Otherwise, there exists some𝑎 ∈ 𝐵 ⧵ 𝑆 such that 𝑎 ∈ 𝑋 ,
and 𝐻𝑛 ∪ {𝑎} is added to the queue (lines 15-16). Then, the invariant is still valid.

Since the queue is empty on line 17, we have that Remainder = 𝐵 ↓𝑝 𝐴. Therefore,
if 𝑋 ∈ 𝐵 ↓𝑝 𝐴 and is not computed as 𝑆 on line 2, then 𝑋 will be computed as 𝑆 on line
12.

8.1.2 Package Kernel Revision
Differently from the one for remainder sets, the kernel version of black-box algorithm

receives just the belief base 𝐵 and the input 𝐴 and, in order to find one element of the
kernel set, it applies a strategy known as Expand-Shrink. First, during the expand part,
an initially empty set is incremented with sentences from the base 𝐵, one by one, until
it is inconsistent with 𝐴. Then the shrink part begins, checking every element of the
newly built set in order to test if it is necessary to entail the inconsistency and, if not, the
corresponding element is removed. It is this last part that guarantees minimality.

Proposition 13. Algorithm Package-Revision-Kernel-Element returns an element of 𝐵 ⇊𝑝 𝐴.

Proof. We need to show that 𝐵′ returned by the algorithm is such that 𝐵′ ∈ 𝐵 ⇊𝑝 𝐴.
Suppose towards contradiction that the algorithm returns a 𝐵′ such that 𝐵′ ∉ 𝐵 ⇊𝑝 𝐴.
Then, either 𝐵′ ∪ 𝐴 is consistent or there exists 𝑋 ⊂ 𝐵′ ⊆ 𝐵 such that 𝑋 ∪ 𝐴 is inconsistent
(it means, 𝐵′ is not minimal).

Suppose that 𝐵′ ∪ 𝐴 is consistent. As 𝐵′ starts empty and is constructed on line 3, the
condition on line 4 altogether with the loop interruption command on line 5 gives us an
invariant on line 2 (the beginning of the loop between lines 2 and 5): 𝐵′ ∪ 𝐴 is consistent.
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Algorithm 3: Package-Revision-Kernel-Element
Input: The base 𝐵 to be revised and the input set 𝐴
Output: An element of the (package) kernel set of 𝐵 by 𝐴 (𝐵 ⇊𝑝 𝐴)

1 𝐵′ ← ∅
2 for 𝛽 ∈ 𝐵 do
3 𝐵′ ← 𝐵′ ∪ {𝛽}
4 if 𝐵′ ∪ 𝐴 is inconsistent then
5 break
6 for 𝛽 ∈ 𝐵′ do
7 if {𝐵′⧵{𝛽}} ∪ 𝐴 is inconsistent then
8 𝐵′ ← 𝐵′ ⧵ {𝛽}
9 return 𝐵′

Thus, this loop is interrupted only when 𝐵′ ∪ 𝐴 becomes inconsistent. On line 6 of the
loop between lines 6 and 8, there is an invariant: 𝐵′ ∪ 𝐴 is inconsistent. In this loop, an
element 𝛽 ∈ 𝐵′ is removed from 𝐵′ only if {𝐵′ ⧵ {𝛽}} ∪ 𝐴 is inconsistent and the loop only
terminates when 𝐵′ is completely explored. Therefore, a 𝐵′ returned by the algorithm is
such that 𝐵′ ∪ 𝐴 is inconsistent. Contradiction.

Suppose that there exists 𝑋 such that 𝑋 ⊂ 𝐵′ ⊆ 𝐵 and 𝑋 ∪𝐴 is inconsistent. Then there
is some 𝛽 ∈ 𝐵′ such that {𝐵′ ⧵ {𝛽}} ∪ 𝐴 is inconsistent. As the loop between lines 6 and 8
only terminates when 𝐵′ is completely explored, 𝛽 is removed from 𝐵′ due to the condition
on line 7. Therefore, 𝛽 ∉ 𝐵′ returned by the algorithm. Contradiction.

Therefore, algorithm Package-Revision-Kernel-Element returns an element of 𝐵 ⇊𝑝
𝐴.

The next algorithm (Package-Revision-Kernel-Set) receives a belief base 𝐵 and an input
set 𝐴 and calculates the whole kernel set for package revision. Similarly to the one for
remainder, it starts with the computation of one element of the kernel but only if 𝐵 is
inconsistent with 𝐴 (otherwise, the kernel should be empty). For every sentence of the
computed element, the algorithm inserts it on a queue, which will be explored until it
becomes empty.

For each element 𝐻𝑛 of the queue, Package-Revision-Kernel-Element is called again
but passing 𝐵 ⧵ 𝐻𝑛 as the belief base to be considered. The justification for this procedure
is that any other element of the kernel must be achieved from a belief base that differs
with 𝐵 on at least one element. However, Package-Revision-Kernel-Element is called only
if 𝐵 ⧵ 𝐻𝑛 is inconsistent with 𝐴. If the returned subset 𝑆 was never reached before, it is
stored and, for every sentence of 𝑆, the union of it and 𝐻𝑛 is inserted on the queue.

Hence, similarly to the one for remainders, the idea of the algorithm is to start with
one element of the kernel set and to explore it in order to reach the others.

Proposition 14. Algorithm Package-Revision-Kernel-Set returns the kernel set of 𝐵 in relation
to the set 𝐴 by means of package revision (𝐵 ⇊𝑝 𝐴).

Proof. In relation to this main algorithm that intends to find all the elements of the kernel
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Algorithm 4: Package-Revision-Kernel-Set
Input: the base 𝐵 to be revised and the input set 𝐴
Output: the (package) kernel set of 𝐵 by 𝐴 (𝐵 ⇊𝑝 𝐴)

1 𝐾𝑒𝑟𝑛𝑒𝑙 ← ∅, queue ← empty queue;
2 if 𝐵 ∪ 𝐴 is inconsistent then
3 𝑆 ← Package-Revision-Kernel-Element(B,A);
4 𝐾𝑒𝑟𝑛𝑒𝑙 ← 𝐾𝑒𝑟𝑛𝑒𝑙 ∪ {𝑆};
5 for 𝑠 ∈ 𝑆 do
6 insert {𝑠} on 𝑞𝑢𝑒𝑢𝑒;
7 while 𝑞𝑢𝑒𝑢𝑒 is not empty do
8 𝐻𝑛 ← first element of 𝑞𝑢𝑒𝑢𝑒;
9 remove the first element of 𝑞𝑢𝑒𝑢𝑒;

10 if {𝐵⧵𝐻𝑛} ∪ 𝐴 is inconsistent then
11 𝑆 ← Package-Revision-Kernel-Element(𝐵⧵𝐻𝑛, 𝐴);
12 if 𝑆 ∉ 𝐾𝑒𝑟𝑛𝑒𝑙 then
13 𝐾𝑒𝑟𝑛𝑒𝑙 ← 𝐾𝑒𝑟𝑛𝑒𝑙 ∪ {𝑆};
14 for 𝑠 ∈ 𝑆 do
15 insert 𝐻𝑛 ∪ {𝑠} on 𝑞𝑢𝑒𝑢𝑒;
16 return 𝐾𝑒𝑟𝑛𝑒𝑙

set of 𝐵 in relation to 𝐴 by means of package revision, we need a two-step proof:
1 - To prove that 𝑆 on line 11 is an element of 𝐵 ⇊𝑝 𝐴.
2 - To prove that if 𝑋 ∈ 𝐵 ⇊𝑝 𝐴 then 𝑋 will be computed as 𝑆 on line 11.

Part 1:

Since in algorithm Package-Revision-Kernel-Set line 11 is invoked only when {𝐵 ⧵
𝐻𝑛} ∪ 𝐴 is inconsistent, we have that the proof of this first part is a direct consequence of
the correctness of algorithm Package-Revision-Kernel-Element (Proposition 13).

Part 2:

To this part, we have to observe the invariant valid on line 7 of the loop between lines
7 and 15. We have that ∀𝑋 ∈ 𝐵 ⇊𝑝 𝐴, either 𝑋 ∈ 𝐾𝑒𝑟𝑛𝑒𝑙 or exists 𝐴 ∈ 𝑞𝑢𝑒𝑢𝑒 such that
𝑋 ⊂ 𝐵 ⧵ 𝐴. Now we are going to show why it is valid.

Let 𝑆 be the set obtained on line 3 of the algorithm and 𝑋 be an element of 𝐵 ⇊𝑝 𝐴. If
𝑋 ≠ 𝑆, so there exists some 𝑎 ∈ 𝑆 such that 𝑎 ∉ 𝑋 and {𝑎} will be put on the queue. The
invariant is valid here.

Now consider the loop between lines 7 and 15, letting 𝑆 be from now on the set obtained
on line 11. 𝐻𝑛 receives each element of the queue. Everytime 𝐻𝑛 ∩ 𝑋 = ∅ there is the
possibility of receiving 𝑋 from algorithm Package-Revision-Kernel-Element (line 11), since
the set given as first argument is 𝐵 ⧵ 𝐻𝑛 (𝐵 ⧵ 𝐻𝑛 inconsistent with 𝐴), it means, 𝐻𝑛 ⊈ 𝑆,
where 𝑆 is the set obtained on line 11 of the iteration. If Package-Revision-Kernel-Element
returns 𝑋 , this element found is inserted in 𝐾𝑒𝑟𝑛𝑒𝑙. Otherwise, there exists some 𝑎 ∈ 𝑆
such that 𝑎 ∉ 𝑋 and 𝐻𝑛 ∪ {𝑎} will be put on the queue (lines 14-15). The invariant is valid
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in this case as well.

Since on line 15 the queue is empty, we have that 𝐾𝑒𝑟𝑛𝑒𝑙 = 𝐵 ⇊𝑝 𝐴. Thus, if 𝑋 is an
element of the kernel set and is not computed as 𝑆 on line 3, it will be computed as 𝑆 on
line 11.

8.2 Multiple Choice Revision
In Chapter 7, we proposed two constructions for choice revision, focusing on belief

bases and without using contraction as an intermediate step. In this section, we are going
to propose algorithms that aim to obtain the kernel and remainder sets.

8.2.1 Choice Partial Meet Revision
The black-box algorithm for choice works in a very similar way to the one for package.

The strategy for finding one element of the remainder set is almost the same, except for the
fact that, instead of checking consistency with 𝐴, this time it checks consistency with every
element of 𝐴 until it finds a positive answer. Once again, every 𝑋 received is a potential
element of the remainder, but the restriction on it changes: it cannot be inconsistent with
every element of 𝐴.

Algorithm 5: Choice-Revision-Remainder-Element
Input: The base 𝐵 to be revised, the input set 𝐴 and a subset 𝑋 of the base 𝐵 as

starting point - 𝑋 is not inconsistent with every element of A
Output: An element of the (choice) remainder set of 𝐵 by 𝐴 (𝐵 ↓𝑝 𝐴)

1 𝑋 ′ ← 𝑋
2 for 𝛽 ∈ 𝐵 do
3 if ∃𝜓 ∈ 𝐴 s.t. {𝑋 ′ ∪ {𝛽} ∪ {𝜓}} is consistent then
4 𝑋 ′ ← 𝑋 ′ ∪ {𝛽}
5 return 𝑋 ′

Proposition 15. Algorithm Choice-Revision-Remainder-Element returns an element of
𝐵 ↓𝑐 𝐴.

Proof. We need to prove that the set 𝑋 ′ returned by the algorithm is an element of the
remainder set of a choice revision of 𝐵 by 𝐴 (considering that the 𝑋 passed as argument is
not inconsistent with every element of 𝐴).

Suppose towards contradiction that the algorithm returns an 𝑋 ′ such that 𝑋 ′ ∉ 𝐵 ↓𝑐 𝐴.
Then, either 𝑋 ′ is inconsistent with every 𝜆 ∈ 𝐴 or ∃𝐾, 𝑋 ′ ⊂ 𝐾 ⊆ 𝐵, and ∃𝜓 ∈ 𝐴 such that
𝐾 is consistent with {𝜓} (that is, 𝑋 ′ is not maximal).

Suppose that the algorithm returned an 𝑋 ′ that is inconsistent with every element of
𝐴. In the algorithm, the sentences of 𝐵 are added to 𝑋 ′ one by one (loop between lines 2
and 4) and, every time one of them will make 𝑋 ′ inconsistent with every element of 𝐴, it
is not added to the set. This way, 𝑋 ′ is progressively composed by line 4 of the algorithm
and only if the new sentence to be added, altogether with the sentences possibly already
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present in 𝑋 ′, does not make 𝑋 ′ inconsistent with every element of 𝐴 (condition checked
on line 3). So, there is an invariant on line 2: ∃𝜓 ∈ 𝐴 such that 𝑋 ′ ∪ {𝜓} is consistent.
Contradiction. Thus, 𝑋 ′ returned by the algorithm is not inconsistent with every element
of 𝐴.

Suppose that ∃𝐾, 𝑋 ′ ⊂ 𝐾 ⊆ 𝐵 and ∃𝜓 ∈ 𝐴 such that 𝐾 ∪ {𝜓} is consistent. Then ∃𝛽 ∈ 𝐾
such that 𝛽 ∉ 𝑋 ′. Since 𝐵 is completely explored (line 2), if 𝛽 was not added to 𝑋 ′, it made
the condition on line 3 fail. Thus, ∀𝜆 ∈ 𝐴, 𝑋 ′ ∪ {𝛽} is inconsistent with {𝜆}. Contradiction.
Thus, ∄𝐾, 𝑋 ′ ⊂ 𝐾 ⊆ 𝐵, such that ∃𝜓 ∈ 𝐴 and 𝐾 ∪ {𝜓} is consistent.

Therefore, Choice-Revision-Remainder-Element returns an element of 𝐵 ↓𝑐 𝐴.

The next algorithm (Choice-Revision-Remainder-Set) receives a belief base 𝐵 and an
input set 𝐴 and calculates the whole remainder set for choice revision. The strategy is
very similar to the one for package. In addition to the black-box algorithm called, the
main difference in on the checking of 𝐻𝑛: now it is ignored if it is inconsistent with every
element of 𝐴.

Algorithm 6: Choice-Revision-Remainder-Set
Input: The base 𝐵 to be revised and the input set 𝐴
Output: The (package) remainder set of 𝐵 by 𝐴 (𝐵 ↓𝑐 𝐴)

1 𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟 ← ∅, 𝑞𝑢𝑒𝑢𝑒 ← empty queue
2 𝑆 ← Choice-Revision-Remainder-Element(𝐵, 𝐴,∅)
3 𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟 ← {𝑆}
4 for 𝑠 ∈ 𝐵 ⧵ 𝑆 do
5 insert {𝑠} on 𝑞𝑢𝑒𝑢𝑒
6 while 𝑞𝑢𝑒𝑢𝑒 is not empty do
7 𝐻𝑛 ← first element of 𝑞𝑢𝑒𝑢𝑒
8 remove the first element of 𝑞𝑢𝑒𝑢𝑒
9 if ∀𝜆 ∈ 𝐴,𝐻𝑛 ∪ {𝜆} is inconsistent then

10 continue
11 𝑆 ← Choice-Revision-Remainder-Element(𝐵, 𝐴, 𝐻𝑛)
12 if 𝑆 ∉ 𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟 then
13 𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟 ← 𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟 ∪ {𝑆}
14 for 𝑠 ∈ 𝐵 ⧵ 𝑆 do
15 insert 𝐻𝑛 ∪ {𝑠} on 𝑞𝑢𝑒𝑢𝑒
16 return 𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟

Proposition 16. Algorithm Choice-Revision-Remainder-Set returns 𝐵 ↓𝑐 𝐴 (the remainder
set of the choice revision of 𝐵 by 𝐴).

Proof. In relation to this algorithm that aims to find all the elements of 𝐵 ↓𝑐 𝐴, we need a
two-step proof:
1 - To prove that 𝑆 on line 11 is an element of 𝐵 ↓𝑐 𝐴.
2 - To prove that, if 𝑋 ∈ 𝐵 ↓𝑐 𝐴 and is not returned on line 2, then it will be computed as 𝑆
on line 11.
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Part 1: The first part is simpler because, since the 𝐻𝑛 used on line 11 is not inconsistent
with every subset of 𝐴, the proof is a direct consequence of the fact that Choice-Revision-
Remainder-Element returns an element of 𝐵 ↓𝑐 𝐴 (Proposition 15).

Suppose towards contradiction that there is some 𝑆 obtained on line 11 such that
𝑆 ∉ 𝐵 ↓𝑐 𝐴. Then either ∀𝐴′ ⊆ 𝐴, 𝑆 ∪ 𝐴′ is inconsistent or ∃𝑆′ such that 𝑆 ⊂ 𝑆′ ⊆ 𝐵 and 𝑆′ is
not inconsistent with every subset of 𝐴 (that is, 𝑆 is not maximal).

Suppose that an 𝑆 is inconsistent with every subset of 𝐴. Then, either 𝐻𝑛 was incon-
sistent with every subset of 𝐴 (which is not possible due to the condition on line 9) or
Choice-Revision-Remainder-Element returned such 𝑆, which is not possible according to
Proposition 15. Contradiction. Thus, ∃𝐴′ ⊆ 𝐴 such that 𝑆 ∪ 𝐴′ is consistent.

Now, suppose that ∃𝑆′ such that 𝑆 ⊂ 𝑆′ ⊆ 𝐵 and 𝑆′ is consistent with some subset
of 𝐴. So Choice-Revision-Remainder-Element returned an 𝑆 that is not maximal (and,
consequently, not an element of 𝐵 ↓𝑐 𝐴). Contradiction (according to Proposition 15). Thus,
∄𝑆′ such that 𝑆 ⊂ 𝑆′ ⊆ 𝐵 and 𝑆′ is consistent with some subset of 𝐴.

Therefore, every 𝑆 obtained on line 11 is an element of 𝐵 ↓𝑐 𝐴.

Part 2: In order to prove this part, we are going to consider an invariant valid on line
6 of the loop between lines 6-15. We have that ∀𝑋 ∈ 𝐵 ↓𝑐 𝐴 either 𝑋 ∈ Remainder or
∃𝑄 ∈ queue such that 𝑄 ⊆ 𝑋 . Now, we are going to show that this invariant is valid.

Let 𝑋 be an arbitrary element of 𝐵 ↓𝑐 𝐴. If 𝑋 is not obtained on line 2 as the first
element of 𝐵 ↓𝑐 𝐴 returned by Choice-Revision-Remainder-Element, then ∃𝑠 ∈ 𝐵 ⧵ 𝑆 such
that 𝑠 ∈ 𝑋 and, then, {𝑠} will be added to the 𝑞𝑢𝑒𝑢𝑒 (lines 4-5). The invariant is valid.

Now let us consider the loop between lines 6-15. 𝐻𝑛 receives the elements of the
queue. Every time 𝐻𝑛 ⊆ 𝑋 there is a possibility for Choice-Revision-Remainder-Element
to return 𝑋 (line 11), since the 𝐻𝑛 from the corresponding iteration is a subset of the set 𝑆
to be obtained on line 11 in that same iteration. Let us consider the case when it happens
(𝐻𝑛 ⊆ 𝑋 ). If Choice-Revision-Remainder-Element returns 𝑋 , so this 𝐴-remainder is found
and stored as a remainder. Otherwise, ∃𝑠′ ∈ 𝐵 ⧵ 𝑆 such that 𝑠′ ∈ 𝑋 , and 𝐻𝑛 ∪ {𝑠′} is added
to the queue (lines 14-15). Then, the invariant is still valid.

Since the queue is empty on line 16, we have that Remainder = 𝐵 ↓𝑐 𝐴. Therefore, if
𝑋 ∈ 𝐵 ↓𝑐 𝐴, so 𝑋 will be computed as 𝑆 either on line 2 or on line 11.

8.2.2 Choice Kernel Revision
Again, the choice version of the black-box algorithm for kernel is very similar to the

one for package since it applies the Expand-Shrink strategy. The main point of difference
is on the consistency check: now it checks consistency with every element of 𝐴.

Proposition 17. Algorithm Choice-Revision-Kernel-Element returns an element of 𝐵 ⇊𝑝 𝐴.

Proof. We need to show that the set 𝐵′ returned by the algorithm is such that 𝐵′ ∈ 𝐵 ⇊𝑐 𝐴.

Suppose towards contradiction that the algorithm returns a 𝐵′ such that 𝐵′ ∉ 𝐵 ⇊𝑐 𝐴.
Then, either ∃𝜓 ∈ 𝐴 such that 𝐵′ ∪ {𝜓} is consistent or ∃𝐾 ⊂ 𝐵′ such that ∀𝜆 ∈ 𝐴, 𝐾 ∪ {𝜆}
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Algorithm 7: Choice-Revision-Kernel-Element
Input: the base 𝐵 to be revised and the input set 𝐴
Output: An element of the (choice) kernel set of 𝐵 by 𝐴 (𝐵 ⇊𝑐 𝐴)

1 𝐵′ ← ∅;
2 for 𝛽 ∈ 𝐵 do
3 𝐵′ ← 𝐵′ ∪ {𝛽};
4 if ∀𝜆 ⊆ 𝐴, 𝐵′ ∪ {𝜆} is inconsistent then
5 break;
6 for 𝛽 ∈ 𝐵′ do
7 if ∀𝜆 ∈ 𝐴, {𝐵′ ⧵ {𝛽} ∪ {𝜆}} is inconsistent then
8 𝐵′ ← 𝐵′ ⧵ {𝛽};
9 return 𝐵′;

is inconsistent (it means, 𝐵′ is not minimal).

Suppose that ∃𝜓 ∈ 𝐴 such that 𝐵′ ∪ {𝜓} is consistent. As 𝐵′ starts empty and is con-
structed on line 3, the condition on line 4 altogether with the loop interruption command
on line 5 gives us an invariant on line 2 (the beginning of the loop between lines 2 and
5): ∃𝜓 ∈ 𝐴 such that 𝐵′ ∪ {𝜓} is consistent. Thus, this loop is interrupted only when
∀𝜆 ∈ 𝐴, 𝐵′ ∪ {𝜆} is inconsistent. On line 6 of the loop between lines 6 and 8, there is an
invariant: ∀𝜆 ∈ 𝐴, 𝐵′ ∪ {𝜆} is inconsistent. In this loop, an element 𝛽 ∈ 𝐵′ is removed from
𝐵′ only if ∀𝜆 ∈ 𝐴, {𝐵′ ⧵ {𝛽}} ∪ {𝜆} is inconsistent and the loop only terminates when 𝐵′ is
completely explored. Therefore, a 𝐵′ returned by the algorithm is such that ∀𝜆 ∈ 𝐴, 𝐵′ ∪{𝜆}
is inconsistent. Contradiction. Thus, ∄𝜓 ∈ 𝐴 such that 𝐵′ ∪ {𝜓} is consistent.

Suppose that ∃𝐾 ⊂ 𝐵′ such that ∀𝜆 ∈ 𝐴, 𝐾 ∪ {𝜆} is inconsistent. Then ∃𝛽 ∈ 𝐵′ such
that {𝐵′ ⧵ {𝛽}} ∪ {𝜆} is inconsistent, ∀𝜆 ∈ 𝐴. Since the loop between lines 6 and 8 only
terminates when 𝐵′ is completely explored, 𝛽 is removed from 𝐵′ due to the condition on
line 7. Therefore, 𝛽 ∉ 𝐵′ returned on line 9. Contradiction. Thus, 𝐵′ is minimal.

Therefore, Choice-Revision-Kernel-Element returns an element of 𝐵 ⇊𝑐 𝐴.

Finally, the next algorithm (Choice-Revision-Kernel-Set) receives a belief base 𝐵 and
an input set 𝐴 and calculates the whole kernel set for choice revision. The strategy is
very similar to the one for package: it starts with the computation of one element of the
kernel, but only if there is no element of 𝐴 consistent with 𝐵 (see Observation 23). Later,
the main difference is on the consistency check for 𝐵 ⧵ 𝐻𝑛: it validates consistency with
every element of 𝐴.

Proposition 18. Algorithm Choice-Revision-Kernel-Set returns 𝐵 ⇊𝑐 𝐴 (the kernel set of
the choice revision of 𝐵 by 𝐴).

Proof. In relation to this main algorithm that intends to find all the elements of the kernel
set of 𝐵 in relation to 𝐴 by means of choice revision, we need a two-step proof:
1 - To prove that 𝑆 on line 11 is an element of 𝐵 ⇊𝑐 𝐴.
2 - To prove that if 𝑋 ∈ 𝐵 ⇊𝑐 𝐴 and is not computed on line 3 then 𝑋 will be computed as
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Algorithm 8: Choice-Revision-Kernel-Set
Input: the base 𝐵 to be revised and the input set 𝐴
Output: the (choice) kernel set of 𝐵 by 𝐴 (𝐵 ⇊𝑐 𝐴)

1 𝐾𝑒𝑟𝑛𝑒𝑙 ← ∅, queue ← empty queue;
2 if ∀𝜆 ∈ 𝐴, 𝐵 ∪ {𝜆} is inconsistent then
3 𝑆 ← Choice-Revision-Kernel-Element(𝐵, 𝐴);
4 Kernel ← {𝑆};
5 for 𝑠 ∈ 𝑆 do
6 insert {𝑠} on 𝑞𝑢𝑒𝑢𝑒;
7 while 𝑞𝑢𝑒𝑢𝑒 is not empty do
8 𝐻𝑛 ← first element of 𝑞𝑢𝑒𝑢𝑒;
9 remove the first element of 𝑞𝑢𝑒𝑢𝑒;

10 if ∀𝜆 ∈ 𝐴, {𝐵⧵𝐻𝑛} ∪ {𝜆} is inconsistent then
11 𝑆 ← Choice-Revision-Kernel-Element(𝐵⧵𝐻𝑛, 𝐴);
12 if 𝑆 ∉ 𝐾𝑒𝑟𝑛𝑒𝑙 then
13 𝐾𝑒𝑟𝑛𝑒𝑙 ← 𝐾𝑒𝑟𝑛𝑒𝑙 ∪ {𝑆};
14 for 𝑠 ∈ 𝑆 do
15 insert 𝐻𝑛 ∪ {𝑠} on 𝑞𝑢𝑒𝑢𝑒;
16 return 𝐾𝑒𝑟𝑛𝑒𝑙

𝑆 on line 11.

Part 1:

Since on line 11 the algorithm is invoked only when ∀𝜆 ∈ 𝐴, {𝐵⧵𝐻𝑛}∪{𝜆} is inconsistent,
we have that the proof of this first part is a direct consequence of the correctness of Choice-
Revision-Kernel-Element (Proposition 17).

Part 2:

To this part, we have to observe the invariant valid on line 7 of the loop between lines
7 and 15. We have that ∀𝑋 ∈ 𝐵 ⇊𝑐 𝐴, either 𝑋 ∈ 𝐾𝑒𝑟𝑛𝑒𝑙 or ∃𝑄 ∈ 𝑞𝑢𝑒𝑢𝑒 such that 𝑋 ⊂ 𝐵 ⧵𝑄.
Now we are going to show why it is valid.

Let 𝑆 be the set obtained on line 3 of the algorithm and 𝑋 be an element of 𝐵 ⇊𝑐 𝐴. If
𝑋 ≠ 𝑆, then ∃𝑠 ∈ 𝑆 such that 𝑠 ∉ 𝑋 and {𝑠} will be put on the queue. The invariant is valid
here.

Now consider the loop between lines 7 and 15, letting 𝑆 be from now on the set obtained
on line 11. 𝐻𝑛 receives the elements of the queue. Every time 𝐻𝑛 ∩ 𝑋 = ∅ there is the
possibility of receiving 𝑋 from Choice-Revision-Kernel-Element (line 11), since the set
given as first argument is 𝐵 ⧵ 𝐻𝑛 (which is inconsistent with any element of A), it means,
𝐻𝑛 ⊈ 𝑆, where 𝑆 is the set to be obtained on line 11 of the iteration. If Choice-Revision-
Kernel-Element returns 𝑆 = 𝑋 , this element found is inserted in 𝐾𝑒𝑟𝑛𝑒𝑙 . Otherwise, ∃𝑠 ∈ 𝑆
such that 𝑠 ∉ 𝑋 and 𝐻𝑛 ∪ {𝑠} will be put on the queue (lines 14-15). The invariant is valid
in this case as well.
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Since on line 16 the queue is empty, we have that 𝐾𝑒𝑟𝑛𝑒𝑙 = 𝐵 ⇊𝑐 𝐴. Thus, if 𝑋 is an
element of the kernel set and is not computed as 𝑆 on line 3, it will be computed as 𝑆 on
line 11.
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Chapter 9

Conclusion

In this thesis, we presented a literature overview covering several models of Multiple
Belief Revision, both prioritized and non-prioritized. We did not include the works on
Iterated Revision since our focus was on models in which the beliefs of the incoming
set are processed simultaneously. One of our aims was to unify the terminology and the
symbols used in the area. When applicable, we observed the possibility or not of reduction
to singleton revision.

After the survey on existing work, we focused on selective revision - a revision opera-
tion that may reject part of the input. We adapted the selective revision operators that
were defined in [FH99] to the belief base context. We proposed new properties for the
transformation functions, several new postulates to characterize selective base revision
operators and presented axiomatic characterizations for several classes of such operators.
We also addressed the issue of revision in languages which are not closed under negation,
as is the case of Description Logics and Horn logic. Instead of defining revisions based on
contraction through the Levi Identity, we adapted negation free revision to the context of
selective revision.

In addition, we showed a detailed original study of Multiple Selective Revision. Based
on existing definitions and characterizations of both multiple and singleton selective
revision, we studied the generalization of partial acceptance via selective revision to
make it possible to deal with sets of sentences as input. Multiple Selective Revision can
be constructed by means of applying a transformation function to the input and then
performing a prioritized multiple revision by the transformed input. We have provided
lists of plausible postulates for the operation and also for the transformation functions, and
relations between them were observed. Constructions were defined and representation
theorems showed the connection between the postulates and the constructions. In the
three different classes defined for multiple selective revision, the transformation function
could choose a subset of the input set, a logical weakening of a chosen subset or even
elements not related to the input. All this generalization was proposed for both beliefs sets
and belief bases. In the particular case where 𝑓 (𝐴) = 𝐴 holds for all 𝐴, multiple selective
revision coincides with multiple package revision.

Finally, we worked on the generalization of belief base revision to the multiple choice
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kind. We axiomatically characterized different classes of choice revision operators: some
based on remainder sets (Partial Meet) and others on kernel sets. We analyzed the relations
among several postulates for choice and defined an additional scenario to the Partial
Expansion operation. It is also important to note that our results do not depend on negation
of formulas and, hence, can be applied to a wider range of logics (and not only to classical
propositional logic).

In the end, we proposed algorithms to find the remainder and kernel sets, both in
package and choice contexts. They were designed in a general way in the sense of not
depending on a specific logic or on a particular reasoner. They were also proved to be
correct.

9.1 Future Work
Concerning Multiple Selective Revision, more properties of the operators could be

explored, such as the generalized AGM supplementary postulates and their relation with
the selective context. Besides, Kernel could be studied as another possible construction,
along with an adapted version of core-retainment. In addition, more scenarios could be
analyzed, for example, when the input is inconsistent but has a consistent subset. Still,
a research opportunity is to define negation free selective revision for belief sets and
generalize it to the multiple case.

Regarding Multiple Choice Revision, future work also includes the study of how to deal
with inconsistent inputs that have a consistent subset. Other option is to explore a scenario
when the agent wants to (consistently) incorporate from the input as much as possible. It
is different from what was proposed in Section 7.3, where we considered the case when the
input set is consistent with the belief base and the agent is able to incorporate everything;
the point here is when the input is inconsistent with the base and the agent wants not
only any subset of the input but as much as possible. Another research opportunity is
to work with credibility values associated to the beliefs of the input or associated to the
beliefs’ sources, and these values would be used to guide the selection or the incision
function. It is also open the study and definitions of potential relations between Multiple
Choice Revision and Merge: although some aspects of the operations are similar (since
they are of non-prioritized kind), they are not directly interchangeable because in Merge
the operation is of symmetric change.

Another possible future work is to study how to generalize Belief Update [KM91a] to
the multiple case and, more specifically, regarding the non-prioritized aspects studied in
this thesis.
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Appendix A

Proofs related to Chapters 5 and
6

Proof of Observation 12

Proof. 1. Let 𝛼 ∈ 𝐵. It holds that 𝑓 satisfies lower boundary. Thus 𝑓 (𝛼) = 𝛼 . Thus
𝐵 ⊛ 𝛼 = 𝐵 ∗ 𝑓 (𝛼) = 𝐵 ∗ 𝛼 . By ∗-success it follows that 𝛼 ∈ 𝐵 ∗ 𝛼 . Thus 𝛼 ∈ 𝐵 ⊛ 𝛼 .

2. Let 𝛼 ∈ 𝐵 ⊛ 𝛼 . Hence 𝛼 ∈ 𝐵 ∗ 𝑓 (𝛼). From which it follows, by ∗-inclusion, that
𝛼 ∈ 𝐵 ∪ {𝑓 (𝛼)}. Thus either 𝛼 ∈ 𝐵 or 𝛼 = 𝑓 (𝛼). It holds that 𝑓 satisfies lower
boundary, thus in both cases it holds that 𝛼 = 𝑓 (𝛼). Hence 𝐵 ⊛ 𝛼 = 𝐵 ∗ 𝑓 (𝛼) = 𝐵 ∗ 𝛼 .
From which it follows by ∗-inclusion that 𝐵 ⊛ 𝛼 ⊆ 𝐵 ∪ {𝛼}.

3. Let {𝛼} ⊬⟂. Hence ⊬ ¬𝛼 . It holds that 𝑓 satisfies consistency preservation. Thus
⊬ ¬𝑓 (𝛼). Hence {𝑓 (𝛼)} ⊬⟂. Therefore, by ∗-consistency, it follows that 𝐵 ∗ 𝑓 (𝛼) ⊬⟂,
from which it follows by definition of ⊛ that 𝐵 ⊛ 𝛼 ⊬⟂.

4. It holds that ⊬ ¬𝑓 (𝛼). Hence {𝑓 (𝛼)} ⊬⟂, from which it follows, by ∗-consistency, that
𝐵 ∗ 𝑓 (𝛼) ⊬⟂. Thus 𝐵 ⊛ 𝛼 ⊬⟂.

5. It holds that 𝐵 ⊛ 𝛼 = 𝐵 ∗ 𝑓 (𝛼). By ∗-success it follows that 𝑓 (𝛼) ∈ 𝐵 ∗ 𝑓 (𝛼) = 𝐵 ⊛ 𝛼 .
On the other hand, 𝑓 satisfies idempotence, thus 𝑓 (𝑓 (𝛼)) = 𝑓 (𝛼). Therefore, 𝐵 ∗
𝑓 (𝛼) = 𝐵 ∗ 𝑓 (𝑓 (𝛼)). By definition of ⊛ it follows that 𝐵 ∗ 𝑓 (𝑓 (𝛼)) = 𝐵 ⊛ 𝑓 (𝛼). Hence
𝑓 (𝛼) ∈ 𝐵 ⊛ 𝛼 = 𝐵 ⊛ 𝑓 (𝛼).

6. As shown in the previous item, it holds that 𝑓 (𝛼) ∈ 𝐵 ⊛ 𝛼 = 𝐵 ⊛ 𝑓 (𝛼). On the other
hand, 𝑓 satisfies implication, thus ⊢ 𝛼 → 𝑓 (𝛼).

7. Let 𝛼 ∈ 𝐵 ⊛ 𝛼 . Hence 𝛼 ∈ 𝐵 ∗ 𝑓 (𝛼). From which it follows, by ∗-inclusion, that
𝛼 ∈ 𝐵 ∪ {𝑓 (𝛼)}. Thus either 𝛼 ∈ 𝐵 or 𝛼 = 𝑓 (𝛼). It holds that 𝑓 satisfies lower
boundary, thus in both cases it holds that 𝛼 = 𝑓 (𝛼). Hence 𝐵 ⊛ 𝛼 = 𝐵 ∗ 𝛼 . Let
𝛽 ∈ 𝐵 and 𝛽 ∉ 𝐵 ⊛ 𝛼 . Thus, by ∗-relevance, it follows that there is some 𝐵′ such that
𝐵 ⊛ 𝛼 ⊆ 𝐵′ ⊆ 𝐵 ∪ {𝛼}, 𝐵′ ⊬⟂ but 𝐵′ ∪ {𝛽} ⊢⟂.

8. The proof that ⊛ satisfies weak core-retainment is similar to the proof presented for
weak relevance.
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9. Consider that it holds for all subsets 𝐵′ of 𝐵 that 𝐵′ ∪ {𝛼} ⊢⟂ iff 𝐵′ ∪ {𝛽} ⊢⟂. Hence
𝑓 (𝛼) = 𝛼 holds iff 𝑓 (𝛽) = 𝛽 holds (since 𝑓 satisfies uniform identity). Assume that
𝛼 ∈ 𝐵 ⊛ 𝛼 . Hence 𝛼 ∈ 𝐵 ∗ 𝑓 (𝛼). From which it follows by ∗-inclusion that 𝛼 ∈ 𝐵 or
𝑓 (𝛼) = 𝛼 . In both cases it follows that 𝑓 (𝛼) = 𝛼 (since 𝑓 satisfies lower boundary).
On the other hand, 𝑓 satisfies uniform identity, thus 𝑓 (𝛽) = 𝛽 . By definition of ⊛ it
holds that 𝐵 ⊛ 𝛽 = 𝐵 ∗ 𝑓 (𝛽). By ∗-success it follows that 𝑓 (𝛽) ∈ 𝐵 ⊛ 𝛽 . Thus 𝛽 ∈ 𝐵 ⊛ 𝛽 .
By symmetry of the case it holds that if 𝛽 ∈ 𝐵 ⊛ 𝛽 , then 𝛼 ∈ 𝐵 ⊛ 𝛼 . Hence it holds
that 𝛼 ∈ 𝐵 ⊛ 𝛼 iff 𝛽 ∈ 𝐵 ⊛ 𝛽 .

10. Let 𝛼 ∈ 𝐵 ⊛ 𝛼 . Consider that it holds for all subsets 𝐵′ of 𝐵 that 𝐵′ ∪ {𝛼} ⊢⟂ iff
𝐵′ ∪ {𝛽} ⊢⟂. It holds that ⊛ satisfies uniform success (as shown in the previous item),
thus 𝛽 ∈ 𝐵 ⊛ 𝛽 . On the other hand, from 𝛼 ∈ 𝐵 ⊛ 𝛼 it follows that 𝑓 (𝛼) = 𝛼 (as shown
above). By symmetry of the case it follows that 𝑓 (𝛽) = 𝛽 . On the other hand, by
∗-uniformity, it follows that 𝐵 ∩ 𝐵 ∗ 𝛼 = 𝐵 ∩ 𝐵 ∗ 𝛽 . Thus 𝐵 ∩ 𝐵 ⊛ 𝛼 = 𝐵 ∩ 𝐵 ∗ 𝑓 (𝛼) =
𝐵 ∩ 𝐵 ∗ 𝛼 = 𝐵 ∩ 𝐵 ∗ 𝛽 = 𝐵 ∩ 𝐵 ∗ 𝑓 (𝛽) = 𝐵 ∩ 𝐵 ⊛ 𝛽 .

Proof of Theorem 51

Proof. (a) implies (b):
We will first define 𝑓 and ∗.
Let 𝑓 ∶  × () ⟶  be such that:

𝑓 (𝛼) =
{
𝛼 if 𝛼 ∈ 𝐵 ⊛ 𝛼
𝑟(𝛼) otherwise

where r is a function  × () ⟶  such that 𝑟(𝛼) ∈ 𝐵 ⊛ 𝛼, 𝐵 ⊛ 𝛼 = 𝐵 ⊛ 𝑟(𝛼) and
⊢ 𝛼 → 𝑟(𝛼).

Let

𝐵 ∗ 𝛼 =
{
𝐵 ⊛ 𝛼 if 𝛼 ∈ 𝐵 ⊛ 𝛼
𝐵 ∗′ 𝛼 otherwise

where ∗′ is a partial meet base revision operator.

We need to show that:

(a) 𝑓 is a (well-defined) transformation function;

(b) ∗ satisfies inclusion, success, consistency, uniformity and relevance (by Theorem 1);

(c) 𝐵 ⊛ 𝛼 = 𝐵 ∗ 𝑓 (𝛼), for all 𝛼 .

Since ∗′ is a partial meet base revision, according to Theorem 1 it satisfies inclusion,
success, consistency, uniformity and relevance.

(a) To prove that 𝑓 is a (well defined) function we must show that for all 𝛼 ∈  there
exists 𝛼 ′ ∈  such that 𝑓 (𝛼) = 𝛼 ′ and that, if 𝛼1 = 𝛼2, then 𝑓 (𝛼1) = 𝑓 (𝛼2).
Let 𝛼 ∈ . If 𝛼 ∈ 𝐵 ⊛ 𝛼 , then 𝑓 (𝛼) = 𝛼 . If 𝛼 ∉ 𝐵 ⊛ 𝛼 , then 𝑓 (𝛼) = 𝑟(𝛼) = 𝛼 ′, for
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some 𝛼 ′ such that 𝛼 ′ ∈ 𝐵 ⊛ 𝛼 = 𝐵 ⊛ 𝛼 ′ and ⊢ 𝛼 → 𝛼 ′. Such 𝛼 ′ exists since ⊛
satisfies proxy success. Assume now that 𝛼1 = 𝛼2. If 𝛼1 ∈ 𝐵 ⊛ 𝛼1, then 𝛼2 ∈ 𝐵 ⊛ 𝛼2.
Thus 𝑓 (𝛼1) = 𝛼1 = 𝛼2 = 𝑓 (𝛼2). If 𝛼1 ∉ 𝐵 ⊛ 𝛼1, then 𝛼2 ∉ 𝐵 ⊛ 𝛼2. Thus 𝑓 (𝛼1) = 𝑟(𝛼1)
and 𝑓 (𝛼2) = 𝑟(𝛼2). 𝑟 is a function. Thus, from 𝛼1 = 𝛼2 it follows that 𝑟(𝛼1) = 𝑟(𝛼2).
Therefore, 𝑓 (𝛼1) = 𝑓 (𝛼2).
That 𝑓 satisfies lower boundary follows by the definition of 𝑓 and ⊛-stability.
We will now show that 𝑓 satisfies consistency preservation. Assume that ⊬ ¬𝛼 . If
𝛼 ∈ 𝐵 ⊛ 𝛼 , then 𝑓 (𝛼) = 𝛼 from which it follows that ⊬ ¬𝑓 (𝛼). Consider now that
𝛼 ∉ 𝐵 ⊛ 𝛼 . By the definition of 𝑓 it follows that 𝑓 (𝛼) ∈ 𝐵 ⊛ 𝛼 . On the other hand, by
⊛-consistency it follows that 𝐵 ⊛ 𝛼 ⊬⟂. Therefore {𝑓 (𝛼)} ⊬⟂. Hence ⊬ ¬𝑓 (𝛼).
That 𝑓 satisfies implication follows from the definition of 𝑓 .
To show that 𝑓 satisfies idempotence:
case 1) 𝛼 ∈ 𝐵 ⊛ 𝛼 . Thus 𝑓 (𝛼) = 𝛼 . Hence 𝑓 (𝑓 (𝛼)) = 𝑓 (𝛼).
case 2) 𝛼 ∉ 𝐵 ⊛ 𝛼 . Thus 𝑓 (𝛼) = 𝑟(𝛼) and 𝑟(𝛼) ∈ 𝐵 ⊛ 𝑟(𝛼). Hence, from the definition
of 𝑓 , it follows that 𝑓 (𝑟(𝛼)) = 𝑟(𝛼). From the latter and 𝑓 (𝛼) = 𝑟(𝛼) it follows that
𝑓 (𝑓 (𝛼)) = 𝑓 (𝛼). We will now show that 𝑓 satisfies uniform identity. Assume that it
holds for all subsets 𝐵′ ⊆ 𝐵, 𝐵′ ∪ {𝛼} ⊢⟂ iff 𝐵′ ∪ {𝛽} ⊢⟂. Let 𝑓 (𝛼) = 𝛼 . From the
definition of 𝑓 it holds that 𝑓 (𝛼) ∈ 𝐵 ⊛ 𝛼 . Thus 𝛼 ∈ 𝐵 ⊛ 𝛼 . By ⊛-uniform success it
follows that 𝛽 ∈ 𝐵 ⊛ 𝛽 . From which it follows that 𝑓 (𝛽) = 𝛽 . By symmetry of the case
it follows that if 𝑓 (𝛽) = 𝛽 , then 𝑓 (𝛼) = 𝛼 . Hence it holds that 𝑓 (𝛼) = 𝛼 iff 𝑓 (𝛽) = 𝛽 .

(b) That ∗ satisfies success follows trivially from the definition of ∗. That ∗ satisfies
consistency follows from the fact that both ⊛ and ∗′ satisfy consistency. Next we show
that ∗ satisfies inclusion.
If 𝛼 ∈ 𝐵 ⊛ 𝛼 , then by ⊛-weak inclusion it follows that 𝐵 ⊛ 𝛼 ⊆ 𝐵 ∪ {𝛼}. From which it
follows, from the definition of ∗, that 𝐵 ∗ 𝛼 ⊆ 𝐵∪{𝛼}. If 𝛼 ∉ 𝐵⊛𝛼 , then 𝐵 ∗ 𝛼 = 𝐵 ∗′ 𝛼 .
It holds that ∗′ satisfies inclusion thus 𝐵 ∗ 𝛼 ⊆ 𝐵 ∪ {𝛼}.
Relevance follows from the definition of ∗, ⊛-weak relevance and ∗′-relevance.
For uniformity, assume that it holds for all subsets 𝐵′ ⊆ 𝐵, 𝐵′ ∪{𝛼} ⊢⟂ iff 𝐵′ ∪{𝛽} ⊢⟂.
By ⊛-uniform success it follows that 𝛼 ∈ 𝐵 ⊛ 𝛼 iff 𝛽 ∈ 𝐵 ⊛ 𝛽 . We will consider two
cases:
case 1) 𝛼 ∈ 𝐵 ⊛ 𝛼 . Then 𝛽 ∈ 𝐵 ⊛ 𝛽 . Thus 𝐵 ∗ 𝛼 = 𝐵 ⊛ 𝛼 and 𝐵 ∗ 𝛽 = 𝐵 ⊛ 𝛽 . From which
it follows by ⊛-weak uniformity that 𝐵 ∩ 𝐵 ∗ 𝛼 = 𝐵 ∩ 𝐵 ∗ 𝛽 .
case 2) 𝛼 ∉ 𝐵 ⊛ 𝛼 . Then 𝛽 ∉ 𝐵 ⊛ 𝛽 . Thus 𝐵 ∗ 𝛼 = 𝐵 ∗′ 𝛼 and 𝐵 ∗ 𝛽 = 𝐵 ∗′ 𝛽 . Hence by
∗′-uniformity it follows that 𝐵 ∩ 𝐵 ∗ 𝛼 = 𝐵 ∩ 𝐵 ∗ 𝛽 .

(c) We will now prove that 𝐵 ⊛ 𝛼 = 𝐵 ∗ 𝑓 (𝛼).
case 1) 𝛼 ∉ 𝐵 ⊛ 𝛼 . From the definition of 𝑓 it holds that 𝐵 ⊛ 𝛼 = 𝐵 ⊛ 𝑓 (𝛼) and
𝑓 (𝛼) ∈ 𝐵 ⊛ 𝛼 . Hence 𝑓 (𝛼) ∈ 𝐵 ⊛ 𝑓 (𝛼). Thus, from the definition of ∗ it follows that
𝐵 ∗ 𝑓 (𝛼) = 𝐵 ⊛ 𝑓 (𝛼), from which it follows that 𝐵 ⊛ 𝛼 = 𝐵 ∗ 𝑓 (𝛼).
case 2) 𝛼 ∈ 𝐵 ⊛ 𝛼 . Hence 𝑓 (𝛼) = 𝛼 and 𝐵 ∗ 𝛼 = 𝐵 ⊛ 𝛼 . Thus 𝐵 ∗ 𝑓 (𝛼) = 𝐵 ⊛ 𝛼 .

(b) implies (a):
That ⊛ satisfies weak inclusion, consistency, weak uniformity, proxy success, stability, uniform
success and weak relevance follows from Observation 12.

Proof of Theorem 52
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Proof. Since this theorem is a slight variant of the previous one, substituting proxy success
by weak proxy success in the postulates for ⊛, the proof is essentially the same. For this
purpose, 𝑓 is not required to satisfy implication, as shown in Observation 12.

Proof of Theorem 53

Proof. (a) implies (b):

We will use essentially, for this part of the proof, the same constructions as in the
proof of Theorem 51. The only difference is that, in this proof, the operator ∗′ used in the
definition of ∗ is a kernel base revision instead of a partial meet base revision operator as
in the proof of that theorem (hence, according to Theorem 3, ∗′ satisfies inclusion, success,
consistency, uniformity and core-retainment). The proof, for this part, is very similar to
the one presented for Theorem 51. The only difference is that we need to show that ∗
satisfies core-retainment instead of relevance. That ∗ satisfies core-retainment follows from
the definition of ∗, ⊛-weak core-retainment and ∗′-core-retainment.

(b) implies (a):
That ⊛ satisfies weak inclusion, consistency, weak uniformity, proxy success, stability, uniform
success and weak core-retainment follows from Observation 12.

Proof of Theorem 55

Proof. (1) implies (2):
We will use essentially, for this part of the proof, the same constructions as in the proof of
Theorem 51. The only difference is that, in this proof, the operator ∗′ used in the definition
of ∗ is a negation free partial meet revision instead of a revision operator as in the proof of
the former theorem.

The proof that 𝑓 is a (well-defined) function that satisfies the properties listed in
statement (2), ∗ satisfies inclusion, success, consistency and relevance (by Theorem 5) and
that 𝐵 ⊛ 𝛼 = 𝐵 ∗ 𝑓 (𝛼), for all 𝛼 , is essentially the same, just substituting ⊬ ¬𝛼 by 𝛼 ⊬ ⊥. It
remains to prove that ∗ satisfies pre-expansion. There are two cases. If 𝛼 ∉ 𝐵 ⊛ 𝛼 , it is valid
because ∗′ satisfies pre-expansion. If 𝛼 ∈ 𝐵 ⊛ 𝛼 , it is also valid because ⊛ satisfaz weak
pre-expansion.

(2) implies (1):
That ⊛ satisfies weak inclusion, consistency, weak uniformity, proxy success, stability, uniform
success and weak relevance follows from Observation 12. It remains to prove that ⊛ satisfies
weak pre-expansion.
(I) As 𝛼 ∈ (𝐵 ∪ {𝛼}) then, by 𝑓 -lower boundary, 𝑓 (𝛼) = 𝛼 . So (𝐵 ∪ {𝛼}) ⊛ 𝛼 = (𝐵 ∪ {𝛼}) ∗
𝑓 (𝛼) = (𝐵 ∪ {𝛼}) ∗ 𝛼 .
(II) 𝐵⊛𝛼 = 𝐵 ∗ 𝑓 (𝛼). Suppose that 𝛼 ∈ 𝐵⊛𝛼 . Then 𝛼 ∈ 𝐵 ∗ 𝑓 (𝛼). There are two cases. If 𝛼 ∈ 𝐵,
by 𝑓 -lower boundary we have that 𝑓 (𝛼) = 𝛼 , which implies that 𝐵 ∗ 𝑓 (𝛼) = 𝐵 ∗ 𝛼 . If 𝛼 ∉ 𝐵,
as 𝛼 ∈ 𝐵 ∗ 𝑓 (𝛼), by ∗-inclusion and success we have that 𝑓 (𝛼) = 𝛼 and 𝐵 ∗ 𝑓 (𝛼) = 𝐵 ∗ 𝛼 .
By ∗-pre-expansion, it follows that (𝐵 ∪ {𝛼}) ∗ 𝛼 = 𝐵 ∗ 𝛼 . Therefore, if 𝛼 ∈ 𝐵 ⊛ 𝛼 ,
(𝐵 ∪ {𝛼}) ⊛ 𝛼 = 𝐵 ⊛ 𝛼 , which proves weak pre-expansion.
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Proof of Observation 13

Proof. 1. We prove by cases: (a) If 𝐾 ∪ 𝐴 ⊢ ⊥, then 𝐶𝑛(𝐾 ∪ 𝐴) = 𝐾⊥ and, therefore,
𝐾 ⊙ 𝐴 ⊆ 𝐶𝑛(𝐾 ∪ 𝐴). (b) If 𝐾 ∪ 𝐴 ⊬ ⊥, then 𝐾 ⊙ 𝐴 = 𝐾 ∗𝑝 𝑓 (𝐴) and, by ∗𝑝-inclusion,
𝐾 ∗𝑝 𝑓 (𝐴) ⊆ 𝐶𝑛(𝐾∪𝑓 (𝐴)). By weak implication we have that𝐶𝑛(𝐾∪𝑓 (𝐴)) ⊆ 𝐶𝑛(𝐾∪𝐴).
Hence, 𝐾 ⊙ 𝐴 ⊆ 𝐶𝑛(𝐾 ∪ 𝐴).

2. Since 𝑓 (𝐴) ⊬ ⊥, by ∗𝑝-weak consistency we have that 𝐾 ∗𝑝 𝑓 (𝐴) ⊬ ⊥. Thus, 𝐾 ⊙𝐴 ⊬ ⊥.

3. Trivial, since by definition ∗𝑝 satisfies success and by maximality 𝐾 ⊙𝐴 = 𝐾 ∗𝑝 𝑓 (𝐴) =
𝐾 ∗𝑝 𝐴.

4. If 𝐴 ⊬ ⊥ then 𝑓 (𝐴) ⊬ ⊥ and, by ∗𝑝-weak consistency, 𝐾 ⊙ 𝐴 = 𝐾 ∗𝑝 𝑓 (𝐴) ⊬ ⊥.

Proof of Observation 14

Proof. Assume that 𝐴 ⊆ 𝐾 ⊙ 𝐴. Since 𝐾 ⊙ 𝐴 = 𝐾 ∗𝑝 𝑓 (𝐴), we have that 𝐴 ⊆ 𝐾 ∗𝑝 𝑓 (𝐴) and,
by ∗-inclusion, 𝐴 ⊆ 𝐶𝑛(𝐾 ∪ 𝑓 (𝐴)). Then we have three possibilities: (𝑖) 𝐴 ⊆ 𝐾 , which implies
that 𝐴 ⧵ 𝐾 = ∅ ⊆ 𝐶𝑛(𝑓 (𝐴)). (𝑖𝑖) 𝐴 ⊆ 𝐶𝑛(𝑓 (𝐴)), which also implies that 𝐴 ⧵ 𝐾 ⊆ 𝐶𝑛(𝑓 (𝐴)).
(𝑖𝑖𝑖) 𝐴 ∩ 𝐾 ≠ ∅ and 𝐴 ⧵ 𝐾 ⊆ 𝐶𝑛(𝑓 (𝐴)). By 𝑓 -conditional maximality, in all of the three cases
we have that 𝐶𝑛(𝑓 (𝐴)) = 𝐶𝑛(𝐴).

Proof of Theorem 59

Proof. (1) implies (2): we first define 𝑓 and ∗𝑝:

𝑓 (𝐴) =

⎧⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎩

𝐴 if 𝐾 ∪ 𝐴 ⊬ ⊥ or 𝐴 ⊆ 𝐾 ⊙ 𝐴;
𝑟(𝐴) otherwise, where 𝑟 is a (well-defined) function ()×() ⟶

() such that 𝑟(𝐴) ⊆ 𝐶𝑛(𝐾 ⊙ 𝐴), 𝐾 ⊙ 𝐴 = 𝐾 ⊙ 𝑟(𝐴) and for all
𝐴 and 𝐴′ such that 𝐾 ⊙ 𝐴 = 𝐾 ⊙ 𝐴′, 𝑟(𝐴) = 𝑟(𝐴′).

This definition is possible since ⊙ satisfies weak proxy success.

𝐾 ∗ 𝐴 =
⎧⎪⎪
⎨⎪⎪⎩

𝐾 ⊙ 𝐴 if 𝐴 ⊆ 𝐶𝑛(𝐾 ⊙ 𝐴);
𝐾 ∗′𝑝 𝐴 otherwise, where ∗′𝑝 is any operation that satisfies the six axioms

from Observation 7.

We need to show that:

(a) 𝑓 is a (well-defined) transformation function;

(b) 𝑓 satisfies the properties;

(c) ∗ is a multiple theory revision (see Observation 7);

(d) 𝐾 ⊙ 𝐴 = 𝐾 ∗ 𝑓 (𝐴), for all 𝐴.
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The proofs are given below:

(a) To prove that 𝑓 is a (well defined) function we must show that for all 𝐴 ⊆  there
exists 𝐴′ ⊆  such that 𝑓 (𝐴) = 𝐴′ and that, if 𝐴1 = 𝐴2, then 𝑓 (𝐴1) = 𝑓 (𝐴2).
Let 𝐴 ⊆ . If 𝐾 ∪ 𝐴 ⊬ ⊥ or 𝐴 ⊆ 𝐾 ⊙ 𝐴, then 𝑓 (𝐴) = 𝐴. Otherwise, 𝑓 (𝐴) = 𝑟(𝐴) = 𝐴′,
for some 𝐴′ such that 𝐴′ ⊆ 𝐾 ⊙ 𝐴 = 𝐾 ⊙ 𝐴′. Such 𝐴′ exists since ⊙ satisfies weak
proxy success and closure. Assume now that 𝐴1 = 𝐴2. If 𝐾 ∪ 𝐴1 ⊬ ⊥, then 𝐾 ∪ 𝐴2 ⊬ ⊥,
or if 𝐴1 ⊆ 𝐾 ⊙ 𝐴1, then 𝐴2 ⊆ 𝐾 ⊙ 𝐴2. Thus, in both cases 𝑓 (𝐴1) = 𝐴1 = 𝐴2 = 𝑓 (𝐴2). If
𝐾 ∪ 𝐴1 ⊢ ⊥ and 𝐴1 ⊈ 𝐾 ⊙ 𝐴1, then 𝐾 ∪ 𝐴2 ⊢ ⊥ and 𝐴2 ⊈ 𝐾 ⊙ 𝐴2. Thus, 𝑓 (𝐴1) = 𝑟(𝐴1)
and 𝑓 (𝐴2) = 𝑟(𝐴2). 𝑟 is a (well-defined) function. Hence, from 𝐴1 = 𝐴2 it follows that
𝑟(𝐴1) = 𝑟(𝐴2). Therefore, 𝑓 (𝐴1) = 𝑓 (𝐴2).

(b) That 𝑓 satisfies weak maximality follows from the definition of 𝑓 . To show that 𝑓
satisfies consistency preservation, let 𝐴 ⊬ ⊥; if 𝐾 ∪𝐴 ⊬ ⊥ or 𝐴 ⊆ 𝐾 ⊙𝐴, then 𝑓 (𝐴) = 𝐴
and 𝑓 (𝐴) ⊬ ⊥; otherwise, then 𝑓 (𝐴) = 𝑟(𝐴) and 𝑟(𝐴) ⊆ 𝐶𝑛(𝐾 ⊙ 𝐴); since 𝐴 ⊬ ⊥, by
⊙-consistency 𝐾 ⊙ 𝐴 ⊬ ⊥, which implies that 𝑟(𝐴) ⊬ ⊥ and, finally, that 𝑓 (𝐴) ⊬ ⊥.

To show that 𝑓 satisfies uniformity suppose that for every 𝐾 ′ ⊆ 𝐾 it holds that
𝐾 ′ ∪ 𝐴 ⊢ ⊥ iff 𝐾 ′ ∪ 𝐶 ⊢ ⊥. If 𝐾 ∪ 𝐴 ⊬ ⊥, then 𝑓 (𝐴) = 𝐴 and 𝐾 ∪ 𝐶 ⊬ ⊥; hence,
𝑓 (𝐶) = 𝐶 . If 𝐴 ⊆ 𝐾 ⊙ 𝐴 then, by ⊙-uniform success, 𝐶 ⊆ 𝐾 ⊙ 𝐶 and, hence, 𝑓 (𝐴) = 𝐴
and 𝑓 (𝐶) = 𝐶 ; thus, in both cases it holds that 𝐾 ′ ∪ 𝑓 (𝐴) ⊢ ⊥ iff 𝐾 ′ ∪ 𝑓 (𝐶) ⊢ ⊥. If
𝐾 ∪ 𝐴 ⊢ ⊥ and 𝐴 ⊈ 𝐾 ⊙ 𝐴, then by ⊙-uniform success and the initial assumption
it holds that 𝐾 ∪ 𝐶 ⊢ ⊥ and 𝐶 ⊈ 𝐾 ⊙ 𝐶 . Thus, 𝑓 (𝐴) = 𝑟(𝐴) and 𝑓 (𝐶) = 𝑟(𝐶). By
⊙-uniformity, 𝐾 ⊙𝐴 = 𝐾 ⊙𝐶 and, from the definition of 𝑟 , it follows that 𝑟(𝐴) = 𝑟(𝐶).
Therefore, 𝐾 ′ ∪ 𝑓 (𝐴) ⊢ ⊥ iff 𝐾 ′ ∪ 𝑓 (𝐶) ⊢ ⊥.

To show that 𝑓 satisfies uniform identity, assume that for every 𝐾 ′ ⊆ 𝐾 it holds
that 𝐾 ′ ∪ 𝐴 ⊢ ⊥ iff 𝐾 ′ ∪ 𝐶 ⊢ ⊥. Let 𝐶𝑛(𝑓 (𝐴) = 𝐶𝑛(𝐴). From the definition of 𝑓 it
holds that 𝑓 (𝐴) ⊆ 𝐾 ⊙ 𝐴. Thus, by ∗𝑝 −𝑐𝑙𝑜𝑠𝑢𝑟𝑒 it holds that 𝐴 ⊆ 𝐾 ⊙ 𝐴. By ⊙-uniform
success it follows that 𝐶 ⊆ 𝐾 ⊙ 𝐶 , from which follows that 𝑓 (𝐶) = 𝐶 and, hence,
𝐶𝑛(𝑓 (𝐶)) = 𝐶𝑛(𝐶). By symmetry of the case, it follows that if 𝐶𝑛(𝑓 (𝐶)) = 𝐶𝑛(𝐶),
then 𝐶𝑛(𝑓 (𝐴)) = 𝐶𝑛(𝐴). Hence, it holds that 𝐶𝑛(𝑓 (𝐴)) = 𝐶𝑛(𝐴) iff 𝐶𝑛(𝑓 (𝐶)) = 𝐶𝑛(𝐶).

To show that 𝑓 satisfies lower boundary, assume that 𝐴 ⊆ 𝐾 . From ⊙-stability it
follows that 𝐴 ⊆ 𝐾 ⊙ 𝐴 and, by the definition of 𝑓 , 𝑓 (𝐴) = 𝐴.

To show that 𝑓 satisfies conditional maximality, assume that 𝐴 ⧵ 𝐾 ⊆ 𝐶𝑛(𝑓 (𝐴)). From
the definition of 𝑓 we have that 𝑓 (𝐴) ⊆ 𝐾 ⊙ 𝐴, which implies by ∗𝑝 −𝑐𝑙𝑜𝑠𝑢𝑟𝑒 that
𝐴 ⧵ 𝐾 ⊆ 𝐾 ⊙ 𝐴. Then, by ⊙-conditional success, 𝐴 ⊆ 𝐾 ⊙ 𝐴 and, from the definition of
𝑓 , it holds that 𝑓 (𝐴) = 𝐴 and, hence, 𝐶𝑛(𝑓 (𝐴)) = 𝐶𝑛(𝐴).

Finally, we show that 𝑓 satisfies idempotence. If 𝐾 ∪ 𝐴 ⊬ ⊥ or 𝐴 ⊆ 𝐾 ⊙ 𝐴 then, from
the definition of 𝑓 , 𝑓 (𝑓 (𝐴)) = 𝑓 (𝐴) follows directly. Otherwise, 𝑓 (𝐴) = 𝑟(𝐴) and, by
the definition of 𝑟 , 𝑟(𝐴) ⊆ 𝐾 ⊙ 𝑟(𝐴). From the definition of 𝑓 , since 𝑟(𝐴) ⊆ 𝐾 ⊙ 𝑟(𝐴),
we have that 𝑓 (𝑟(𝐴)) = 𝑟(𝐴) and, given that 𝑓 (𝐴) = 𝑟(𝐴), we have that 𝑓 (𝑓 (𝐴)) =
𝑓 (𝑟(𝐴) = 𝑟(𝐴) = 𝑓 (𝐴).

(c) In order to show that ∗ is a multiple package theory revision, we need to prove
that it satisfies the six axioms from Observation 7. That ∗ satisfies closure, inclusion,
uniformity and weak consistency is trivial, since both ⊙ and ∗′ satisfy these four
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postulates. That ∗ satisfies success also follows directly from the definition. In order
to show that ∗ satisfies relevance, if 𝐴 ⊈ 𝐶𝑛(𝐾 ⊙ 𝐴), we are done (given that ∗′𝑝
satisfies relevance). If 𝐴 ⊆ 𝐶𝑛(𝐾 ⊙ 𝐴), then 𝐾 ∗ 𝐴 = 𝐾 ⊙ 𝐴. Suppose that ∃𝛽 ∈ 𝐾
such that 𝛽 ∉ 𝐾 ⊙ 𝐴. By ⊙-vacuity, 𝐾 ∪ 𝐴 ⊢ ⊥. By ⊙-weak relevance, ∃𝐾 ′ such that
(𝐾 ⊙𝐴) ∩𝐾 ⊆ 𝐾 ′ ⊆ 𝐾 , 𝐾 ′ ∪𝐴 ⊬ ⊥ and 𝐾 ′ ∪ {𝛽} ∪𝐴 ⊢ ⊥. Therefore, as 𝐾 ∗ 𝐴 = 𝐾 ⊙𝐴,
we can conclude that relevance is satisfied.

(d) We need to prove that 𝐾 ⊙ 𝐴 = 𝐾 ∗ 𝑓 (𝐴). If 𝐾 ∪ 𝐴 ⊬ ⊥ or 𝐴 ⊆ 𝐾 ⊙ 𝐴, 𝑓 (𝐴) = 𝐴
and 𝐾 ⊙ 𝑓 (𝐴) = 𝐾 ⊙ 𝐴. In the case of 𝐾 ∪ 𝐴 ⊬ ⊥, by ⊙-vacuity it follows that
𝐴 ⊆ 𝐾 ⊙ 𝐴 and, then, 𝑓 (𝐴) ⊆ 𝐾 ⊙ 𝑓 (𝐴). By the definition of ∗, 𝐾 ∗ 𝑓 (𝐴) = 𝐾 ⊙ 𝑓 (𝐴).
Hence, 𝐾 ∗ 𝑓 (𝐴) = 𝐾 ⊙ 𝐴. If 𝐾 ∪ 𝐴 ⊢ ⊥ and 𝐴 ⊈ 𝐾 ⊙ 𝐴 then it follows from the
definitions of 𝑓 and 𝑟 that 𝑓 (𝐴) ⊆ 𝐶𝑛(𝐾 ⊙ 𝐴) and 𝐾 ⊙ 𝐴 = 𝐾 ⊙ 𝑓 (𝐴), from which
follows that 𝑓 (𝐴) ⊆ 𝐶𝑛(𝐾 ⊙ 𝑓 (𝐴)). Then, from the definition of ∗ it follows that
𝐾 ∗ 𝑓 (𝐴) = 𝐾 ⊙ 𝑓 (𝐴) = 𝐾 ⊙ 𝐴.

(2) implies (1): That ⊙ satisfies closure is trivial since by Observation 7 ∗𝑝 satisfies
closure.

In order to prove weak proxy success, we have that by Definition 91 and idempotence,
𝐾 ⊙ 𝐴 = 𝐾 ∗𝑝 𝑓 (𝐴) = 𝐾 ∗𝑝 𝑓 (𝑓 (𝐴)) = 𝐾 ⊙ 𝑓 (𝐴). We therefore have 𝑓 (𝐴) ⊆ 𝐶𝑛(𝐾 ∗𝑝 𝑓 (𝐴)),
𝐾 ⊙ 𝐴 = 𝐾 ⊙ 𝑓 (𝐴) and 𝑓 (𝐴) ⊆ 𝐶𝑛(𝐾 ⊙ 𝐴), which is sufficient to prove that ⊙ satisfies weak
proxy success.

In order to prove inclusion, weak maximality implies weak implication; then, inclusion
follows from item 1 of Observation 13.

For vacuity, suppose that 𝐾 ∪ 𝐴 ⊬ ⊥. Then, by 𝑓 -weak maximality, 𝐶𝑛(𝑓 (𝐴)) = 𝐶𝑛(𝐴).
Since 𝐾 ⊙ 𝐴 = 𝐾 ∗𝑝 𝑓 (𝐴), by ∗𝑝-success 𝑓 (𝐴) ⊆ 𝐾 ∗𝑝 𝑓 (𝐴) and, by ∗𝑝-closure, 𝐶𝑛(𝑓 (𝐴)) ⊆
𝐾 ∗𝑝 𝑓 (𝐴). Since 𝐶𝑛(𝑓 (𝐴)) = 𝐶𝑛(𝐴), we also have that 𝐶𝑛(𝐴) ⊆ 𝐾 ∗𝑝 𝑓 (𝐴). From 𝐾 ∪ 𝐴 ⊬ ⊥
and 𝐶𝑛(𝑓 (𝐴)) = 𝐶𝑛(𝐴), we have that 𝐾 ∪ 𝑓 (𝐴) ⊬ ⊥. Thus, by ∗𝑝-vacuity, 𝐾 ∗𝑝 𝑓 (𝐴) =
𝐶𝑛(𝐾 ∪ 𝑓 (𝐴)) = 𝐶𝑛(𝐾 ∪ 𝐴). Therefore, 𝐾 ⊙ 𝐴 = 𝐶𝑛(𝐾 ∪ 𝐴).

For weak consistency, let 𝐴 ⊬ ⊥. Then, by consistency preservation we have that
𝑓 (𝐴) ⊬ ⊥ and, by ∗𝑝-weak consistency, we have that 𝐾 ∗𝑝 𝑓 (𝐴) ⊬ ⊥. Thus, 𝐾 ⊙ 𝐴 ⊬ ⊥.

In order to prove uniformity, assume that for every 𝐾 ′ ⊆ 𝐾 it holds that 𝐾 ′ ∪ 𝐴 ⊢ ⊥ iff
𝐾 ′ ∪ 𝐶 ⊢ ⊥. Then, by 𝑓 -uniformity, it holds that 𝐾 ′ ∪ 𝑓 (𝐴) ⊢ ⊥ iff 𝐾 ′ ∪ 𝑓 (𝐶) ⊢ ⊥ and, by
∗𝑝-uniformity, 𝐾 ∗𝑝 𝑓 (𝐴) = 𝐾 ∗𝑝 𝑓 (𝐵) or, equivalently, 𝐾 ⊙ 𝐴 = 𝐾 ⊙ 𝐵.

For uniform success, assume that for every 𝐾 ′ ⊆ 𝐾 it holds that 𝐾 ′∪𝐴 ⊢ ⊥ iff 𝐾 ′∪𝐶 ⊢ ⊥.
By 𝑓 -uniform identity we have that 𝐶𝑛(𝑓 (𝐴)) = 𝐶𝑛(𝐴) iff 𝐶𝑛(𝑓 (𝐶)) = 𝐶𝑛(𝐶). Let 𝐴 ⊆ 𝐾 ⊙𝐴.
From 𝑓 -conditional maximality and Observation 14 we have that 𝐶𝑛(𝑓 (𝐴)) = 𝐶𝑛(𝐴). By
𝑓 -uniform identity it follows that 𝐶𝑛(𝑓 (𝐶)) = 𝐶𝑛(𝐶). From the definition of ⊙ it holds that
𝐾 ⊙ 𝐶 = 𝐾 ∗𝑝 𝑓 (𝐶). By ∗-success we have that 𝑓 (𝐶) ⊆ 𝐾 ⊙ 𝐶 and, by ∗-closure, 𝐶 ⊆ 𝐾 ⊙ 𝐶 .
By symmetry of the case it holds that if 𝐶 ⊆ 𝐾 ⊙ 𝐶 , then 𝐴 ⊆ 𝐾 ⊙ 𝐴. Hence it holds that
𝐴 ⊆ 𝐾 ⊙ 𝐴 iff 𝐶 ⊆ 𝐾 ⊙ 𝐶 .

In order to prove conditional success, let 𝐴 ⧵ 𝐾 ⊆ 𝐾 ⊙ 𝐴. Since 𝐾 ⊙ 𝐴 = 𝐾 ∗𝑝 𝑓 (𝐴), by
∗𝑝-inclusion we have that 𝐴 ⧵𝐾 ⊆ 𝐶𝑛(𝐾 ∪ 𝑓 (𝐴)), which implies that 𝐴 ⧵𝐾 ⊆ 𝐶𝑛(𝑓 (𝐴)). From
𝑓 -conditional maximality we have that 𝐶𝑛(𝑓 (𝐴)) = 𝐶𝑛(𝐴) and, by ∗𝑝-success and ∗𝑝-closure,
𝐴 ⊆ 𝐾 ∗𝑝 𝑓 (𝐴). Thus, 𝐴 ⊆ 𝐾 ⊙ 𝐴.



130

APPENDIX A

For stability, let 𝐴 ⊆ 𝐾 . Then, since 𝑓 satisfies lower boundary, we have that 𝐶𝑛(𝑓 (𝐴)) =
𝐶𝑛(𝐴), which implies that, for any set 𝑋 , 𝑋 ∪ 𝑓 (𝐴) ⊢ ⊥ iff 𝑋 ∪ 𝐴 ⊢ ⊥ and, by ∗𝑝-uniformity
𝐾 ∗𝑝 𝑓 (𝐴) = 𝐾 ∗𝑝 𝐴. Since 𝐾 ⊙ 𝐴 = 𝐾 ∗𝑝 𝑓 (𝐴), it holds that 𝐾 ⊙ 𝐴 = 𝐾 ∗𝑝 𝐴. From ∗𝑝-success
it follows that 𝐴 ⊆ 𝐾 ∗𝑝 𝐴 = 𝐾 ⊙ 𝐴.

It only remains to prove that ⊙ satisfies weak relevance. Suppose that 𝐴 ⊆ 𝐾 ⊙ 𝐴 and
∃𝛽 ∈ 𝐾 such that 𝛽 ∉ 𝐾 ⊙ 𝐴. As 𝐾 ⊙ 𝐴 = 𝐾 ∗𝑝 𝑓 (𝐴), we have that 𝛽 ∉ 𝐾 ∗𝑝 𝑓 (𝐴). By
∗𝑝-relevance, ∃𝐾 ′ such that (𝐾 ∗𝑝 𝑓 (𝐴)) ∩𝐾 ⊆ 𝐾 ′ ⊆ 𝐾 , 𝐾 ′ ∪ 𝑓 (𝐴) ⊬ ⊥ but 𝐾 ′ ∪ {𝛽} ∪ 𝑓 (𝐴) ⊢ ⊥.
Since 𝐾 ⊙ 𝐴 = 𝐾 ∗𝑝 𝑓 (𝐴), (𝐾 ⊙ 𝐴) ∩ 𝐾 ⊆ 𝐾 ′ ⊆ 𝐾 . So, it remains to prove that 𝐾 ′ ∪ 𝐴 ⊬ ⊥.
Given that 𝐴 ⊆ 𝐾 ⊙ 𝐴, then 𝐴 ⊆ 𝐾 ∗𝑝 𝑓 (𝐴) and, by ∗𝑝-inclusion we have three possibilities.
If 𝐴 ⊆ 𝐾 , by 𝑓 -lower boundary we have that 𝐶𝑛(𝑓 (𝐴)) = 𝐶𝑛(𝐴), and also if 𝐴 ⊆ 𝑓 (𝐴). If
((𝐾 ⊙𝐴) ∩𝐾 ) ∩𝐴 ≠ ∅ ≠ 𝐴∩ 𝑓 (𝐴), we can conclude that, since (𝐾 ⊙𝐴) ∩𝐾 ⊆ 𝐾 ′, 𝐴 ⊆ 𝐾 ′ ∪ 𝑓 (𝐴).
Therefore, 𝐾 ′ is such that 𝐾 ′ ∪ 𝐴 ⊬ ⊥ but 𝐾 ′ ∪ {𝛽} ∪ 𝐴 ⊢ ⊥. Thus, ⊙-weak relevance is
satisfied.

Proof of Theorem 60

Proof. This proof is quite similar to that of Theorem 59. To show that (1) implies (2), we
define 𝑓 to be a function like that of the previous proof but with an additional restriction
when 𝐾 ∪ 𝐴 ⊢ ⊥ and 𝐴 ⊈ 𝐾 ⊙ 𝐴: 𝑓 (𝐴) ⊆ 𝐶𝑛(𝐴). The existence of such a function follows
from proxy success. The proofs for 𝑓 are essentially the same, and the implication property
follows trivially. To show that (2) implies (1) we only have to add a proof for proxy success,
which we obtain from Theorem 59 and 𝑓 -implication.

Proof of Theorem 61

Proof. This proof is quite similar to that of Theorem 59. To show that (1) implies (2), we
define 𝑓 to be a function like that of the previous proof but with an additional restriction
when 𝐾 ∪ 𝐴 ⊢ ⊥ and 𝐴 ⊈ 𝐾 ⊙ 𝐴: 𝑓 (𝐴) ⊆ 𝐴. The existence of such a function follows from
choice success. The proofs for 𝑓 are essentially the same, and the choice property follows
trivially. To show that (2) implies (1) we only have to add a proof of choice success, which
we obtain from Theorem 59 and 𝑓 -choice.

Proof of Observation 15

Proof. 1. We prove by cases: (a) If 𝐵 ∪ 𝐴 ⊢ ⊥, then 𝐶𝑛(𝐵 ∪ 𝐴) = 𝐾⊥ and, therefore,
𝐵 ⊙ 𝐴 ⊆ 𝐶𝑛(𝐵 ∪ 𝐴). (b) If 𝐵 ∪ 𝐴 ⊬ ⊥, then 𝐵 ⊙ 𝐴 = 𝐵 ∗𝑝 𝑓 (𝐴), 𝐵 ∗𝑝 𝑓 (𝐴) ⊆ 𝐵 ∪ 𝑓 (𝐴)
(∗𝑝-inclusion), 𝐵 ∪ 𝑓 (𝐴) ⊆ 𝐵 ∪ 𝐶𝑛(𝐴) (weak implication). Hence, 𝐵 ⊙ 𝐴 ⊆ 𝐶𝑛(𝐵 ∪ 𝐴).

2. Let 𝐴 ⊬ ⊥. Then, by 𝑓 -consistency preservation, 𝑓 (𝐴) ⊬ ⊥ and, by ∗𝑝-weak consistency,
𝐵 ∗𝑝 𝑓 (𝐴) ⊬ ⊥. Therefore, 𝐵 ⊙ 𝐴 ⊬ ⊥ and weak consistency is satisfied.

3. We have that 𝐵 ⊙ 𝐴 = 𝐵 ∗𝑝 𝑓 (𝐴); then by ∗𝑝-inclusion 𝐵 ∗𝑝 𝑓 (𝐴) ⊆ 𝐵 ∪ 𝑓 (𝐴) and, since
𝑓 satisfies implication, 𝐵 ∗𝑝 𝑓 (𝐴) ⊆ 𝐵 ∪ 𝐶𝑛(𝐴). Thus, 𝐵 ⊙ 𝐴 ⊆ 𝐵 ∪ 𝐶𝑛(𝐴) and weak
inclusion is satisfied. That ⊙ satisfies weak consistency follows from item 2, since
implication implies consistency preservation.

4. We have that 𝐵 ⊙ 𝐴 = 𝐵 ∗𝑝 𝑓 (𝐴); then by ∗𝑝-inclusion 𝐵 ∗𝑝 𝑓 (𝐴) ⊆ 𝐵 ∪ 𝑓 (𝐴) and, since
𝑓 satisfies choice, 𝐵 ∗𝑝 𝑓 (𝐴) ⊆ 𝐵 ∪ 𝐴. Thus, 𝐵 ⊙ 𝐴 ⊆ 𝐵 ∪ 𝐴 and inclusion is satisfied.
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5. Weak maximality implies weak implication; then, very weak inclusion follows from
item 1. For vacuity, suppose that 𝐵 ∪ 𝐴 ⊬ ⊥. Then, by weak maximality, 𝐴 = 𝑓 (𝐴) so
that 𝐵 ⊙ 𝐴 = 𝐵 ∗𝑝 𝐴 and, by ∗𝑝-vacuity, 𝐵 ⊙ 𝐴 = 𝐵 ∗𝑝 𝐴 = 𝐵 ∪ 𝐴.

Proof of Observation 16

Proof. Assume that 𝐴 ⊆ 𝐵 ⊙ 𝐴. Since 𝐵 ⊙ 𝐴 = 𝐵 ∗𝑝 𝑓 (𝐴), we have that 𝐴 ⊆ 𝐵 ∗𝑝 𝑓 (𝐴) and,
by ∗-inclusion, 𝐴 ⊆ 𝐵 ∪ 𝑓 (𝐴). Then we have three possibilities: (𝑖) 𝐴 ⊆ 𝐵, which implies
that 𝐴 ⧵ 𝐵 = ∅ ⊆ 𝑓 (𝐴). (𝑖𝑖) 𝐴 ⊆ 𝑓 (𝐴), which also implies that 𝐴 ⧵ 𝐵 ⊆ 𝑓 (𝐴). (𝑖𝑖𝑖) 𝐴 ∩ 𝐵 ≠ ∅
and 𝐴 ⧵ 𝐵 ⊆ 𝑓 (𝐴). By 𝑓 -conditional maximality, in all of the three cases we have that
𝑓 (𝐴) = 𝐴.

Proof of Theorem 62

Proof. (1) implies (2): we first define 𝑓 and ∗:

𝑓 (𝐴) =

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

𝐴 if 𝐴 ⊆ 𝐵 ⊙ 𝐴;
𝑟(𝐴) otherwise, where 𝑟 is a (well defined) function () ×() ⟶

() such that 𝑟(𝐴) ⊆ 𝐵 ⊙ 𝐴 and 𝐵 ⊙ 𝐴 = 𝐵 ⊙ 𝑟(𝐴).

This definition is possible since ⊙ satisfies weak proxy success.

𝐵 ∗ 𝐴 =
⎧⎪⎪
⎨⎪⎪⎩

𝐵 ⊙ 𝐴 if 𝐴 ⊆ 𝐵 ⊙ 𝐴;
𝐵 ∗′ 𝐴 otherwise, where ∗′ is any operation that satisfies the five ax-

ioms from Theorem 15
.

We need to show that:

(a) 𝑓 is a (well-defined) transformation function;

(b) 𝑓 satisfies the properties;

(c) ∗ is a multiple base revision, according to Theorem 15;

(d) 𝐵 ⊙ 𝐴 = 𝐵 ∗ 𝑓 (𝐴), for all 𝐴.

The proofs are given below:

(a) To prove that 𝑓 is a (well defined) function we must show that for all 𝐴 ⊆  there
exists 𝐴′ ⊆  such that 𝑓 (𝐴) = 𝐴′ and that, if 𝐴1 = 𝐴2, then 𝑓 (𝐴1) = 𝑓 (𝐴2).
Let 𝐴 ⊆ . If 𝐴 ⊆ 𝐵 ⊙ 𝐴, then 𝑓 (𝐴) = 𝐴. Otherwise, 𝑓 (𝐴) = 𝑟(𝐴) = 𝐴′, for some 𝐴′

such that 𝐴′ ⊆ 𝐵 ⊙ 𝐴 = 𝐵 ⊙ 𝐴′. Such 𝐴′ exists since ⊙ satisfies weak proxy success.
Assume now that 𝐴1 = 𝐴2. If 𝐴1 ⊆ 𝐵 ⊙ 𝐴1, then by ⊙-uniform success it follows that
𝐴2 ⊆ 𝐵 ⊙ 𝐴2. Thus 𝑓 (𝐴1) = 𝐴1 = 𝐴2 = 𝑓 (𝐴2). If 𝐴1 ⊈ 𝐵 ⊙ 𝐴1, then 𝐴2 ⊈ 𝐵 ⊙ 𝐴2. Thus
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𝑓 (𝐴1) = 𝑟(𝐴1) and 𝑓 (𝐴2) = 𝑟(𝐴2). 𝑟 is a (well-defined) function. Thus, from 𝐴1 = 𝐴2 it
follows that 𝑟(𝐴1) = 𝑟(𝐴2). Therefore, 𝑓 (𝐴1) = 𝑓 (𝐴2).

(b) To show that 𝑓 satisfies conditional maximality, assume that 𝐴 ⧵ 𝐵 ⊆ 𝑓 (𝐴). From the
definition of 𝑓 we have that 𝑓 (𝐴) ⊆ 𝐵 ⊙ 𝐴, which implies that 𝐴 ⧵ 𝐵 ⊆ 𝐵 ⊙ 𝐴. Then, by
⊙ conditional success, 𝐴 ⊆ 𝐵 ⊙ 𝐴 and, from the definition of 𝑓 , we have that 𝑓 (𝐴) = 𝐴.
We will now show that 𝑓 satisfies consistency preservation. Assume that 𝐴 ⊬ ⊥. If
𝐴 ⊆ 𝐵 ⊙ 𝐴, then 𝑓 (𝐴) = 𝐴, from which it follows that 𝑓 (𝐴) ⊬ ⊥. If 𝐴 ⊈ 𝐵 ⊙ 𝐴, then
from the definition of 𝑓 it follows that 𝑓 (𝐴) ⊆ 𝐵 ⊙ 𝐴. By ⊙ weak consistency it follows
that 𝐵 ⊙ 𝐴 ⊬ ⊥ and, hence, 𝑓 (𝐴) ⊬ ⊥.
To show that 𝑓 satisfies idempotence, we prove by cases:
(1) 𝐴 ⊆ 𝐵 ⊙ 𝐴. Thus 𝑓 (𝐴) = 𝐴 and 𝑓 (𝑓 (𝐴)) = 𝑓 (𝐴).
(2) 𝐴 ⊈ 𝐵 ⊙ 𝐴. Thus 𝑓 (𝐴) = 𝑟(𝐴) and 𝑟(𝐴) ⊆ 𝐵 ⊙ 𝑟(𝐴). Hence, from the definition
of 𝑓 it follows that 𝑓 (𝑟(𝐴)) = 𝑟(𝐴). From the latter and 𝑓 (𝐴) = 𝑟(𝐴) it follows that
𝑓 (𝑓 (𝐴)) = 𝑓 (𝐴).
We will now show that 𝑓 satisfies uniform identity. Assume that it holds for all
subsets 𝐵′ ⊆ 𝐵, 𝐵′ ∪ 𝐴 ⊢ ⊥ iff 𝐵′ ∪ 𝐶 ⊢ ⊥. Let 𝑓 (𝐴) = 𝐴. From the definition of 𝑓
it holds that 𝑓 (𝐴) ⊆ 𝐵 ⊙ 𝐴. Thus 𝐴 ⊆ 𝐵 ⊙ 𝐴. By ⊙ uniform success it follows that
𝐶 ⊆ 𝐵 ⊙ 𝐶 , from which follows that 𝑓 (𝐶) = 𝐶 . By symmetry of the case it follows
that if 𝑓 (𝐶) = 𝐶 , then 𝑓 (𝐴) = 𝐴. Hence it holds that 𝑓 (𝐴) = 𝐴 iff 𝑓 (𝐶) = 𝐶 .

(c) That ∗ satisfies success follows trivially from definition of ∗. That ∗ satisfies weak
consistency and inclusion follows from the fact that both ⊙ and ∗′ satisfy weak consis-
tency and inclusion.
Relevance follows from the definition of ∗, ⊙ weak relevance and ∗′ relevance.
In order to show that ∗ satisfies uniformity, assume that it holds for all subsets
𝐵′ ⊆ 𝐵, 𝐵′ ∪ 𝐴 ⊢ ⊥ iff 𝐵′ ∪ 𝐶 ⊢ ⊥. By ⊙ uniform success it follows that 𝐴 ⊆ 𝐵 ⊙ 𝐴 iff
𝐶 ⊆ 𝐵 ⊙ 𝐶 . We prove by cases:
(1) 𝐴 ⊆ 𝐵 ⊙ 𝐴. Then 𝐶 ⊆ 𝐵 ⊙ 𝐶 and, hence, 𝐵 ∗ 𝐴 = 𝐵 ⊙ 𝐴 and 𝐵 ∗ 𝐶 = 𝐵 ⊙ 𝐶 , from
which it follows by ⊙ conditional uniformity that 𝐵 ∩ (𝐵 ∗ 𝐴) = 𝐵 ∩ (𝐵 ∗ 𝐶).
(2) 𝐴 ⊈ 𝐵 ⊙ 𝐴. Then 𝐶 ⊈ 𝐵 ⊙ 𝐶 . Thus 𝐵 ∗ 𝐴 = 𝐵 ∗′ 𝐴 and 𝐵 ∗ 𝐶 = 𝐵 ∗′ 𝐶 . Hence by ∗′
uniformity it follows that 𝐵 ∩ (𝐵 ∗ 𝐴) = 𝐵 ∩ (𝐵 ∗ 𝐶).

(d) We will now prove that 𝐵 ⊙ 𝐴 = 𝐵 ∗ 𝑓 (𝐴).
case 1) 𝐴 ⊆ 𝐵 ⊙ 𝐴. Hence 𝑓 (𝐴) = 𝐴 and 𝐵 ∗ 𝐴 = 𝐵 ⊙ 𝐴. Thus 𝐵 ∗ 𝑓 (𝐴) = 𝐵 ⊙ 𝐴.
case 2) 𝐴 ⊈ 𝐵 ⊙ 𝐴. From the definition of 𝑓 it holds that 𝐵 ⊙ 𝐴 = 𝐵 ⊙ 𝑓 (𝐴) and
𝑓 (𝐴) ⊆ 𝐵 ⊙ 𝐴. Hence 𝑓 (𝐴) ⊆ 𝐵 ⊙ 𝑓 (𝐴). Thus, from the definition of * it follows that
𝐵 ∗ 𝑓 (𝐴) = 𝐵 ⊙ 𝑓 (𝐴), from which it follows that 𝐵 ⊙ 𝐴 = 𝐵 ∗ 𝑓 (𝐴).

(2) implies (1): For conditional success, let 𝐴 ⧵ 𝐵 ⊆ 𝐵 ⊙ 𝐴. Since 𝐵 ⊙ 𝐴 = 𝐵 ∗𝑝 𝑓 (𝐴), by
∗𝑝-inclusion we have that𝐴⧵𝐵 ⊆ 𝐵∪𝑓 (𝐴), which implies that𝐴⧵𝐵 ⊆ 𝑓 (𝐴). From 𝑓 -conditional
maximality we have that 𝑓 (𝐴) = 𝐴 and, by ∗𝑝-success, it follows that 𝐴 ⊆ 𝐵 ∗ 𝐴. Thus
𝐴 ⊆ 𝐵 ⊙ 𝐴.

In order to prove conditional inclusion, let 𝐴 ⊆ 𝐵 ⊙ 𝐴. Since 𝑓 satisfies conditional
maximality, from Observation 16 we have that 𝑓 (𝐴) = 𝐴 and, since 𝐵 ⊙ 𝐴 = 𝐵 ∗𝑝 𝑓 (𝐴), by
∗-inclusion we have that 𝐵 ⊙ 𝐴 ⊆ 𝐵 ∪ 𝐴.
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For weak relevance, let 𝐴 ⊆ 𝐵 ⊙ 𝐴 and suppose that there is some 𝛽 ∈ 𝐵 such that
𝛽 ∉ 𝐵 ⊙ 𝐴. Since 𝐵 ⊙ 𝐴 = 𝐵 ∗𝑝 𝑓 (𝐴), we have that 𝛽 ∈ 𝐵 ⧵ (𝐵 ∗𝑝 𝑓 (𝐴)) and, by ∗𝑝-relevance,
there is a set 𝐵′ such that 𝐵 ∗𝑝 𝑓 (𝐴) ⊆ 𝐵′ ⊆ 𝐵 ∪ 𝑓 (𝐴), 𝐵′ ⊬ ⊥ but 𝐵′ ∪ {𝛽} ⊢ ⊥. So it remains
to prove that 𝐵′ ⊆ 𝐵 ∪𝐴. Since from 𝐴 ⊆ 𝐵 ⊙ 𝐴 and 𝑓 -conditional maximality we have from
Observation 15 that 𝑓 (𝐴) = 𝐴, it follows directly.

Weak consistency follows from item 2 of Observation 15.

For uniform success, consider that it holds for all subsets 𝐵′ of 𝐵 that 𝐵′ ∪ 𝐴 ⊢ ⊥ iff
𝐵′ ∪ 𝐶 ⊢ ⊥. Hence, since 𝑓 satisfies uniform identity, 𝑓 (𝐴) = 𝐴 holds iff 𝑓 (𝐶) = 𝐶 holds.
Assume that 𝐴 ⊆ 𝐵 ⊙ 𝐴. From 𝑓 -conditional maximality and Observation 16 we have that
𝑓 (𝐴) = 𝐴. On the other hand, by 𝑓 -uniform identity it follows that 𝑓 (𝐶) = 𝐶 . From the
definition of ⊙ it holds that 𝐵⊙𝐶 = 𝐵 ∗𝑝 𝑓 (𝐶). By ∗𝑝-success it follows that 𝐶 = 𝑓 (𝐶) ⊆ 𝐵⊙𝐶 .
Thus 𝐶 ⊆ 𝐵 ⊙ 𝐶 . By symmetry of the case it holds that if 𝐶 ⊆ 𝐵 ⊙ 𝐶 , then 𝐴 ⊆ 𝐵 ⊙ 𝐴. Hence
it holds that 𝐴 ⊆ 𝐵 ⊙ 𝐴 iff 𝐶 ⊆ 𝐵 ⊙ 𝐶 .

In order to show that ⊙ satisfies conditional uniformity, consider that it holds for
all subsets 𝐵′ of 𝐵 that 𝐵′ ∪ 𝐴 ⊢ ⊥ iff 𝐵′ ∪ 𝐶 ⊢ ⊥. Let 𝐴 ⊆ 𝐵 ⊙ 𝐴. From 𝑓 -conditional
maximality and Observation 16 we have that 𝑓 (𝐴) = 𝐴 and from 𝑓 -uniform identity it
follows that 𝑓 (𝐶) = 𝐶 . By ∗𝑝-uniformity it follows that 𝐵 ∩ (𝐵 ∗𝑝 𝐴) = 𝐵 ∩ (𝐵 ∗𝑝 𝐶). Thus
𝐵 ∩ (𝐵 ⊙ 𝐴) = 𝐵 ∩ (𝐵 ∗𝑝 𝑓 (𝐴)) = 𝐵 ∩ (𝐵 ∗𝑝 𝐴) = 𝐵 ∩ (𝐵 ∗𝑝 𝐶) = 𝐵 ∩ (𝐵 ∗𝑝 𝑓 (𝐶)) = 𝐵 ∩ (𝐵 ⊙ 𝐶).

Proof of Theorem 63

Proof. This proof is quite similar to that of Theorem 64. To show that (1) implies (2), we
define 𝑓 to be a function like that of the previous proof but with an additional restriction
for 𝑟 : 𝑟(𝐴) ⊆ 𝐶𝑛(𝐴). The existence of such a function follows from proxy success. The
proofs for 𝑓 are essentially the same, and the implication property follows trivially. To
show that (2) implies (1) we only have to add a proof of proxy success, which we obtain
from Observation 15.

Proof of Theorem 64

Proof. This proof is quite similar to that of Theorem 62. To show that (1) implies (2), we
define 𝑓 to be a function like that of the previous proof but with an additional restriction
for 𝑟 : 𝑟(𝐴) ⊆ 𝐴. The existence of such a function follows from choice success. The proofs
for 𝑓 are essentially the same, and the choice property follows trivially. To show that (2)
implies (1) we only have to add proofs for inclusion and choice success, which we obtain
from item 4 of Observation 15 and from Theorem 62 and 𝑓 -choice.
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Proofs related to Chapter 7

Proof of Theorem 65

Proof. If 𝐴 ⊬ ⊥, both directions of the proof follow as in Theorem 35 since ∔-success
implies ∔-weak success.

Otherwise, from construction to postulates we have that ∔-weak success is vacuously
satisfied and, since 𝐵 1 𝐴 = ∅, 𝐵 ∔𝐴 = 𝐵 and, hence, ∔-inclusion and ∔-preservation follow
immediately. In order to show ∔-coincidence, let 𝐵, 𝐴 and 𝐶 be such that 𝐵 ∩ 𝐴 ≠ ∅ and
𝐴 ⊆ 𝐶 ⊆ (𝐵 ∪ 𝐴). Since 𝐴 ⊢ ⊥, it follows that 𝐶 ⊢ ⊥ and 𝐵 ∔ 𝐴 = 𝐵 = 𝐵 ∔ 𝐶 . For the other
direction, the selection function is defined as in the proof for Theorem 35.

Proof of Observation 17

Proof. The item (a) can be trivially shown.

(b) First, it is easy to see that if it holds for all 𝐵′ ⊆ 𝐵 that 𝐵′ ∪ {𝛼} ⊢ ⊥ for every
𝛼 ∈ 𝐴 iff 𝐵′ ∪ {𝜓} ⊢ ⊥ for every 𝜓 ∈ 𝐶 , then it holds for all 𝐵′ ⊆ 𝐵 that 𝐵′ ∪ {𝛼} ⊬ ⊥
for some 𝛼 ∈ 𝐴 iff 𝐵′ ∪ {𝜓} ⊬ ⊥ for some 𝜓 ∈ 𝐶 . The converse property holds as
well. (Uniformity 1 implies Uniformity 2): assume that the initial condition from ∗𝑐-
uniformity 2 holds; then the initial condition from ∗𝑐-uniformity 1 holds as well and, hence,
𝐵 ⧵ (𝐵 ∗𝑐 𝐴) = 𝐵 ⧵ (𝐵 ∗𝑐 𝐶). We must show that 𝐵 ∩ (𝐵 ∗𝑐 𝐴) = 𝐵 ∩ (𝐵 ∗𝑐 𝐶). By set properties, it
holds that 𝐵 = (𝐵 ∩ (𝐵 ∗𝑐 𝐴)) ∪ (𝐵 ⧵ (𝐵 ∗𝑐 𝐴)) where (𝐵 ∩ (𝐵 ∗𝑐 𝐴)) ∩ (𝐵 ⧵ (𝐵 ∗𝑐 𝐴)) = ∅. Similarly,
it holds that 𝐵 = (𝐵 ∩ (𝐵 ∗𝑐 𝐶)) ∪ (𝐵 ⧵ (𝐵 ∗𝑐 𝐶)), where (𝐵 ∩ (𝐵 ∗𝑐 𝐶)) ∩ (𝐵 ⧵ (𝐵 ∗𝑐 𝐶)) = ∅.
Therefore, since 𝐵 ⧵ (𝐵 ∗𝑐 𝐴) = 𝐵 ⧵ (𝐵 ∗𝑐 𝐶), we can conclude that 𝐵 ∩ (𝐵 ∗𝑐 𝐴) = 𝐵 ∩ (𝐵 ∗𝑐 𝐶).
(Uniformity 2 implies Uniformity 1): we must show that if 𝐵 ∩ (𝐵 ∗𝑐 𝐴) = 𝐵 ∩ (𝐵 ∗𝑐 𝐶)
then 𝐵 ⧵ (𝐵 ∗𝑐 𝐴) = 𝐵 ⧵ (𝐵 ∗𝑐 𝐶). Using set properties, the proof is similar to the previous
case.

(c) Let ∗𝑐 be an operator that satisfies core-retainment and assume that 𝐵∪𝐴 is consistent.
We need to show that 𝐵 ⊆ 𝐵 ∗𝑐 𝐴. By reductio ad absurdum, suppose that 𝐵 ⊈ 𝐵 ∗𝑐 𝐴.
Therefore, there is some 𝜑 ∈ 𝐵 such that 𝜑 ∉ 𝐵 ∗𝑐 𝐴. Due to core-retainment, there is a set
𝐵′ ⊆ 𝐵 such that 𝐵′ ∪ {𝜓} is consistent for some 𝜓 ∈ 𝐴 but 𝐵′ ∪ {𝜑} ∪ {𝜆} is inconsistent
for every 𝜆 ∈ 𝐴. But this is absurd because 𝐵 ∪ 𝐴 is consistent. Then, 𝐵 ⊆ 𝐵 ∗𝑐 𝐴.
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(d) Let ∗𝑐 be an operator that satisfies ∗𝑐-vacuity 1, ∗𝑐-vacuity 2 and ∗𝑐-weak success. If
𝐴 = ∅ or 𝐴 ⊢ ⊥, then by ∗𝑐-vacuity 1 we have that 𝐵 ∗𝑐 𝐴 = 𝐵. Otherwise, we have from
∗𝑐-weak success that 𝐴 ∩ (𝐵 ∗𝑐 𝐴) ≠ ∅. Assume that (𝐴 ∩ (𝐵 ∗𝑐 𝐴)) ⊆ 𝐵. Then, 𝐴 ∩ 𝐵 ≠ ∅. By
∗𝑐-vacuity 2 we have that 𝐵 ∗𝑐 𝐴 = 𝐵, which satisfies ∗𝑐-confirmation.

The item (e) is trivially shown.

Proof of Observation 18

Proof. If 𝐵∪{𝜓} ⊬ ⊥ for some 𝜓 ∈ 𝐴, then 𝐵 satisfies the second condition of the remainder
set of 𝐵 by 𝐴 and the third one is vacuously satisfied. If 𝐵 ⊬ ⊥ and 𝐵 ∩ 𝐴 ≠ ∅, we have
that 𝐵 ∪ (𝐵 ∩ 𝐴) ⊬ ⊥ and, given that 𝐵 ∩ 𝐴 ⊆ 𝐴, 𝐵 satisfies the second condition of the
remainder set of 𝐵 by 𝐴 (and the third one is again vacuously satisfied). Hence, in both
cases {𝐵} ∈ 𝐵 ↓𝑐 𝐴 and any 𝐵′ ⊆ 𝐵 could not be part of the remainder set since it would
not be maximal. Therefore, 𝐵 ⇊𝑐 𝐴 = {𝐵}.

Proof of Observation 19

Proof. Let 𝑋 ⊆ 𝐵 be such that 𝑋 ∈ 𝐵 ↓𝑐 𝐴. Then 𝑋 is consistent with some 𝛼 ∈ 𝐴 and,
thus, consistent with some 𝜓 ∈ 𝐶 . Suppose that 𝑋 ∉ 𝐵 ↓𝑐 𝐶 . From Definition 93, the only
possible reason for that is 𝑋 not being maximal: there exists some 𝑋 ′ such that 𝑋 ⊂ 𝑋 ′

and 𝑋 ′ ∈ 𝐵 ↓𝑐 𝐶 . As a consequence, 𝑋 ′ ∪ {𝛼} is consistent for some 𝛼 ∈ 𝐴 and 𝑋 ∉ 𝐵 ↓𝑐 𝐴,
since 𝑋 is not maximal. Contradiction. Therefore, if 𝑋 ∈ 𝐵 ↓𝑐 𝐴, then 𝑋 ∈ 𝐵 ↓𝑐 𝐶 . The
converse property is analogous. Therefore, 𝐵 ↓𝑐 𝐴 = 𝐵 ↓𝑐 𝐶 .

Proof of Observation 20

Proof. If 𝐵 ∩ 𝐴 = ∅, we are done. Otherwise, since 𝐵 ⊬ ⊥, from Observation 18 we have
that 𝐵 ↓𝑐 𝐴 = {𝐵} and, hence, ⋂ 𝛾 (𝐵 ↓𝑐 𝐴) = 𝐵. Therefore, 𝐵 ∩ 𝐴 ⊆ ⋂ 𝛾 (𝐵 ↓𝑐 𝐴).

Proof of Observation 21

Proof. Let 𝐵 and 𝐴 be belief bases such that 𝐵 ⊬ ⊥ or 𝐵∩𝐴 = ∅. By the definitions of 𝐵 ↓𝑐 𝐴
and 𝛾 and the ∔-preservation property, ⋂ 𝛾 (𝐵 ↓𝑐 𝐴) ⊆ 𝐵 and ⋂ 𝛾 (𝐵 ↓𝑐 𝐴) ⊆ ⋂ 𝛾 (𝐵 ↓𝑐
𝐴) ∔ 𝐴 = 𝐵 ∗𝛾∔ 𝐴, so ⋂ 𝛾 (𝐵 ↓𝑐 𝐴) ⊆ 𝐵 ∩ (𝐵 ∗𝛾∔ 𝐴). For the other inclusion direction, it
follows from ∔-inclusion that 𝐵∩(𝐵 ∗𝛾∔ 𝐴) = 𝐵∩(⋂ 𝛾 (𝐵 ↓𝑐 𝐴)∔𝐴) ⊆ 𝐵∩(⋂ 𝛾 (𝐵 ↓𝑐 𝐴)∪𝐴),
whence 𝐵 ∩ (𝐵 ∗𝛾∔ 𝐴) ⊆ (𝐵 ∩ (⋂ 𝛾 (𝐵 ↓𝑐 𝐴))) ∪ (𝐵 ∩𝐴)) = ( ∩ 𝛾 (𝐵 ↓𝑐 𝐴)) ∪ (𝐵 ∩𝐴). If 𝐵 ∩𝐴 = ∅,
the inclusion follows directly. Otherwise, 𝐵 ⊬ ⊥ and by Observation 20 we have that
𝐵 ∩ 𝐴 ⊆ ⋂ 𝛾 (𝐵 ↓𝑐 𝐴). Thus, it follows that 𝐵 ∩ (𝐵 ∗𝛾∔ 𝐴) ⊆ ⋂ 𝛾 (𝐵 ↓𝑐 𝐴) and, therefore,
𝐵 ∩ (𝐵 ∗𝛾∔ 𝐴) = ⋂ 𝛾 (𝐵 ↓𝑐 𝐴).

Proof of Observation 22

Proof. It is easy to see that ∩𝛾 ((∩𝛾 (𝐵 ↓𝑐 𝐴)) ↓𝑐 𝐴) = ∩𝛾 (𝐵 ↓𝑐 𝐴) for every 𝐴. So, 𝐵 ∗𝛾∔ 𝐴 =
∩𝛾 (𝐵 ↓𝑐 𝐴)∔𝐴 = ∩𝛾 ((∩𝛾 (𝐵 ↓𝑐 𝐴)) ↓𝑐 𝐴)∔𝐴. By Observation 21, ∩𝛾 ((∩𝛾 (𝐵 ↓𝑐 𝐴)) ↓𝑐 𝐴)∔𝐴 =
∩𝛾 ((𝐵 ∩ (𝐵 ∗ 𝐴)) ↓𝑐 𝐴) ∔ 𝐴. Then 𝐵 ∗𝛾∔ 𝐴 = ∩𝛾 ((𝐵 ∩ (𝐵 ∗𝛾∔) ↓𝑐 𝐴) ∔ 𝐴 = (𝐵 ∩ (𝐵 ∗𝛾∔ 𝐴)) ∗𝛾∔ 𝐴.
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In order to show ∗𝑐-coincidence, let 𝐵∩𝐴 ≠ ∅ (which implies that 𝐵 ⊬ ⊥) and𝐴 ⊆ 𝐶 ⊆ 𝐵∪𝐴.
It follows that 𝐵 ∩ 𝐶 ≠ ∅. Since 𝐵 ⊬ ⊥, by Observation 18 and the definition of 𝛾 we have
that ∩𝛾 (𝐵 ↓𝑐 𝐴) = 𝐵 = ∩𝛾 (𝐵 ↓𝑐 𝐶). Then, by ∔-coincidence we know that 𝐵 ∔ 𝐴 = 𝐵 ∔ 𝐶 and,
therefore, 𝐵 ∗𝛾∔ 𝐴 = 𝐵 ∗𝛾𝜑 𝐶 .

The following lemma will be useful in the proof of the representation theorem:

Lemma 6. Let ∗ be an operator on 𝐵 that satisfies ∗𝑐 -relevance and 𝛾 be a function such
that, for every non-empty, consistent set 𝐴, it holds that:

• 𝛾 (𝐵 ↓𝑐 𝐴) = 𝐵 whenever 𝐵 ↓𝑐 𝐴 = ∅;

• 𝛾 (𝐵 ↓𝑐 𝐴) = {𝑋 ∈ 𝐵 ↓𝑐 𝐴 ∶ (𝐵 ∩ (𝐵 ∗ 𝐴)) ⊆ 𝑋} whenever 𝐵 ↓𝑐 𝐴 ≠ ∅.

Then 𝐵 ∩ (𝐵 ∗ 𝐴) = ∩𝛾 (𝐵 ↓𝑐 𝐴).

Proof. That 𝐵 ∩ (𝐵 ∗ 𝐴) ⊆ ∩𝛾 (𝐵 ↓𝑐 𝐴) is trivial by the definition of 𝛾 . For the other inclusion
direction, suppose towards contradiction that ∩𝛾 (𝐵 ↓𝑐 𝐴) ⊈ 𝐵 ∩ (𝐵 ∗ 𝐴). So there exists
𝜑 ∈ ∩𝛾 (𝐵 ↓𝑐 𝐴) such that 𝜑 ∉ 𝐵 ∩ (𝐵 ∗ 𝐴). From the definitions of ↓𝑐 and 𝛾 , we have that
𝜑 ∈ 𝐵 and, hence, 𝜑 ∈ 𝐵 ⧵𝐵 ∗ 𝐴. By ∗𝑐 -relevance, there is some 𝐵′ with 𝐵∩(𝐵 ∗𝑐 𝐴) ⊆ 𝐵′ ⊆ 𝐵,
such that 𝐵′ ∪ {𝜓} is consistent for some 𝜓 ∈ 𝐴 and 𝐵′ ∪ {𝜑} ∪ {𝜆} is inconsistent for every
𝜆 ∈ 𝐴. So we may infer that 𝜑 ∉ 𝐵′. Then we may extend 𝐵′ to a maximal subset 𝐵′′ of 𝐵
consistent with some 𝛼 ∈ 𝐴. From ∗𝑐 -relevance we know that 𝜑 ∉ 𝐵′′, 𝐵 ∩ (𝐵 ∗ 𝐴) ⊆ 𝐵′′ and,
by the definition of 𝛾 , 𝐵′′ ∈ 𝛾 (𝐵 ↓𝑐 𝐴). But since 𝜑 ∈ ∩𝛾 (𝐵 ↓𝑐 𝐴), for every 𝑋 ∈ 𝛾 (𝐵 ↓𝑐 𝐴) it
holds that 𝜑 ∈ 𝑋 , which is a contradiction. Then ∩𝛾 (𝐵 ↓𝑐 𝐴) ⊆ 𝐵 ∩ (𝐵 ∗ 𝐴) and, therefore,
𝐵 ∩ (𝐵 ∗ 𝐴) = ∩𝛾 (𝐵 ↓𝑐 𝐴).

Proof of Theorem 66

Proof. (Construction to postulates): let 𝛾 be an arbitrary selection function for 𝐵, ∔ be a
consistency-preserving partial expansion operator for 𝐵 and ∗𝛾∔ be the multiple choice
partial meet revision on 𝐵 generated by 𝛾 and ∔. Then, for all sets 𝐴:

𝐵 ∗𝛾∔ 𝐴 =
{

⋂ 𝛾 (𝐵 ↓𝑐 𝐴) ∔ 𝐴 if 𝐴 ≠ ∅ and 𝐴 ⊬ ⊥
𝐵 otherwise

We must show that ∗𝛾∔ satisfies all the enumerated postulates:

(Inclusion) Since every 𝑋 ⊆ 𝐵 ↓𝑐 𝐴 is such that 𝑋 ⊆ 𝐵, 𝛾 (𝐵 ↓𝑐 𝐴) ⊆ 𝐵 ↓𝑐 𝐴 (when
𝐵 ↓𝑐 𝐴 ≠ ∅) or 𝛾 (𝐵 ↓𝑐 𝐴) = {𝐵} (when 𝐵 ↓𝑐 𝐴 is empty) and ∔ satisfies inclusion, this
postulate is trivially shown.

(Weak consistency) Suppose that 𝐴 is consistent. By the definition of remainder set,
every 𝑋 ∈ 𝐵 ↓𝑐 𝐴 is consistent with some 𝛼 ∈ 𝐴. Therefore, the intersection of any
subset of 𝐵 ↓𝑐 𝐴 is consistent with some 𝛼 ∈ 𝐴. Then, by ∔-consistency it follows that
𝐵 ∗𝛾∔ 𝐴 is consistent.

(Weak success) Suppose that 𝐴 ≠ ∅ and 𝐴 ⊬ ⊥. Then, by the definition of ∗𝛾∔ and by
∔-success, it follows that 𝐴 ∩ 𝐵 ∗𝛾∔ 𝐴 ≠ ∅.
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(Vacuity 1) Trivial by definition.

(Uniformity 2) Assume that A and C are consistent bases and that it holds for all 𝐵′ ⊆ 𝐵
that 𝐵′ ∪ {𝛼} is consistent for some 𝛼 ∈ 𝐴 iff 𝐵′ ∪ {𝜓} is consistent for some 𝜓 ∈ 𝐶 . By
Observation 21, 𝐵 ∩ (𝐵 ∗𝛾∔ 𝐴) = ⋂ 𝛾 (𝐵 ↓𝑐 𝐴) (and analogously the same for 𝐶). So it
is sufficient to show that ⋂ 𝛾 (𝐵 ↓𝑐 𝐴) = ⋂ 𝛾 (𝐵 ↓𝑐 𝐶). From the initial assumption and
Observation 19, we can infer that 𝐵 ↓𝑐 𝐴 = 𝐵 ↓𝑐 𝐶 . Since 𝛾 is a well-defined function,
then 𝛾 (𝐵 ↓𝑐 𝐴) = 𝛾 (𝐵 ↓𝑐 𝐶). So, 𝐵 ∩ (𝐵 ∗𝛾∔ 𝐴) = 𝐵 ∩ (𝐵 ∗𝛾∔ 𝐶).

(Relevance) Let 𝜑 ∈ 𝐵 ⧵ 𝐵 ∗𝑐 𝐴. Then, by ∔-preservation, ⋂ 𝛾 (𝐵 ↓𝑐 𝐴) ≠ 𝐵, i.e., 𝐵 ↓𝑐 𝐴 ≠ ∅.
So there exists 𝑋 ∈ 𝛾 (𝐵 ↓𝑐 𝐴) such that ⋂ 𝛾 (𝐵 ↓𝑐 𝐴) ⊆ 𝑋 and 𝜑 ∉ 𝑋 . By Observation
21, 𝐵 ∩ (𝐵 ∗𝑐 𝐴) = ⋂ 𝛾 (𝐵 ↓𝑐 𝐴), so it follows from ⋂ 𝛾 (𝐵 ↓𝑐 𝐴) ⊆ 𝑋 that 𝐵 ∩ (𝐵 ∗𝑐 𝐴) ⊆ 𝑋 .
Moreover, it follows from 𝑋 ∈ 𝛾 (𝐵 ↓𝑐 𝐴) and 𝜑 ∈ 𝐵 ⧵ 𝑋 that 𝑋 ∪ {𝜓} is consistent for
some 𝜓 ∈ 𝐴 and 𝑋 ∪ {𝜑} ∪ {𝜆} is inconsistent for any 𝜆 ∈ 𝐴. Thus, X is the set we are
looking for.

(Postulates to construction): let 𝐵 be a belief base and ∗ be an operator on 𝐵 that satisfies
the enumerated postulates. We must show that ∗ is a multiple choice partial meet revision.
Let 𝛾 be a function such that, for every non-empty, consistent set 𝐴, it holds that:

• 𝛾 (𝐵 ↓𝑐 𝐴) = 𝐵 whenever 𝐵 ↓𝑐 𝐴 = ∅;

• 𝛾 (𝐵 ↓𝑐 𝐴) = {𝑋 ∈ 𝐵 ↓𝑐 𝐴 ∶ (𝐵 ∩ (𝐵 ∗ 𝐴)) ⊆ 𝑋} whenever 𝐵 ↓𝑐 𝐴 ≠ ∅.

Let ∔ be an operator on 𝐵 such that, for every set 𝐴, ∩𝛾 (𝐵 ↓𝑐 𝐴) ∔ 𝐴 = ∩𝛾 (𝐵 ↓𝑐
𝐴) ∪ (𝐴 ∩ (𝐵 ∗ 𝐴)).

We must show:

(Part A)

1. 𝛾 is a well-defined function. Suppose that 𝐵 ↓𝑐 𝐴 = 𝐵 ↓𝑐 𝐶 for two consistent sets
𝐴 and 𝐶 . It follows from ∗𝑐-uniformity 2 that 𝐵 ∩ (𝐵 ∗ 𝐴) = 𝐵 ∩ (𝐵 ∗ 𝐶). Hence,
𝛾 (𝐵 ↓𝑐 𝐴) = 𝛾 (𝐵 ↓𝑐 𝐶).

2. If 𝐵 ↓𝑐 𝐴 = ∅ we must show that 𝛾 (𝐵 ↓𝑐 𝐴) = 𝐵. It follows from the definition of 𝛾 .

3. If 𝐵 ↓𝑐 𝐴 ≠ ∅ we must show that ∅ ≠ 𝛾 (𝐵 ↓𝑐 𝐴) ⊆ 𝐵 ↓𝑐 𝐴. It follows from the
definition of 𝛾 that 𝛾 (𝐵 ↓𝑐 𝐴) ⊆ 𝐵 ↓𝑐 𝐴. Now we prove that 𝛾 (𝐵 ↓𝑐 𝐴) ≠ ∅. By
∗𝑐-weak success it holds that 𝐴 ∩ (𝐵 ∗ 𝐴) ≠ ∅. Let 𝛼 ∈ 𝐴 ∩ (𝐵 ∗ 𝐴). Then we have that
(𝐵∩(𝐵 ∗ 𝐴))∪{𝛼} ⊆ 𝐵 ∗ 𝐴. It follows from ∗𝑐-weak consistency that 𝐵 ∗ 𝐴 is consistent
and, therefore, we can conclude that (𝐵 ∩ (𝐵 ∗ 𝐴)) ∪ {𝛼} is also consistent. Hence,
there must be some 𝑋 ∈ 𝐵 ↓𝑐 𝐴 such that 𝐵 ∩ (𝐵 ∗ 𝐴) ⊆ 𝑋 . Thus, 𝛾 (𝐵 ↓𝑐 𝐴) ≠ ∅.

(Part B) ∔ is a partial expansion operation. For that, it is enough to show that it satisfies
the postulates from Theorem 35:

• ∔-inclusion and ∔-preservation follow directly from the definition of the operator.

• Since ∗ satisfies ∗𝑐-weak success, ∔ satisfies ∔-success.

• In order to show ∔-coincidence, assume that (∩𝛾 (𝐵 ↓𝑐 𝐴)) ∩ 𝐴 ≠ ∅ (which implies
that 𝐵 ∩ 𝐴 ≠ ∅) and 𝐴 ⊆ 𝐶 ⊆ (∩𝛾 (𝐵 ↓𝑐 𝐴) ∪ 𝐴). We have to show that (I) ∩𝛾 (𝐵 ↓𝑐
𝐴) ∔ 𝐴 = ∩𝛾 (𝐵 ↓𝑐 𝐴) ∔ 𝐶 (II). ∩𝛾 (𝐵 ↓𝑐 𝐴) ∔ 𝐴 = ∩𝛾 (𝐵 ↓𝑐 𝐴) ∪ (𝐴 ∩ (𝐵 ∗ 𝐴)) and
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∩𝛾 (𝐵 ↓𝑐 𝐴) ∔ 𝐶 = ∩𝛾 (𝐵 ↓𝑐 𝐴) ∪ (𝐶 ∩ (𝐵 ∗ 𝐴)). Between (I) and (II) the first terms
of the unions are equal. So it remains to check the second ones. Since 𝐴 ⊆ 𝐶 ,
(𝐴 ∩ (𝐵 ∗ 𝐴)) ⊆ (𝐶 ∩ (𝐵 ∗ 𝐴)). Suppose that (𝐶 ∩ (𝐵 ∗ 𝐴)) ⊈ 𝐴 ∩ (𝐵 ∗ 𝐴). Then, there
exists 𝜑 ∈ 𝐶 such that 𝜑 ∈ (𝐵 ∗ 𝐴) and 𝜑 ∉ 𝐴. By ∗𝑐-inclusion we have that 𝜑 ∈ 𝐵.
From 𝐵 ∩ 𝐴 ≠ ∅ and Observation 18 we have that 𝐵 ↓𝑐 𝐴 = {𝐵} and, from the
definition of 𝛾 , 𝛾 (𝐵 ↓𝑐 𝐴) = 𝐵 (since 𝐵 ∩ (𝐵 ∗ 𝐴) ⊆ 𝐵). Hence, if 𝐶 ∩ (𝐵 ∗ 𝐴) has an
element that is not in 𝐴 ∩ (𝐵 ∗ 𝐴), then it is in the first term of the union. Therefore,
(I) = (II) and ∔-coincidence is satisfied.

• In order to show ∔-consistency, we must show that ∩𝛾 (𝐵 ↓𝑐 𝐴) ∔𝐴 is consistent when
possible. Assume that there exists 𝑋 such that ∩𝛾 (𝐵 ↓𝑐 𝐴) ⊆ 𝑋 ⊆ ∩𝛾 (𝐵 ↓𝑐 𝐴) ∪ 𝐴 and
𝑋 ⊬ ⊥. We need to show that ∩𝛾 (𝐵 ↓𝑐 𝐴) ∔ 𝐴 ⊬ ⊥. From Lemma 6 we have that
∩𝛾 (𝐵 ↓𝑐 𝐴) = 𝐵 ∩ (𝐵 ∗ 𝐴). Then, ∩𝛾 (𝐵 ↓𝑐 𝐴) ∔ 𝐴 = 𝐵 ∩ (𝐵 ∗ 𝐴) ∪ (𝐴 ∩ (𝐵 ∗ 𝐴)). From
the assumption about 𝑋 we have that 𝐵 ∩ (𝐵 ∗ 𝐴) ⊬ ⊥. If 𝐴 ⊢ ⊥, by ∗𝑐-vacuity 1 we
know that 𝐵 ∗ 𝐴 = 𝐵 and we are done. If 𝐴 ⊬ ⊥, from ∗𝑐-weak consistency we know
that 𝐵 ∗ 𝐴 ⊬ ⊥ and, since (𝐵 ∩ (𝐵 ∗ 𝐴)) ∪ (𝐴 ∩ (𝐵 ∗ 𝐴)) ⊆ 𝐵 ∗ 𝐴, ∩𝛾 (𝐵 ↓𝑐 𝐴) ∔ 𝐴 ⊬ ⊥.
Therefore, ∔-consistency is satisfied.

(Part C). ∗𝛾∔ is equal to ∗, that is, 𝐵 ∗𝛾∔ 𝐴 = 𝐵 ∗ 𝐴, for any set 𝐴. If 𝐴 is empty or inconsistent,
by ∗𝑐-vacuity 1 the equality holds. Suppose that 𝐴 is consistent:

1. We want to show that 𝐵 ∗ 𝐴 ⊆ 𝐵 ∗𝛾∔ 𝐴. Let 𝛼 ∈ 𝐵 ∗ 𝐴. We must show that 𝛼 ∈ 𝐵 ∗𝛾∔ 𝐴.
We have two cases:

• 𝛼 ∉ 𝐴. By ∗𝑐-inclusion it holds that 𝐵 ∗ 𝐴 ⊆ 𝐵 ∪ 𝐴 and, then, 𝛼 ∈ 𝐵. Therefore,
𝛼 ∈ 𝐵 ∩ (𝐵 ∗ 𝐴). Hence, it follows from the definition of 𝛾 that 𝛼 ∈ 𝑋 for all
𝑋 ∈ 𝛾 (𝐵 ↓𝑐 𝐴) and we are done.

• 𝛼 ∈ 𝐴. As 𝛼 ∈ 𝐵 ∗ 𝐴, 𝛼 ∈ 𝐴 ∩ (𝐵 ∗ 𝐴) and, by the definition of ∔, 𝛼 ∈ 𝐵 ∗𝛾∔ 𝐴.

2. We want to show that 𝐵 ∗𝛾∔ 𝐴 ⊆ 𝐵 ∗ 𝐴. Let 𝛼 ∉ 𝐵 ∗ 𝐴. We must show that 𝛼 ∉ 𝐵 ∗𝛾∔ 𝐴.
For that, we need to find some 𝑋 ∈ (𝐵 ↓𝑐 𝐴) such that 𝛼 ∉ 𝑋 . We have two cases:

• 𝛼 ∈ 𝐵. By ∗𝑐-relevance, there exists some 𝐵′ with 𝐵 ∩ (𝐵 ∗ 𝐴) ⊆ 𝐵′ ⊆ 𝐵 such that
𝐵′ ∪ {𝜓} is consistent for some 𝜓 ∈ 𝐴 and 𝐵′ ∪ {𝛼} ∪ {𝜆} is inconsistent for
every 𝜆 ∈ 𝐴. So we may infer that 𝛼 ∉ 𝐵′. Then we may extend 𝐵′ to a maximal
subset 𝑋 of 𝐵 consistent with some 𝜑 ∈ 𝐴 such that 𝐵 ∩ (𝐵 ∗ 𝐴) ⊆ 𝑋 and 𝛼 ∉ 𝑋 .
Hence, 𝑋 ∈ 𝛾 (𝐵 ↓𝑐 𝐴) and 𝛼 ∉ 𝑋 .

• 𝛼 ∉ 𝐵. Then no set in 𝐵 ↓𝑐 𝐴 will contain 𝛼 .

Proof of Observation 23

Proof. If there exists 𝜓 ∈ 𝐴 such that 𝐵 ∪ {𝜓} ⊬ ⊥, then the second condition of Definition
96 will never be satisfied, given that for any 𝑋 ⊆ 𝐵 it is impossible that ∀𝜆 ∈ 𝐴, 𝑋 ∪{𝜆} ⊢ ⊥.
If 𝐵 ⊬ ⊥ and 𝐵 ∩ 𝐴 ≠ ∅, it follows directly that there exists 𝜓 ∈ 𝐴 such that 𝐵 ∪ {𝜓} ⊬ ⊥
(𝜓 ∈ 𝐴 ∩ 𝐵). Therefore, in both cases we have that 𝐵 ⇊𝑐 𝐴 = ∅.
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Proof of Observation 24

Proof. From Observation 23 we have that 𝐵 ⇊𝑐 𝐴 = ∅. Since 𝐴 ⊆ 𝐶 ⊆ (𝐴 ∪ 𝐵), 𝐶 ∩ 𝐵 ≠ ∅
and, analogously, 𝐵 ⇊𝑐 𝐶 = ∅. Therefore, 𝐵 ⇊𝑐 𝐴 = 𝐵 ⇊𝑐 𝐶 .

Proof of Observation 25

Proof. It follows directly from Observation 23.

Proof of Observation 26

Proof. By the definitions of 𝐵 ⇊𝑐 𝐴 and 𝜎 and by ∔-preservation, 𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴) ⊆ 𝐵 and
𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴) ⊆ 𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴) ∔ 𝐴 = 𝐵 ∗𝜎∔ 𝐴, so 𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴) ⊆ 𝐵 ∩ (𝐵 ∗𝜎∔ 𝐴). For the
other inclusion direction, we have that 𝐵 ∩ (𝐵 ∗𝜎∔ 𝐴) = 𝐵 ∩ ((𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ∔ 𝐴) and
it follows from ∔-inclusion that 𝐵 ∩ ((𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ∔ 𝐴) ⊆ 𝐵 ∩ ((𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ∪ 𝐴),
whence 𝐵 ∩ (𝐵 ∗𝜎∔ 𝐴) ⊆ (𝐵 ∩ (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ∪ (𝐵 ∩ 𝐴) = ((𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴))) ∪ (𝐵 ∩ 𝐴).
If 𝐵 is consistent, by Observation 25 we have that 𝐵 ∩ 𝐴 ⊆ (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) and, hence,
𝐵 ∩ (𝐵 ∗𝜎∔ 𝐴) ⊆ (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)). If 𝐵 ∩ 𝐴 = ∅, the same result follows directly. Thus,
𝐵 ∩ (𝐵 ∗𝜎∔ 𝐴) = (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)).

Proof of Observation 27

Proof. If 𝐴 is inconsistent, then 𝐵 ∗𝜎∔ 𝐴 = 𝐵 and the postulate follows trivially. Now
suppose that 𝐴 is consistent.

From the definition of negation-free kernel set (Definition 96), we have that 𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐
𝐴) is consistent with some 𝜓 ∈ 𝐴 and, as a consequence, (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ⇊𝑐 𝐴 = ∅. Then,
𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴) = (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ⧵ 𝜎 ((𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ⇊𝑐 𝐴) and 𝐵 ∗𝜎∔ 𝐴 = (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐
𝐴)) ∔ 𝐴 = (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ⧵ 𝜎 ((𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ⇊𝑐 𝐴) ∔ 𝐴. By Observation 26 we have that
(𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ⧵ 𝜎 ((𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ⇊𝑐 𝐴) ∔ 𝐴 = (𝐵 ∩ (𝐵 ∗𝜎∔ 𝐴)) ⧵ 𝜎 ((𝐵 ∩ (𝐵 ∗𝜎∔ 𝐴)) ⇊𝑐
𝐴) ∔ 𝐴 = (𝐵 ∩ (𝐵 ∗𝜎∔ 𝐴)) ∗𝜎∔ 𝐴. Therefore, 𝐵 ∗𝜎∔ 𝐴 = (𝐵 ∩ (𝐵 ∗𝜎∔ 𝐴)) ∗𝜎∔ 𝐴.

In order to show ∗𝑐-coincidence, let 𝐵, 𝐴 and 𝐶 be such that𝐴∩𝐵 ≠ ∅ and𝐴 ⊆ 𝐶 ⊆ (𝐴∪𝐵).
We have to show that 𝐵 ∗𝑐 𝐴 = 𝐵 ∗𝑐 𝐶 . Since 𝐵 ⊬ ⊥ or 𝐵 ∩ 𝐴 = ∅, it holds that 𝐵 ⊬ ⊥.
If 𝐴 ⊢ ⊥, then 𝐵 ∗𝜎∔ 𝐴 = 𝐵. Since 𝐴 ⊆ 𝐶 , then 𝐶 ⊢ ⊥, 𝐵 ∗𝜎∔ 𝐶 = 𝐵 and we are done. If
𝐴 ⊬ ⊥, given that 𝐴 ∩ 𝐵 ≠ ∅ and 𝐵 ⊬ ⊥, we have that 𝐵 ⇊𝑐 𝐴 = ∅. From 𝐴 ⊆ 𝐶 , we also
have that 𝐶 ∩ 𝐵 ≠ ∅ and, then, 𝐵 ⇊𝑐 𝐶 = ∅. Hence, 𝐵 ∗𝜎∔ 𝐴 = 𝐵 ⧵ (𝐵 ⇊𝑐 𝐴) ∔ 𝐴 = 𝐵 ∔ 𝐴
and 𝐵 ∗𝜎∔ 𝐶 = 𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐶) ∔ 𝐶 = 𝐵 ∔ 𝐶 . By ∔-coincidence it holds that 𝐵 ∔ 𝐴 = 𝐵 ∔ 𝐶 .
Therefore, 𝐵 ∗𝜎∔ 𝐴 = 𝐵 ∗𝜎∔ 𝐶 and, then, ∗𝑐-coincidence holds.

Proof of Observation 28

Proof. Let 𝑋 ⊆ 𝐵 be such that 𝑋 ∈ 𝐵 ⇊𝑐 𝐴. Suppose that 𝑋 ∉ 𝐵 ⇊𝑐 𝐶 . From Definition 96,
the only possible reason for that is 𝑋 not being minimal: ∃𝑋 ′ ⊂ 𝑋 such that 𝑋 ′ ∈ 𝐵 ⇊𝑐 𝐶 .
As a consequence, 𝑋 ′ ∪ {𝛼} is inconsistent for every 𝛼 ∈ 𝐴 and 𝑋 ∉ 𝐵 ⇊𝑐 𝐴, since 𝑋 is not
minimal. Contradiction. Then, if 𝑋 ∈ 𝐵 ⇊𝑐 𝐴, then 𝑋 ∈ 𝐵 ⇊𝑐 𝐶 . The converse property is
analogous. Therefore, 𝐵 ⇊𝑐 𝐴 = 𝐵 ⇊𝑐 𝐶 .
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The following lemma will be useful in the proof of the representation theorem:

Lemma 7. Let ∗ be an operator on 𝐵 and 𝜎 be a function such that, for every set 𝐴, it holds
that 𝜎 (𝐵 ⇊𝑐 𝐴) = {𝛼 ∶ 𝛼 ∈ (𝐵 ⧵ (𝐵 ∗ 𝐴))}. Then 𝐵 ∩ (𝐵 ∗ 𝐴) = 𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴).

Proof. Since 𝜎 (𝐵 ⇊𝑐 𝐴) = 𝐵 ⧵ (𝐵 ∗ 𝐴), then 𝐵 ⧵𝜎 (𝐵 ⇊𝑐 𝐴) = 𝐵 ⧵ (𝐵 ⧵ (𝐵 ∗ 𝐴)) = 𝐵∩(𝐵 ∗ 𝐴).

Proof of Theorem 67

Proof. (Construction to postulates): let 𝜎 be an arbitrary incision function for 𝐵, ∔ be a
consistency-preserving partial expansion operator for 𝐵 and ∗𝜎∔ be the multiple choice
kernel revision on 𝐵 generated by 𝜎 and ∔. Then, for all sets 𝐴:

𝐵 ∗𝜎∔ 𝐴 =
{

(𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ∔ 𝐴 if 𝐴 ≠ ∅ and 𝐴 ⊬ ⊥
𝐵 otherwise

We must show that ∗𝜎∔ satisfies all the enumerated postulates.

(Inclusion) Since (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ⊆ 𝐵 and ∔ satisfies inclusion, this postulate is
trivially shown.

(Weak consistency) Suppose that 𝐴 is consistent. Since 𝜎 (𝐵 ⇊𝑐 𝐴) cuts every subset
of 𝐵 that is minimally inconsistent with any 𝜆 ∈ 𝐴, then 𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴) is consistent
with some 𝜓 ∈ 𝐴. Therefore, from ∔-consistency it follows that 𝐵 ∗𝜎∔ 𝐴 is consistent.

(Weak success) Suppose that 𝐴 ≠ ∅ and 𝐴 ⊬ ⊥. Then, by the definition of ∗𝜎∔ and by
∔-success, it is trivial that 𝐴 ∩ 𝐵 ∗𝜎∔≠ ∅.

(Vacuity 1) Trivial by definition.

(Uniformity 1) Assume that 𝐴 and 𝐶 are consistent bases and that it holds for all
𝐵′ ⊆ 𝐵 that 𝐵′ ∪ {𝛼} is inconsistent for every 𝛼 ∈ 𝐴 iff 𝐵′ ∪ {𝜓} is inconsistent for
every 𝜓 ∈ 𝐶 . By Observation 26, 𝐵 ∩ (𝐵 ∗𝜎∔ 𝐴) = (𝐵 ⧵𝜎 (𝐵 ⇊𝑐 𝐴)) (and analogously the
same for 𝐶). So it remains to show that (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) = (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐶)). From the
initial assumption and Observation 28, we can infer that 𝐵 ⇊𝑐 𝐴 = 𝐵 ⇊𝑐 𝐶 . Since 𝜎 is
a well-defined function, then 𝜎 (𝐵 ⇊𝑐 𝐴) = 𝜎 (𝐵 ⇊𝑐 𝐶). So, 𝐵 ⧵ (𝐵 ∗𝜎∔ 𝐴) = 𝐵 ⧵ (𝐵 ∗𝜎∔ 𝐶).

(Core-retainment) Let 𝜑 ∈ 𝐵 ⧵ 𝐵 ∗𝜎∔ 𝐴. Then 𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴) ≠ 𝐵, i.e., 𝜎 (𝐵 ⇊𝑐 𝐴) ≠ ∅.
So there exists 𝑋 ∈ (𝐵 ⇊𝑐 𝐴) such that 𝜑 ∈ 𝑋 and 𝜑 ∈ 𝑋 ∩ 𝜎 (𝐵 ⇊𝑐 𝐴). It follows from
𝑋 ∈ (𝐵 ⇊𝑐 𝐴) and 𝜑 ∈ 𝑋 that 𝑋 is inconsistent for every 𝜆 ∈ 𝐴 and 𝑋 ⧵ {𝜑} ∪ {𝜓} is
consistent for some 𝜓 ∈ 𝐴. Thus, 𝑋 ⧵ {𝜑} is the set we are looking for.

(Postulates to construction): let 𝐵 be a belief base and ∗ be an operator on 𝐵 that satisfies
the enumerated postulates. We must show that ∗ is a multiple choice kernel revision. Let 𝜎
be a function such that, for every base 𝐵 and every non-empty, consistent set 𝐴, it holds
that:

𝜎 (𝐵 ⇊𝑐 𝐴) = {𝛼 ∶ 𝛼 ∈ (𝐵 ⧵ (𝐵 ∗ 𝐴))}
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Let ∔ be an operator on 𝐵 such that, for every set 𝐴, (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ∔ 𝐴 = (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐
𝐴)) ∪ (𝐴 ∩ (𝐵 ∗ 𝐴)).

We must show:

(Part A)

1. 𝜎 is a well-defined function. Given two consistent sets 𝐴 and 𝐶 , suppose that 𝐵 ⇊𝑐
𝐴 = 𝐵 ⇊𝑐 𝐶 . It follows from ∗𝑐-uniformity 1 that 𝐵 ⧵ (𝐵 ∗ 𝐴) = 𝐵 ⧵ (𝐵 ∗ 𝐶). Therefore,
𝜎 (𝐵 ⇊𝑐 𝐴) = 𝜎 (𝐵 ⇊𝑐 𝐶).

2. 𝜎 (𝐵 ⇊𝑐 𝐴) ⊆ ⋃(𝐵 ⇊𝑐 𝐴). Let 𝜑 ∈ 𝜎 (𝐵 ⇊𝑐 𝐴). Then 𝜑 ∈ 𝐵 ⧵ (𝐵 ∗ 𝐴). Due to
∗𝑐-core-retainment, there is some 𝐵′ ⊆ 𝐵 such that 𝐵′ ∪ {𝜓} is consistent for some
𝜓 ∈ 𝐴 and 𝐵′ ∪ {𝜑} ∪ {𝜆} is inconsistent for every 𝜆 ∈ 𝐴. Now let 𝑋 be an arbitrary
element of (𝐵′ ∪ {𝜑}) ⇊𝑐 𝐴. (Observe that by the conditions above it follows that
(𝐵′ ∪ {𝜑}) ⇊𝑐 𝐴 ≠ ∅). Then 𝑋 is such that 𝑋 ⊆ 𝐵′ ∪ {𝜑}, 𝑋 ∪ {𝛼} is inconsistent for
every 𝛼 ∈ 𝐴 and, for any 𝑋 ′ ⊂ 𝑋 , it holds that 𝑋 ′ ∪ {𝛽} is inconsistent for every
𝛽 ∈ 𝐴. It follows that 𝜑 ∈ 𝑋 and that 𝑋 ∩ 𝐴 = ∅. Therefore, 𝑋 ∈ 𝐵 ⇊𝑐 𝐴 and, since
𝛼 ∈ 𝑋 , we can conclude that 𝜑 ∈ ⋃(𝐵 ⇊𝑐 𝐴).

3. If 𝑋 ∈ 𝐵 ⇊𝑐 𝐴 then 𝑋 ∩ 𝜎 (𝐵 ⇊𝑐 𝐴) ≠ ∅. Let 𝑋 ∈ 𝐵 ⇊𝑐 𝐴. We need to show that
𝑋 ∩ 𝜎 (𝐵 ⇊𝑐 𝐴) ≠ ∅. Suppose that 𝐴 ≠ ∅ and 𝐴 ⊬ ⊥. From ∗𝑐-weak consistency we
have that 𝐵 ∗ 𝐴 is consistent. Since 𝑋 ∪ {𝜆} is inconsistent for every 𝜆 ∈ 𝐴 and by
∗𝑐-weak success we know that 𝐴 ∩ (𝐵 ∗ 𝐴) ≠ ∅, we can infer that 𝑋 ⊈ 𝐵 ∗ 𝐴. Hence,
there is some 𝛽 ∈ 𝑋 such that 𝛽 ∉ 𝐵 ∗ 𝐴. Therefore, 𝛽 ∈ 𝜎 (𝐵 ⇊𝑐 𝐴).

(Part B) ∔ is a weak partial expansion operation. For that, it is enough to show that it
satisfies the postulates from Theorem 35:

• ∔-inclusion and ∔-preservation follow directly from the definition of the operator.

• Since ∗ satisfies ∗𝑐-weak success, ∔ satisfies ∔-weak success.

• In order to show ∔-coincidence, let 𝐵, 𝐴 and 𝐶 be such that (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ∩ 𝐴 ≠ ∅
and 𝐴 ⊆ 𝐶 ⊆ (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)). From the definition of 𝜎 , we have that (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐
𝐴)) = 𝐵 ∩ (𝐵 ∗ 𝐴). So, we have to show that (I) (𝐵 ∩ (𝐵 ∗ 𝐴)) ∔ 𝐴 = (𝐵 ∩ (𝐵 ∗ 𝐴)) ∔ 𝐶
(II). (𝐵 ∩ (𝐵 ∗ 𝐴)) ∔ 𝐴 = (𝐵 ∩ (𝐵 ∗ 𝐴)) ∪ (𝐴 ∩ (𝐵 ∗ 𝐴)) and (𝐵 ∩ (𝐵 ∗ 𝐶)) ∔ 𝐶 = (𝐵 ∩ (𝐵 ∗
𝐴)) ∪ (𝐶 ∩ (𝐵 ∗ 𝐴)). Between (I) and (II) the first terms of the unions are equal. So it
remains to check the second ones. Since 𝐴 ⊆ 𝐶 , (𝐴 ∩ (𝐵 ∗ 𝐴)) ⊆ (𝐶 ∩ (𝐵 ∗ 𝐴)). Suppose
that (𝐶 ∩ (𝐵 ∗ 𝐴)) ⊈ 𝐴 ∩ (𝐵 ∗ 𝐴). Then, there exists 𝜑 ∈ 𝐶 such that 𝜑 ∈ (𝐵 ∗ 𝐴) and
𝜑 ∉ 𝐴. By ∗𝑐-inclusion we have that 𝜑 ∈ 𝐵. So, 𝜑 ∈ 𝐵 ∩ (𝐵 ∗ 𝐴). Hence, if 𝐶 ∩ (𝐵 ∗ 𝐴)
has an element that is not in 𝐴 ∩ (𝐵 ∗ 𝐴), then it is in the first term of the union.
Therefore, (I) = (II) and ∔-coincidence is satisfied.

• In order to show ∔-consistency, we must show that (𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴)) ∔ 𝐴 is consistent
when possible. Assume that there exists𝑋 such that (𝐵⧵𝜎 (𝐵 ⇊𝑐 𝐴)) ⊆ 𝑋 ⊆ (𝐵⧵𝜎 (𝐵 ⇊𝑐
𝐴))∪𝐴 and𝑋 ⊬ ⊥. We must show that (𝐵⧵𝜎 (𝐵 ⇊𝑐 𝐴))∔𝐴 ⊬ ⊥. From Lemma 7 we have
that 𝐵 ⧵𝜎 (𝐵 ⇊𝑐 𝐴) = 𝐵∩(𝐵 ∗ 𝐴). Then, (𝐵 ⧵𝜎 (𝐵 ⇊𝑐 𝐴))∔𝐴 = (𝐵∩(𝐵 ∗ 𝐴))∪(𝐴∩(𝐵 ∗ 𝐴)).
From the assumption we have that 𝐵 ∩ (𝐵 ∗ 𝐴) ⊬ ⊥. If 𝐴 ⊢ ⊥, by ∗𝑐-vacuity 1 we
know that 𝐵 ∗ 𝐴 = 𝐵 and we are done. If 𝐴 ⊬ ⊥, from ∗𝑐-weak consistency we know
that 𝐵 ∗ 𝐴 ⊬ ⊥ and, since (𝐵 ∩ (𝐵 ∗ 𝐴)) ∪ (𝐴∩ (𝐵 ∗ 𝐴)) ⊆ 𝐵 ∗ 𝐴, (𝐵 ⧵𝜎 (𝐵 ⇊𝑐 𝐴)) ∔𝐴 ⊬ ⊥.
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Therefore, ∔-consistency is satisfied.

(Part C). ∗𝜎∔ is equal to ∗, that is, 𝐵 ∗𝜎∔ 𝐴 = 𝐵 ∗ 𝐴, for any set 𝐴. If 𝐴 is empty or inconsistent,
by ∗𝑐-vacuity 1 the equality holds. Suppose that 𝐴 is consistent:

1. We want to show that 𝐵 ∗ 𝐴 ⊆ 𝐵 ∗𝜎∔ 𝐴. Let 𝛼 ∈ 𝐵 ∗ 𝐴. We must show that 𝛼 ∈ 𝐵 ∗𝜎∔ 𝐴.
We have two cases:

• 𝛼 ∉ 𝐴. By inclusion it holds that 𝐵 ∗ 𝐴 ⊆ 𝐵 ∪ 𝐴 and, then, 𝛼 ∈ 𝐵. Therefore,
𝛼 ∉ 𝐵 ⧵(𝐵 ∗ 𝐴) and, hence, it follows from the definition of 𝜎 that 𝛼 ∉ 𝜎 (𝐵 ⇊𝑐 𝐴).
By the definition of ∗𝜎∔ and by ∔-preservation we have that 𝛼 ∈ 𝐵 ∗𝜎∔ 𝐴.

• 𝛼 ∈ 𝐴. As 𝛼 ∈ 𝐵 ∗ 𝐴, 𝛼 ∈ 𝐴 ∩ (𝐵 ∗ 𝐴) and, by the definition of ∔, 𝛼 ∈ 𝐵 ∗𝜎∔ 𝐴.

2. We want to show that 𝐵 ∗𝜎∔ 𝐴 ⊆ 𝐵 ∗ 𝐴. Let 𝛼 ∉ 𝐵 ∗ 𝐴. We must show that 𝛼 ∉ 𝐵 ∗𝜎∔ 𝐴.
For that, it is necessary that 𝛼 ∈ 𝜎 (𝐵 ⇊𝑐 𝐴). We have two cases:

• 𝛼 ∈ 𝐵. Then, 𝛼 ∈ (𝐵 ⧵ 𝐵 ∗ 𝐴) and, consequently, 𝛼 ∈ 𝜎 (𝐵 ⇊𝑐 𝐴). Since
𝛼 ∉ 𝐴 ∩ (𝐵 ∗ 𝐴), we have that 𝛼 ∉ 𝐵 ∗𝜎∔ 𝐴.

• 𝛼 ∉ 𝐵. Then 𝛼 ∉ 𝐵 ⧵ 𝜎 (𝐵 ⇊𝑐 𝐴). Since 𝛼 ∉ 𝐴 ∩ (𝐵 ∗ 𝐴) as well, we conclude that
𝛼 ∉ 𝐵 ∗𝜎∔ 𝐴.

Proof of Observation 29

Proof. Let 𝐵, 𝐴 be consistent belief bases and suppose that 𝐵 ∪ 𝐴 is consistent and that ∔
is a maximal partial expansion. Then 𝐵 ⇊𝑐 𝐴 = ∅ = 𝜎 (𝐵 ⇊𝑐 𝐴) and 𝐵 ∗𝑐 𝐴 = 𝐵 ∔ 𝐴. Since
∔ satisfies maximal expansion, from the initial assumption we have that 𝐵 ∗𝑐 𝐴 = 𝐵 ∪ 𝐴.
Therefore, ∗𝑐-vacuity 3 is satisfied.

For partial meet, from the inicial assumptions we have that 𝐵 ↓𝑐 𝐴 = {𝐵} and ∩𝛾 (𝐵 ↓𝑐
𝐴) = 𝐵. Hence, 𝐵 ∗𝑐 𝐴 = 𝐵 ∔ 𝐴 and it follows the same way.

Proof of Observation 30

Proof. Trivial from Definition 99.
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