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Resumo

Sandro Marcio da Silva Preto. Semantica moédulo satisfatibilidade com aplicagoes: repre-
sentacao de fungoes, probabilidades e teoria dos jogos. Tese (Doutorado). Instituto de

Matemética e Estatistica, Universidade de Sao Paulo, Sao Paulo, 2021.

No contexto das logicas proposicionais, aplicamos seméanticas médulo satisfatibilidade — uma
seméantica restrita que contempla somente valoragbes que satisfazem algum conjunto especifico de
formulas — com o objetivo de resolver de forma eficiente algumas tarefas computacionais. Trés
destas possiveis aplicagoes sao desenvolvidas.

Comecamos estudando a possibilidade de representar implicitamente fungoes racionais de Mc-
Naughton na Légica Infinito-valorada de Lukasiewicz por meio de seménticas médulo satisfatibili-
dade. Investigamos teoricamente algumas abordagens para este conceito de representacao, chamado
representagao modulo satisfatibilidade, e descrevemos um algoritmo polinomial que constréi repre-
sentagoes no sistema recém-introduzido. Uma implementacao do algoritmo, resultados de testes e
formas de gerar aleatoriamente fungoes racionais de McNaughton para os testes sao apresentados.
Mais que isso, propomos uma aplicacao destas representacoes a verificacdo formal de propriedades
de redes neurais através do ferramental de inferéncia da Logica Infinito-valorada de Yukasiewicz.

Entao, passamos a investigar a satisfatibilidade da atribuicdo conjunta de probabilidades a for-
mulas da Logica Infinito-valorada de f.ukasiewicz, um problema sabidamente NP-completo. Fornece-
mos um algoritmo exato de decisao derivado da combinacao de métodos de &algebra linear com
semanticas moédulo satisfatibilidade. Fornecemos também uma implementacao para tal algoritmo
para o qual o fendmeno da transicao de fase é empiricamente detectado.

Por tltimo, estudamos a situagao em teoria dos jogos dos chamados jogos observaveis, que sao
jogos que sabidamente alcancam um equilibrio de Nash, entretanto, um observador externo nao
conhece qual o exato perfil de agoes que ocorre em uma instancia especifica; entao, tal observador
atribui probabilidades subjetivas as acoes do jogadores. Estudamos o problema de decisao de
determinar se um conjunto dessas restricoes probabilisticas é coerente reduzindo-o aos problemas
de satisfatibilidade de atribui¢Ges probabilisticas a férmulas légicas tanto na Légica Proposicional
Classica quanto na Logica Infinito-valorada de Fukasiewicz dependendo se somente equilibrios
puros sao permitidos ou, também, equilibrios mistos. Tais reduc¢oes dependem das propriedades
das semanticas modulo satisfatibilidade. Oferecemos discussdes sobre complexidade e algoritmos
para o problema de coeréncia e, também, para o problema de computar restricoes probabilisticas

maximal e minimal sobre acoes que preservem a coeréncia.

Palavras-chave: Seméanticas de valoracao, légicas proposicionais, loégica infinito-valorada de

Lukasiewicz, fungoes racionais de McNaughton, funcGes lineares por partes, representacao de
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fungoes, métodos formais, redes neurais, probabilidades nao classicas, satisfatibilidade proba-

bilistica, equilibrio de Nash, jogos com incerteza, restricoes probabilisticas, coeréncia de restrigoes.



Abstract

Sandro Marcio da Silva Preto. Semantics modulo satisfiability with applications: function
representation, probabilities and game theory. Thesis (Doctorate). Institute of Mathematics

and Statistics, University of Sao Paulo, Sao Paulo, 2021.

In the context of propositional logics, we apply semantics modulo satisfiability — a restricted
semantics which comprehends only valuations that satisfy some specific set of formulas — with the
aim to efficiently solve some computational tasks. Three possible such applications are developed.

We begin by studying the possibility of implicitly representing rational McNaughton functions in
Lukasiewicz Infinitely-valued Logic through semantics modulo satisfiability. We theoretically inves-
tigate some approaches to such representation concept, called representation modulo satisfiability,
and describe a polynomial algorithm that builds representations in the newly introduced system. An
implementation of the algorithm, test results and ways to randomly generate rational McNaughton
functions for testing are presented. Moreover, we propose an application of such representations
to the formal verification of properties of neural networks by means of the reasoning framework of
FLukasiewicz Infinitely-valued Logic.

Then, we move to the investigation of the satisfiability of joint probabilistic assignments to
formulas of Lukasiewicz Infinitely-valued Logic, which is known to be an NP-complete problem. We
provide an exact decision algorithm derived from the combination of linear algebraic methods with
semantics modulo satisfiability. Also, we provide an implementation for such algorithm for which
the phenomenon of phase transition is empirically detected.

Lastly, we study the game theory situation of observable games, which are games that are known
to reach a Nash equilibrium, however, an external observer does not know what is the exact profile
of actions that occur in a specific instance; thus, such observer assigns subjective probabilities
to players’ actions. We study the decision problem of determining if a set of these probabilistic
constraints is coherent by reducing it to the problems of satisfiability of probabilistic assignments
to logical formulas both in Classical Propositional Logic and Fukasiewicz Infinitely-valued Logic
depending on whether only pure equilibria or also mixed equilibria are allowed. Such reductions
rely upon the properties of semantics modulo satisfiability. We provide complexity and algorithmic
discussion for the coherence problem and, also, for the problem of computing maximal and minimal

probabilistic constraints on actions that preserves coherence.

Keywords: Valuation semantics, propositional logics, Lukasiewicz infinitely-valued logic, rational
McNaughton functions, piecewise linear functions, function representation, formal methods, neural
networks, non-classical probabilities, probabilistic satisfiability, Nash equilibrium, uncertain games,

probabilistic constraints, coherence of constraints.
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Chapter 1

Introduction

Applications of logical systems often explore the evaluations of logical formulas by means of a valu-
ation semantics. However, in this thesis we investigate a restricted evaluation of formulas that takes
into account only a part of the whole set of valuations, which is constrained to the satisfiability of a
specific set of formulas; as the set of all valuations is called the semantics of the logical system, we say
that such kind of restricted evaluation takes place in a semantics modulo satisfiability. The broader
objective of this work is to identify and develop computationally efficient applications of seman-
tics modulo satisfiability; e.g. in the representation of piecewise linear functions into fukasiewicz
Infinitely-valued Logic, which we further apply to the formal analysis of neural networks.

First considering standard semantic evaluation, on the one hand, valid formulas or tautologies
— i.e. formulas satisfied by every valuation — are some of the main concerns in the study of logical
systems; on the other hand, non-valid formulas may play important roles in contexts where it is
also necessary for their evaluations to take non-designated truth values; for instance, such formulas
may represent functions into a logical system. This is the case of the known property of formulas of
Classical Propositional Logic that represent Boolean functions; this is because semantic evaluation
of these representative formulas have the property of matching the values of Boolean functions when
their propositional variables are associated with the function variables. There are formal verification
techniques that depend on the representation of Boolean functions into logic.

The standard semantic evaluation also arises on probability assignment to logical formulas.
When grounding a probability theory on a logical system — both classical and non-classical —,
it is usual for probability distributions over its semantics to induce probabilities to formulas in
the language of the system. In this way, the probability of a formula may be computed as the
probabilistic average of the evaluations of such formula weighed by the probability distribution
over the semantics. Of course, non-valid formulas may have nonzero probability, which makes their
probability computation to consider evaluations with non-designated truth values.

Together with valid formulas, logical consequence — i.e. the relation between a set of formulas
called premises and another formula called conclusion which is satisfied by all valuations that
also satisfy the premises — is a leading concept in logical systems. Indeed, a logical system may
be seen as a pair comprehending a language and a logical consequence relation; fixing a set of
formulas called axioms, a logical theory of all the formulas which are logical consequences from those
axioms is determined. Analogous to non-valid formulas, we claim that non-logical consequences
are also important for the semantic properties of non-conclusions when evaluated according to

valuations that satisfy a set of premises. Properly used, non-logical consequences may lead to
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efficient computational treatment of many problems. Such evaluation of formulas in accordance
with a set of premises or a logical theory is done within a semantics modulo satisfiability.

We may identify an algorithmic use of semantics modulo satisfiability by Finger and De Bona
(2015) in the context of the Probabilistic Satisfiability Problem, which consists in attesting the
coherence of probabilistic assignments to formulas within the framework of Classical Propositional
Logic, that is to check the existence of a probability distribution over the semantics that induces the
assignment under concern. State-of-the-art solvers for such problem focus on specific instances —
in the so-called atomic normal form — where only maximum probability may be assigned to non-
atomic formulas; such assignment forces the probability distribution over semantics to only assign
nonzero probabilities to valuations that satisfy these non-atomic formulas. Thus, the computation
of the probabilities of the atomic formulas must take into account their values only according to
valuations satisfying the non-atomic ones. As a consequence, the mentioned solvers operate by
searching for valuations in a semantics modulo satisfiability.

In this work, we tackle problems about function representation, probabilistic satisfiability and
game theory by means of semantics modulo satisfiability. Let us take an overview of them.

In contrast to the direct representation of Boolean functions into Classical Propositional Logic,
we present a way to implicitly represent continuous piecewise linear functions into F.ukasiewicz
Infinitely-valued Logic — the representation modulo satisfiability — which is performed by evalu-
ating the representative formula within a semantics modulo satisfiability. As continuous piecewise
linear functions may approximate any continuous function — by Weierstrass-like approximations
—, representing them in some logical system is a preparation step for the application of formal
verification and automated reasoning techniques to the study of systems modeled by these func-
tions. Then, we apply such representation system to formally verify neural networks that compute
piecewise linear functions regarding the properties of reachability and robustness.

Continuous piecewise linear functions may be directly represented in many logical systems.
However, our approach brings together some features which we are unaware to have been jointly

considered in the existing literature.

e There is a polynomial algorithm that generates the representation of continuous piecewise

linear functions given in a suitable encoding.

e [t takes place in Lukasiewicz Infinitely-valued Logic, which is a logical system whose main
associated computational problems are classified in reasonable complexity classes; for instance,
satisfiability is “only” NP-complete (Mundici, 1987).

e There already exists extensive literature on solvers for Yukasiewicz Infinitely-valued Logic
and, in a practical view, some solvers have been tested and the empirical phase transition
phenomenon has been identified in them (Bofill et al., 2015).

In another application of semantics modulo satisfiability, we study the problem of deciding coher-
ence of probabilistic assignments to formulas of Lukasiewicz Infinitely-valued Logic; such problem
has been theoretically studied and shown to be NP-complete by Bova and Flaminio (2010). How-
ever, a deterministic algorithm for solving it was still missing; thus, in analogy to the aforementioned
algorithm for the Probabilistic Satisfiability Problem, we establish an atomic normal form of prob-

abilistic assignments which leads to an algorithm that works by searching valuations in a semantics
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modulo satisfiability. We also present the empirical detection of the phase transition phenomenon
in an implementation of such algorithm.

At last, we propose and study some problems in game theory related to observable games, which
are problems that arise when a game reaches a Nash equilibrium, however there is uncertainty about
which exact equilibrium this is; such uncertainty is put in terms of probabilistic assignments to the
actions the players may perform. We model this scenario by probabilistic assignments to atomic for-
mulas that may only be computed from probability distributions over valuations representing Nash
equilibria, which, in turn, are valuations in a specific semantics modulo satisfiability. Two settings
are considered: first, allowing only pure Nash equilibria, which are modeled over Classical Propo-
sitional Logic; second, also allowing mixed Nash equilibria, which are modeled over Lukasiewicz
Infinitely-valued Logic. Thus, we are able to establish the decision problem of coherence of the
probabilistic assignments to actions as NP-complete and provide algorithms for it by means of re-
ductions to problems of coherence of probabilistic assignments to formulas in an adequate logic.
From the decision problem, we also derive algorithms for the Extension Problem, which is that
of computing the maximum and minimum values an unconstrained action may take in an already

coherent setting.

1.1 Publications

Part of this thesis’ results, as well as related research done by the author during his doctoral studies,

has appeared in workshops, conferences and journals.

e Preto and Finger (2020) Sandro Preto and Marcelo Finger. An efficient algorithm for repre-
senting piecewise linear functions into logic. Flectronic Notes in Theoretical Computer Science,
351:167-186. ISSN 1571-0661. doi: 10.1016/j.entcs.2020.08.009. URL http://doi.org/10.1016/
j.entcs.2020.08.009. Proceedings of LSFA 2020, the 15th International Workshop on Logical
and Semantic Frameworks, with Applications (LSFA 2020).

e Finger and Preto (2020) Marcelo Finger and Sandro Preto. Probably partially true: Satisfia-
bility for Lukasiewicz infinitely-valued probabilistic logic and related topics. Journal of Au-
tomated Reasoning, 64(7):1269-1286. ISSN 1573-0670. doi: 10.1007/s10817-020-09558-9. URL
http://doi.org/10.1007 /s10817-020-09558-9.

e Preto and Finger (2019) Sandro Preto and Marcelo Finger. Representing rational Mc-
Naughton functions via MODSAT relativisation. In Cezar Augusto Mortari, Ricardo Silvestre,
Itala Maria Loffredo D’Ottaviano, Leandro Suguitani and Petrucio Viana, editors, 19th Brazil-
ian Logic Conference EBL 2019: Book of Abstracts, page 183. Midia Grafica e Editora Ltda,
UFCG-EDUFCG.

e Salvatore et al. (2019) Felipe Salvatore, Sandro Preto, Marcelo Finger and Roberto Hirata Jr.
Using neural models to perform inference. In Derek Doran, Artur d’Avila Garcez and Freddy
Lecue, editors, Proceedings of the 2019 International Workshop on Neural-Symbolic Learning

and Reasoning.
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e Finger and Preto (2018) Marcelo Finger and Sandro Preto. Probably half true: Probabilistic
satisfiability over Lukasiewicz infinitely-valued logic. In Didier Galmiche, Stephan Schulz and
Roberto Sebastiani, editors, Automated Reasoning. [JCAR 2018, volume 10900 of Lecture
Notes in Computer Science, pages 194-210, Cham. Springer International Publishing. ISBN
978-3-319-94205-6.

Furthermore, the following papers, which are also related to this thesis, have been submitted to

journals and are currently under review.

e Sandro Preto and Marcelo Finger. Efficient representation of piecewise linear functions into

Fukasiewicz logic modulo satisfiability.

e Sandro Preto and Marcelo Finger. Proving properties of binary classification neural networks

via Lukasiewicz logic.

e Sandro Preto, Eduardo Fermé and Marcelo Finger. Coherence of probabilistic constraints on

Nash equilibria.

1.2 Thesis Structure

In Chapter 2 we introduce the central concept of semantics modulo satisfiability together with all
reasoning tools that are used in the thesis: general logical systems, two propositional logics — Clas-
sical Propositional Logic and Lukasiewicz Infinitely-valued Logic — and classical probability theory.
We also include notation and references for the auxiliary mathematical subjects that are needed
for approaching the problems: topology, convex geometry, linear programming and computational
complexity. Then, the next three chapters deal with the main contributions of this work.

Chapter 3 presents the technique of representation modulo satisfiability, which is used to effi-
ciently represent, in an implicit way, a class of continuous piecewise linear functions — the rational
McNaughton functions — in Lukasiewicz Infinitely-valued Logic. It also discusses an implemen-
tation of the representation building routine and an application to the formal analysis of neural
networks.

Chapter 4 studies the probabilistic reasoning over Lukasiewicz Infinitely-valued Logic; it brings a
theoretical investigation with the proposal of the atomic normal form as input format for the decision
problem of the satisfiability of probabilistic assignments. A solving algorithm, its implementation
and discussion are also introduced.

Chapter 5 initially deviates from the logical and probabilistic settings and proposes problems
in game theory related to observable games. Such problems are approached via reductions to the
previously addressed problems of satisfiability of probabilistic assignments to logical formulas. The
chapter also has complexity analyses and proposals of algorithms for the studied problems.

In Chapter 6, we draw some conclusions about the use of semantics modulo satisfiability in
general, the particular matters treated in the central chapters and the use of semantics modulo
satisfiability in those particular matters. We also propose some possible future work departing from
this thesis.



Chapter 2

Preliminaries

Semantics modulo satisfiability underlie all the techniques we propose in this work; thus, first we
define this concept encompassed in a general framework of logical systems in Section 2.1. Then, we
introduce propositional logics and, in particular, the systems of Classical Propositional Logic and
Lukasiewicz Infinitely-valued Logic in Section 2.2. In Section 2.3, we introduce classical probabili-
ties defined over Classical Propositional Logic. Finally, we give references for other mathematical

subjects that underlie this work in Section 2.4.

2.1 Logic and Semantics Modulo Satisfiability

A logical system, or simply a logic, is a pair L = (L, |=), where L is a set of formulas, called the
language of the system, and = is a (logical) consequence relation in (L) x L; if I' = ¢ holds,
where I' C £ and ¢ € L, the formulas in I" are the premises and ¢ is the conclusion of the logical
consequence. In this work we will only consider logical systems defined through valuation semantics;
thus, besides a language £, we need a set of truth values V and a set of designated truth values
D C V among them. A (valuation) semantics for the logical system is a set of valuations denoted
by Val; a wvaluation is a function v : £ — V that assigns a value in V to each formula in £; to
evaluate a formula ¢ € £ according to a valuation v means to compute the value v(yp).

We say that a valuation v € Val satisfies a formula ¢ € L if v(¢) € D and that it satisfies a
set of formulas I' C £ if it satisfies all formulas ¢ € I'; we denote both cases by v = ¢ and v =T,
respectively. A formula or a set of formulas is satisfiable if there is some valuation that satisfies it;
otherwise, it is unsatisfiable. Now, we may define the consequence relation and write, for ¢ € £ and
rccg,

I'E=o,

if, for every valuation v € Val such that v = I', we also have that v |= ¢; ¢ is said to be a logical
consequence from I'. A walid formula or tautology is a formula ¢ which is a logical consequence of
the empty set; we write

F

instead of @ = ¢ and note that a formula ¢ is valid if, and only if, v |= ¢, for all v € Val.
In a logical system defined through valuation semantics, tautologies have a prominent place due
to their property of being always true. Nevertheless, non-valid formulas may be of great interest for

their values according to the semantics. We give some examples.
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e By the Cook-Levin Theorem (Cook, 1971), the decision problems belonging to the complexity
class NP — which constitute several of the problems of practical interest (see Section 2.4 for
references) — have instances that may be translated into formulas of the Classical Propo-
sitional Logic, which are Yes-instances, if there is a valuation that satisfies its associated
formula, or No-instances, otherwise. Such formulas are not tautologies in general and the

semantics of Classical Propositional Logic provide a proof system for the Yes-instances.

e By means of their possible evaluations according to the semantics, formulas may represent
(multivariate) functions which have arguments and take values in the set of truth values V.
In general, such formulas are also not tautologies and they may be part of other larger for-
mulas that state properties about the represented functions; in turn, for such larger formulas,
one might be concerned whether it is a tautology. This is the case, for instance, of Boolean
functions, which may be represented by formulas of Classical Propositional Logic and might
model the behavior of electronic circuits; in this way, Classical Propositional Logic reasoning
may be used to verify whether such circuits are in accordance with specifications also codified

in the language of such logical system (McFarland, 1993).

e A non-valid formula does not necessarily stand for an impossibility, however, one might not
be sure whether such formula is true or not in some context. Thus, it is natural to assign
a probability value to such formula. Assigning probabilities to formulas of a logical system
gives rise to a probability theory and such assignments are expected to be in agreement with
the (not necessarily designated) evaluations of such formulas in the system semantics (see

Section 2.3 for a classical probability theory).

Together with tautologies, logical consequences have central role in the study of logic. In this
way, we define a logical theory determined by a set of formulas T' C £, called azioms, with (L, )

as underlying logical system, by the set

Th(P)z{ngE‘Fl:gp}.

Likewise our considerations about non-valid formulas, we claim that, in the context of logical the-
ories, there might be interest in formulas which are not logical consequences from the axioms. Of
course, the values of such (non-logical consequence) formulas must be in accordance with the the-
ory. Thereby, they only should be evaluated by valuations that satisfy the axioms, which leads to a
constraining to the semantics of the logical system in question. With this motivation, we establish
semantics modulo satisfiability as a part of the semantics of a logical system comprehending the

valuations constrained to the satisfiability of some set of formulas.
Definition 1 Let ® C £ be a set of formulas, a semantics modulo satisfiability is the set
Valg = {v € Val ) vE <I>}.
If set ® = {¢} is a singleton, we write Val,. o

In a model-theoretic point of view, a semantics modulo satisfiability Valg is the set of the
models of the logical theory Th(®); model theory focuses on the relations between logical theories

and their models, so formulas satisfied by models are the ones primarily regarded in such context.
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On the other hand, our main goal in this work is to exploit the evaluations of formulas in general
through semantics modulo satisfiability in order to obtain efficient computational performance in
diversified tasks.

All the concepts related to a logical system (£, =) with semantics Val defined in this section may

be reformulated in terms of semantics modulo satisfiability by the following equivalent definitions.
e A formula ¢ is satisfiable if Val, # @.
e A logical consequence I' = ¢ holds if Valr C Val,,.
e A formula ¢ is valid if Val = Val,,.
e A logical theory Th(I") is the set {¢ € £ | Valr C Val,}.

These equivalent definitions show that constraining a semantics is not an alien procedure, on the
contrary, it is implicit in many traditional logical concepts. The novelty in this work is the unusual
importance given to the evaluation of formulas which assume any truth value, and not necessarily
designated ones, by constrained valuations in a semantics modulo satisfiability with the aim to

achieve efficiency gains in computational tasks.

2.2 Propositional Logics

In this work, we employ logical systems L = (L,|=) which are propositional logics and whose
languages are generated from a countable set of propositional variables or atoms P. The formulas
in £ are finite sequences of symbols which may be propositional variables in P, a unary operator O,

a binary operator & or parentheses. Let Lo = P and

Li=Li1 U {Dw ) @Gﬁi—l} U {(<P<>¢) ‘ SOﬂﬂEﬁz'—l},

for ¢ = N*; then, the propositional language is given by

=]z

1€N

Moreover, L is said to be freely generated from P by the operators O and <& because the functions
Fn: L — L, given by Fn(p) = Oy, and Fo : L x L — L, given by Fo(p, 1) = (<)), have ranges
disjoint from each other and from P and they are both one-to-one.

All operators in the logical systems employed in this work are truth-functional, that means that
there are functions fp: V — V and fo : V x V — V associated to the unary and binary operators
O and < such that, for a valuation v € Val and formulas ¢, € L, we have:

v(Op) = fo(v(p)); (2.1)
v(pOY) = fo(v(p),v(¥)). (2.2)
Thus, one may just give a function vp which maps propositional variables to a truth value in V and

extend this function to a valuation by obeying (2.1) and (2.2); because L is freely generated from

P by O and <, this extension is uniquely defined by such assignment to the variables in P given by
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vp. For a detailed treatment of the constructions so far in this section, we refer the reader to the
book of Enderton (2001).

We might define other operator symbols as abbreviations in terms of the basic unary and binary
ones. Also, we often omit parentheses in formulas (with or without abbreviations) when there is no

danger of ambiguity according to the following conventions:
e The outermost parentheses are omitted.
e When a binary operator is used multiple times, grouping is to the right.

Operator symbols defined in terms of the basic ones are obviously also truth-functional; so, note
that probabilities are not operators.

We denote propositional variables mostly by Latin capital letters with occasional subscripts or
superscripts — e.g. X, X1, Xo, Y, Z, ZF" — and sometimes by the Greek lowercase letter ¢ also
with subscripts or superscripts. Let ® C £ be a set of formulas; we denote by Var(®) the set of all
propositional variables that occur in all formulas ¢ € ®@; if ® = {¢} is a singleton, we denote such
set by Var(y). We also use the notation X,, = {X1,..., X, } for such set of propositional variables.

In practical situations, it is usual to only consider some particular set of formulas ® C £ such
that Var(®) C P C P, where P is a finite set of propositional variables. Therefore, in such situations,
we are only concerned with the values that a valuation in Val assigns to the propositional variables
in P; due to truth-functionality of operators, from these values we easily determine the value of a
formula ¢ such that Var(¢) C P. We call partial valuations (over P) those functions that assign
truth values in V to propositional variables in P C P and to formulas ¢ with Var(¢) C P; let us
denote by Val” the set of all such partial valuations. Partial valuations over P may be seen as the

valuations of the logical system

({g € £| Var(p) C P}, {{T,) | T k= and Var() U Var(p) C P}).

In this way, Val” is a semantics and we have semantics modulo satisfiability in total analogy to
the previous section denoted by Val}, where ® C £ is a set of formulas such that Var(®) C P.
Note that any single partial valuation v € Val” may be seen as the restriction of infinitely many
valuations v € Val to the set of formulas {¢ € £ | Var(p) € P} C L. Thus, a partial valuation
over P C [P may be extended to infinitely many distinct valuations in Val. Let ¢ € Land I’ C L
be such that Var(¢)U Var(I') C P; some properties of these formulas defined by means of Val have

equivalents only in terms of Val”.

e The formula ¢ is satisfiable if, and only if, there is a valuation v € Val” such that v(y¢) € D.

e The logical consequence I' = ¢ holds if, and only if, for any valuation v € Val” such that
v(y) € D, for all v € T, it is also the case that v(p) € D.

The Satisfiability Problem — denoted SAT — is the problem of deciding whether a given formula
@ € L is satisfiable; that is whether there is a valuation ¢ € Val such that 9(¢) € D or, equivalently,
whether there is a valuation v € Val” such that Var(¢) C P and v(p) € D. We might indifferently
refer to the Satisfiability Problem as the problem of deciding if a set of formulas ® C L is satisfiable
and we write L-SAT when referring to the Satisfiability Problem of a specific logic L. Also, we
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call L-solver a routine that computes a satisfying partial valuation for an instance of L-SAT or,

alternatively, states that such an instance is unsatisfiable.

2.2.1 Classical Propositional Logic

Classical Propositional Logic, denoted by CPL = (Lcpr, F=cpL) is probably the most known logical
system. It has a 2-valued semantics with the set of truth values Vepr, = {0,1} and only one
designated truth value in the set Dopr, = {1}. CPL-SAT was the first problem shown to be NP-
complete independently by Cook (1971) and Levin (1973).

The basic CPL-language Lcpr, is freely generated from the countable set of propositional vari-
ables P by the unary negation — and the binary disjunction V CPL-operators. For the semantics
CPL-Val, define a CPL-valuation as a function v : Lcpr, — {0, 1}, such that, for ¢, € Lcopr:

v(—p) =1 —v(p);
v(p V1p) = max(v(p), v(1))).

From the basic CPL-operators we derive the following ones:

Conjunction: (o A ) =gef ~(— V ) v(p A) = min(v(p), v(¥))
Implication: (¢ — 1) =det ~ V ¥ v(p = ) =min(1,1 - v(p) +v(Y))
Bi-implication: (¢ <> ¥) =qet (¢ = V) A (Y = @) v(p <) =1~ |v(p) —v(V)]

In order to omit parentheses, we add to the already established conventions an order of operators
where — has precedence over V and A, which have precedence over — and <.

CPL-solvers are usually designed to have as input CPL-formulas in conjunctive normal form
(CNF), that is CPL-formulas in the format

Ci N+ NCh,
where each C;, for i = 1,...,n, is a clause in the format
LV Vi,

where [}, for j =1,...,k;, is a literal, that is either a negated (—X) or a non-negated (X) proposi-
tional variable X € P. Deciding the satisfiability of the set of clauses {C;} is equivalent to deciding
the satisfiability of the CNF CPL-formula A C;. A CPL-formula may be translated in polynomial

time into a CNF CPL-formula which is satisfiable if, and only if, the original one also is.

2.2.2 FLukasiewicz Infinitely-Valued Logic

Lukasiewicz Infinitely-valued Logic, denoted by Lo, = (L1, 1., ), is arguably one of the best
studied many-valued logics (Cignoli et al., 2000). Being a many-valued logic means that the set of
truth values of this system Vi, = [0, 1] has more than two elements; however, the set of designated
truth values Dy,__ = {1} is as the one of CPL.

Lukasiewicz Infinitely-valued Logic is amenable to computational treatment; for instance, ¥.oo-

SAT is NP-complete (Mundici, 1987), which is a reasonable complexity for a Satisfiability Problem.
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Thus, it is widely used in the literature to model situations that require the notion of “partial
truth”!; the setting studied in Chapter 4 being an example.

The basic L-language Ly, is freely generated from the countable set of propositional variables
P by the unary negation — and the binary disjunction ® L..-operators. For the semantics Lo-Val,

define a Loo-valuation as a function v : Ly, — [0, 1], such that, for p,¢ € Ly,

v(=p) =1 —v(p); (2.3)
v(e @ ) = min(1, v(p) + v (). (2.4)

From the basic L,-operators we derive the following ones:

Conjunction: (¢ © 1) =det (7 & ) v(p ©¢) = max(0,v(p) +v(¢) — 1)
Maximum: (¢ V ¥) =get ~(— ® ) B ¢ v(p V) = max(v(p),v(v))
Minimum: (¢ A ) =ger (¢ V 1)) v(e Ap) = min(v(p), v(¢))

Implication: (¢ — ¥) =gt 70 B Y V(e — ) =min(1,1 - v(p) +v(¥))
( ¥) =

Bi-implication: (¢ <> ¥) =qef (¢ — ) A (¥ — @) v =1—v(p) —v(¥)|

In order to omit parentheses, we add to the already established conventions an order of operators
where — has precedence over & and ®, which have precedence over V and A, which have precedence
over — and .

Note that v(p — ¥) = 1 iff v(p) < v(v); similarly, v(p < ¥) = 1 iff v(p) = v(¢h). Let X be
a propositional variable, then, v(X ® —=X) = 0, for any v € L-Val; we define the constant 0 by
X ® =X and the constant 1 by =0. We also define 0@ =get 0, N =qet p P - -+ B @, n times, for
n € N*, and @, 5 ©i =det 0.

Lo is said to have CPL as limit case because regarding only truth values 0 and 1, the f.o-
operators behave just like their analogous CPL-operators denoted with same symbols. Moreover,

Loo-operators @ and ® behave as CPL-operators V and A, respectively.

2.3 Classical Probability Theory

Probability theory may be grounded in a logical system by assigning probabilities to the formulas
of such system in a way that takes into account its underlying logical structure. The original
formulation of such a mix of Classical Propositional Logic and (discrete) probabilities is due to
George Boole who, in his seminal work introducing what is now known as Boolean algebras, already
discussed the problem (Boole, 1854).

Probability values assigned to a CPL-formula «, such that Var(a) C P C P, for some finite
set P, are induced by a probability distribution 7 : CPL-Val” — [0, 1] over the 2Pl CPL-partial
valuations in CPL-Val” that maps every CPL-partial valuation to a probability in the real interval

[0,1] in a way that
Y ) =1

veCPL-Val?

!By the term “partial truth” we refer to the concept usually referred in the literature as “degree of truth”, not to
be confused with partial valuations or models.
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The probability of a CPL-formula «, with Var(a) C P, according to probability distribution 7 is
given by
Pr() =Y {W(v) ‘ v@) =1, ve CPL-Vaﬂ’}.

The problem of deciding whether there is a probability distribution 7 that jointly satisfies
given probabilistic assignments to formulas is called Probabilistic Satisfiability Problem — de-
noted PSAT. PSAT has been extensively discussed in the literature (Georgakopoulos et al., 1988;
Hansen and Jaumard, 2000; Nilsson, 1986) and has recently received a lot of attention due to the
improvements in CPL-solving and linear programming techniques, having generated a variety of
algorithms, for which the empirical phenomenon of phase transition (see Section 2.4 for references)
is by now established (Finger and Bona, 2011; Finger and De Bona, 2015).

A PSAT instance is an expression of the form
EZ{PWJNwipﬂﬂQHangigK}

where aq,...,a; are CPL-formulas for which Var(a;) C P, for i = 1,..., K, where |P| = n €
N* and which are restricted by probability assignments P(cy;) ><; p;, >; € {=,<,>}, for i =
1,..., K. The Probabilistic Satisfiability Problem consists in determining if that set of constraints
>’ is consistent.

A linear algebraic formulation of PSAT is provided by Nilsson (1986), it consists of a K x 2"
matrix A = [a;;] such that a;; = v;j(a;). The Probabilistic Satisfiability Problem is, thus, to decide
if there is a probability vector 7 of dimension 2" that obeys the PSAT restriction:

A< p

Yomi=1 (2.5)

T>0

If there is a probability distribution 7 that solves (2.5), we say 7 satisfies X. In such a setting, we
define a PSAT instance ¥ as satisfiable if (2.5) is such that there is a 7 that satisfies it. Clearly, the
conditions in (2.5) ensure 7 is a probability distribution. Usually the first two conditions of (2.5)
are joined, A is a (k + 1) x 2™ matrix with 1’s at its last line, p; = k+ 1 in vector P(k4+1)x1s SO
>g41-relation is “=".

We often use in this work the following version of Carathéodory’s Theorem (Brondsted, 1983)
to prove that satisfiable (or coherent) probabilistic assignments are induced by “small” probability

distributions.

Proposition 1 (Carathéodory’s Theorem) If x € R¥ can be written as a combination
X = A\ix1 + -+ ANxy,

where x1,...,x; € RF, Ai,... 0 € R, A,...,) > 0and M+ -+ XN =1 — that is x is a
convex combination of x1,...,X; —, then x can be written as a conver combination of at most

k + 1 elements among X1, ...,X;. O

As consequence of Carathéodory’s Theorem, Georgakopoulos et al. (1988) showed that if a
PSAT instance ¥ = {P(«a;) > p; | 1 < i < k} has a solution 7 satisfying (2.5), then there is
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a solution 7" also satisfying (2.5) such that 7r§- > 0 for at most k + 1 elements; the remaining ele-
ments of 7’ are 0. The existence of such a small witness serves as an NP-certificate for a satisfiable
instance, so PSAT is in NP. Furthermore, note that by making all probabilities 1 in (2.5), the
problem becomes CPL-SAT, so PSAT is NP-hard. It follows that PSAT is NP-complete.

Probability theories, and classical probability theory in particular, are examples of where non-
valid formulas play a nontrivial role, since they may have positive probabilities; tautologies are
guaranteed to have probability 1. Analogously, let us discuss the role that non-logical consequences
may have in classical probability theory when taking into account a classical propositional theory.

Let P(y) = 1 be a satisfiable probabilistic assignment for every CPL-formula v € T' C Lopr,
where Var(y) C P C P, for all v € T', and P is a finite set; then, there must be an underlying
probability distribution 7 : Val” — [0, 1] that assigns nonzero probability 7(v) > 0 only to CPL-
valuations v € Valf. In order to other added probabilistic assignments P(a) >4 p to maintain
satisfiability of the original ones, the underlying probability distribution also must assign nonzero
probabilities only to CPL-valuations v € Val?. We refer to this situation saying that the probability
distribution 7 and the probabilistic assignments P(«) > p agree or are in accordance with the clas-
sical propositional theory Th(I"). Observe that semantics modulo satisfiability is in the background
for assigning probabilities to formulas in a way that agrees with a logical theory.

The state-of-the-art PSAT-solving algorithms presented by Finger and De Bona (2015) take
as input instances in atomic normal form (I',¥), where I' is a set of formulas and ¥ is a set
of probabilistic assignments to atomic formulas. Let Var(I') U Var(¥) C P, where P is a finite
set; the atomic normal form instance (I', V) is satisfiable if, and only if, there is a probability
distribution 7 : Val} — [0,1] that satisfies the assignments in ¥. Thus, the mentioned algorithm
works by searching for a probability distribution over the semantics modulo satisfiability Valzf.
PSAT instances ¥ may be put in atomic normal form in polynomial time and the mentioned

algorithms have the empirical phenomenon of phase transition detected.

2.4 Useful Mathematical Techniques

Up to this moment, we have introduced many reasoning frameworks which are necessary either for
placing or modeling the problems we approach throughout this work. Nevertheless, tackling and
discussing those problems also requires some notions of topology, geometry, linear programming
and computational complexity. In this section we limit ourselves to establish the notation we use
and refer the reader to reference works on those subjects.

Let €2 C [0, 1]"; we denote by Q° its interior, by cl(€2) its closure and by 0f2 its boundary in the
usual topology of [0, 1]™. The book of Munkres (2000) is a comprehensive guide to these topological
concepts as well as limits, continuous functions and open, closed, dense, connected and compact
sets. We denote by conv(2) the convex hull of Q C [0,1]". Such geometrical concept together with
affine spaces, polyhedra and simplices and also the Carathéodory’s Theorem (Proposition 1) are
dealt with in the book of Brondsted (1983).

The problem of computing the maximum of minimum value or a linear function that takes val-
ues over a polyhedron lies within the scope of linear programming. A comprehensive study of such
problem that provides algorithms — as the famous simplex algorithm — and their complexity anal-

ysis may be found in the books of Bertsimas and Tsitsiklis (1997) and Papadimitriou and Steiglitz
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(1998). The book of Borgward (1986) brings a probabilistic complexity analysis of the simplex
method.

We denote by P the class of decision problems for which there is a (deterministic) polynomial
decision algorithm and by NP the class of decision problems for which there is a nondeterministic
polynomial decision algorithm. Some treatments for such classes and others as well as a theoretical
approach to algorithms, decision and search problems, reductions and the NP-completeness theory
are found in the books of Goldreich (2008) and Papadimitriou (1994). The phenomenon of phase

transition is presented by Cheeseman et al. (1991); we briefly introduce it in Section 4.4.
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Chapter 3

Efficient Representation of Piecewise

Linear Functions into Logic

The ability to represent real continuous functions of real variables by logical formulas might allow
us to apply automated reasoning techniques to the study of real systems whose behavior is modeled
by these functions; however, the fact that there are uncountable many such functions frustrates
the possibility to represent them in a computable formal language. This issue may be circumvented
by representing the functions within an enumerable class which is dense in the class of continuous
functions one desires to represent; this way, we have approximate representations of such continuous
functions. It is also important for such representational ability to be effective that there exist efficient
ways to generate the formulas in a target logic in which reasoning is not exceedingly complex.

In this chapter, we are concerned with the representation of rational McNaughton functions, that
are continuous [0, 1]-valued piecewise linear functions with rational coefficients over [0, 1]". Rational
McNaughton functions may approximate any [0, 1]-valued continuous function over [0, 1] as stated
by the following Weierstrass-like results (Aguzzoli and Mundici, 2001, 2003; Amato and Porto,
2000) and depicted in Figure 3.1.

Proposition 2 (Variation of Weierstrass Approximation Theorem) Let f : [0,1]" — [0,1]
be a continuous function and € > 0. Then there is a rational McNaughton function f : [0,1]" — [0, 1]
such that |f(x) — f(x)| <&, for all x € [0,1]". n

We introduce an implicit kind of function representation based on semantics modulo satisfiability
— the representation modulo satisfiability — with the aim to enlarge the representational capacity
of Lukasiewicz Infinitely-valued Logic in order to also encompass rational McNaughton functions;
we call the developed framework the f...-MODSAT system. For such system, we are able to provide
a polynomial algorithm that builds a representation of a rational McNaughton function given in
the regional format, an input format we determine.

Furthermore, we show how representation in f..o.-MODSAT combined with the possibilities of
expression in L., may be used to perform formal analysis of neural networks that compute rational
McNaughton functions regarding the properties of accessibility and robustness. We also employ the
introduced techniques in the analysis of a neural network trained to predict whether it will rain
tomorrow in Australia.

In Section 3.1, we introduce the traditional way of representing functions in f.o, in Section 3.2,

we carry out a theoretical investigation of representation modulo satisfiability and, in Section 3.3,

15
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Figure 3.1: Continuous one-variable function approzimated by rational McNaughton functions

we show that rational McNaughton functions may be represented in this way. In Section 3.4, we
describe a polynomial algorithm for building representations of rational McNaughton functions in
Loo-MODSAT and, in Section 3.5, we discuss an implementation of our algorithm and present
some experimental results. In Section 3.6, we apply representation in f...-MODSAT to the formal
analysis of neural networks. Finally, we discuss the related work on logical representation of rational
McNaughton functions in Section 3.7.

In this entire chapter, we refer to Loo-formulas, f.oo-valuations, f...-partial valuations and the

semantics t.oo-Val as formulas, valuations, partial valuations and Val.

3.1 The Traditional Way

In the traditional way of representing functions by logical formulas, we recursively associate to a

given formula ¢, with Var(y) C X,,, a function f, : [0,1]" — [0, 1] by:
(1) fx;(@1,...,20) =25, for j=1,...,n;
(i) fop(z1, ... 2n) =1 = fo(z1,...,20);
(i) foaer (@1, .. xn) =min(l, for(z1, ... 20) + for (21, ..., 20)).
Note that the definition of f, depends on n. It follows that f, enjoys the property:

fo((X1),...,v(Xn)) =v(yp), for any v € Val. (3.1)

And, then, we say that formula ¢ represents function f. A McNaughton function f :[0,1]™ — [0, 1]

is a function that satisfies the following conditions:
e f is continuous with respect to the usual topology of [0, 1] as an interval of the real number
line;

e There are linear polynomials pi,...,p,, over [0,1]™ with integer coefficients such that, for
each point x € [0,1]", there is an index i € {1,...,m} for which f(x) = p;(x). Polynomials

P1, ..., Pm are the linear pieces of f.
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For any formula ¢, f, is a McNaughton function and reciprocally, McNaughton’s Theorem states
that every McNaughton function f may be represented by some formula ¢ (McNaughton, 1951).

In analogy to this representational framework, the formulas of other logics may represent other
classes of functions. For instance, the formulas of Classical Propositional Logic represent all the
Boolean functions. Moreover, there are many logics whose formulas represent the aforementioned
rational McNaughton functions, which are generalized McNaughton functions whose linear pieces
coefficients may also be rational numbers; see Section 3.7.

Our enterprise is to develop a new way of function representation which enables rational Mc-

Naughton functions to be represented in the very f..

3.2 Representation Modulo Satisfiability

Although formulas of L, only represent (integer) McNaughton functions, we might use semantics
modulo satisfiability in order to implicitly represent rational McNaughton functions in a way we
call representation modulo satisfiability. By this method, a (not necessarily rational McNaughton)
function f is represented by a pair (@, ®), where ¢ is a formula that semantically acquires values
f(x), for x € [0,1]", from valuations in Valg, where ® is a set of formulas. Next, we propose
two different definitions for such a representation concept, which highlight different aspects of the

intended technique; then we compare both of them.

3.2.1 The Formula-Based Approach

We start by analyzing the property which is a crux for the possibility that logical formulas represent
functions in the traditional way: the value of a formula ¢ according to some valuation v is determined
only by the values associated to a finite set of propositional variables X such that Var(¢) C X. Thus,
if X is semantically identified to the domain of a function, formula ¢ may semantically provide the

values such function take. Let us generalize this notion.

Definition 2 Let ¢ be a formula and let ® be a set of formulas. We say that a set of propositional

variables X,, determines @ modulo ®-satisfiable if:

e For any (x1,...,2z,) € [0,1]", there exists at least one valuation v € Valg, such that v(X;) =

zj, forj=1,...,m

e For any pair of valuations v,v" € Valg such that v(X;) = o/(Xj), for j = 1,...,n, we have

that v(p) = v'(¢) — i.e. valuations in Valg are truth-functional on variables in X,,. o

For instance, for any formula ¢ such that Var(¢) C X,,, X,, determines ¢ modulo @-satisfiable, by
truth-functionality and the fact that Valg = Val. Then, representation modulo satisfiability in the

formula-based approach is defined in a way that retrieves property (3.1).

Definition 3 Let f : [0,1]" — [0,1] be a function and (p, ®) be a pair where ¢ is a formula and
® is a set of formulas. We say that ¢ represents f modulo ®-satisfiable or that (p, ®) represents f
(in the system Loo-MODSAT) if:

e X,, determines ¢ modulo ®-satisfiable;

o f(v(X1),...,v(Xy)) =v(p), for all v € Valg. o
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The definition of representation modulo satisfiability in the formula-based approach adapts the
aforementioned property of formulas that makes them suitable for representing functions to the

context of the semantics modulo satisfiability. The next example should clarify the usage of such

property.

Example 1 The function f : [0,1] — [0,1], given by f(z1) = %, may be represented by (Z;, ®),
where

o — {21@21 X1, Zye-Zy, Z— Zé}.

Propositional variable X is intended to take values in the domain of function f and Z; is intended
to take half the value of X7; it is also necessary to define constant % by propositional variable Z 1
and assure Z; takes at most value % Observe that X; determines ¢ = Z; modulo ®-satisfiable since,
if one associates a value 1 in the domain of function f to propositional variable X; — making
x1 = v(X1) —, the value v(Z;) of formula Z; is uniquely determined modulo satisfiability of ®,

i.e. assuming that valuation v satisfies ®. Moreover, the pair (Z, ®) represents function f, since

f(z1) = v(Z). a

3.2.2 The Function-Based Approach

Another definition of representation modulo satisfiability may be achieved by recognizing the im-
plicit representation of a function inside the traditional representation of another function with
constrained domain.

We extend the notion of associating functions to formulas, given a pair (p, ®), where ¢ is a
formula and @ is a set of formulas, with Var(¢) U Var(®) C X,,, as follows. First, let the function

domain be

Do) = {(xl,...,xm> € [0, 1] | fy(x1,...,zm) =1, forall ¢ € <I>}.

Then we inductively define function fi, ¢y : D, ey — [0, 1] by the following clauses in total analogy

®
to (i)-(iii) in the beginning of Section 3.1:

(i) f<Xj’q>)(:U1,...,a:m):$j, forj=1,...,m;
(ii) f<ﬂ4p’(p> (:Ul, ‘e ,xm) =1- f<<p,¢)> (:Bl, ‘e ,xm);
(111) f(s@’EBsD",CD) (xl, e .%'m) = min(l, f<@/7¢,> (.21?1, - ,xm) + f<¢//7q>> (.’L’l, - ,.’L‘m))

The definitions of D,y and f(, ) depend on m. In the function-based approach, we have the

following definition.

Definition 4 Let f : [0,1]" — [0,1] be a function and (¢, ®) be a pair where ¢ is a formula and
® is a set of formulas. We say that ¢ functionally represents f modulo ®-satisfiable or that (p, ®)
functionally represents f (in the system Loo-MODSAT) if Var(p)UVar(®) = X,,,, m > n, and there

exist m — n functions z; : [0,1]" = [0,1], j = 1,...,m — n, such that:
e For any (21,...,%m) € Dy ay; Tntj = 2j(T1,..,T0), j = 1,...,m —n;
e For any (z1,...,z,) € [0,1]",

f@, . oozn) = fipe) (T, Tn, 21(T1, -, Tn)s -+ o5 Zmen (@15 -, 7).
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We write x = (z1,...,2,) and z = (Tp41,. .., Tm). o

In the functional representation modulo satisfiability, a pair (¢, ®) functionally represents a
function f : [0,1]™ — [0,1] when formula ¢ is the traditional representation of another function
fo 1 [0,1]™ — [0,1] whose domain [0,1]™ has possibly higher dimension — m > n — and can
be constrained to D, ) C [0,1]™ in order to be identified with the domain [0,1]" of the original
function f; elements x € [0,1]" are identified to elements (x,z) € D,y and it must hold that
f(x) = fip®)(x,2). Note that the constraining from [0,1]™ to D, ¢ is a disguised application
of semantics modulo satisfiability since (x1,...,z;,) € D, ) if, and only if, there is a valuation
v € Valg such that v(X1) = x1,...,0(X;n) = zp.

Example 2 The representation for function f : [0,1] — [0,1], given by f(z1) = %, in Example 1

is almost a functional representation for it; we only need to replace Z; and Z: by X5 and X3 to fit
2
the definition, which results in (Xo, ®), where
o — {X2 DXy o X1, Xz X3, Xy Xg}.
In this case, we have n =1, m = 3 and

1
D<%q>> = {<.’L‘1,.’172,.r3> S [0, 1]3 T € [0, 1], T2 = ?, T3 = 5}

Then, there are functions z; : [0,1] — [0,1] and 29 : [0,1] — [0, 1], given by:

f(@1) = - = z1(21) = frpm) (71, 21(21), 22(21)).

Note that function f, : [0,1]* — [0,1] is given by f,(z1,22,73) = x2. Figure 3.2 has graphs of the
functions f, and f(, ¢y and of the set D, ). 0

Figure 3.2: Graphs of functions f, and f, &)y and of set D, &y in Example 2, for fized x3 = %
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3.2.3 Formula-Based versus Function-Based Approaches

We have seen two attempts to formalize a concept of representation modulo satisfiability. Each
approach has the virtue of elucidating some different aspects of the technique that provides a pair
(p, @), where ¢ is a representative formula and @ is a set of constraining formulas. In this way, one
might wonder whether they formalize the same concept; despite the similarity, the function-based
presentation is a bit more restrictive than the formula-based one: the former constrains the values
of Tpyj, for j =1,...,m —n, to be functions z;(x1,...,2,), for any (z1,...,2m) € D, s, so that

the set D, ¢y is minimal.

Example 3 At the same time that the pair (Xy @ X3, ®), where
®— {X2 N ﬁXS}j

is a representation (in the formula-based approach) for the constant function f : [0,1] — [0,1],
given by f(z1) = 1, it is not a functional representation for it. Note that, for a given o € [0, 1],
it is not possible to determine a unique element (xi,x9,x3) € D, ) such that x1 = «, since
(o, 8,1 = B) € Dy, a, for any 3 € [0,1]. O

In order to make both presentations equivalent we should restrict the formula-based one by

adding to Definition 2 the following items:
o Var(yp) U Var(®) = X,,,, m > n;

e For any pair of valuations v,v" € Valg such that v(X;) = v/(X;), for j = 1,...,n, we have
that v(X;) = v'(Xj), for j=n+1,...,m.

The first item above only standardizes propositional variables to appear in ¢ and ®; such stan-
dardization was intended to ease the recursive process of associating functions to formulas in the
formula-based approach. The second item constrains, for valuations in Valg, the values of propo-
sitional variables in X,,, \ X, as functions of the values of propositional variables in X,,; this is
stronger than the original definition which only constrains the value of o — indeed these new items
yield that the value of ¢ is invariant — and is the counterpart to the constraints to elements in
D, ) by functions z1,...,2zm,—n. We refer to the more restrictive form of Definition 2 as strong
determination modulo satisfiability and to the consequent more restrictive form of Definition 3 as

strong representation modulo satisfiability.

Theorem 1 A pair (o, ®) strongly represents a function f : [0,1]" — [0,1] (in the formula-based
approach) if, and only if, it functionally represents f (in the function-based approach). O

PROOF Let (p, ®) be a strong representation for f (in the formula-based approach); then Var(y)U
Var(®) = X,,,. For any x = (z1,...,2,) € [0,1]" and j = 1,...,m —n, we set 2;(x) = vx(Xn4j),

where vx € Valg is such vx(X;) = z;, for j = 1,...,n. This way, for any (z1,...,2m) € Dy, a),
Y € ® and valuation v, with v(X;) = x;, for j = 1,...,m, we have that v(v)) = fy(x1,...,2m) = 1;
then v € Vale and 2nyj = v(Xnyj) = vy, 20)(Xntj) = 2j(@1,. ., 20), for j = 1,...,m —n.

Finally, for any (zi,...,z,) € [0,1]", there is a v € Valg such that v(X;) = z;, for i =
L,...,n. Therefore, (v(X1),...,v(Xm)) € Doy, f(@1,..,20) = f(0(X1),...,v(Xy)) = v(p) =



3.3 REPRESENTATION THEOREMS VIA HAT FUNCTIONS 21

flo@) (V(X1), -y v(Xm)) = f(@1, - Tns 21(215 - Tn), - -+ Zm—n(T1, - -+, Tn)) and (@, @) is a func-
tional representation for f (in the function-based approach). Conversely, let (p,®) be a func-
tional representation for f (in the function-based approach); then Var(y) U Var(®) = X,,.
Since for any x = (x1,...,2,) € [0,1]" there are values zj(x), j = 1,...,m — n, such that
(x,21(%), .-+, 2Zm-n(X)) € D, a), then, for all v € @, v(¥) = fy(x,21(x),.. ., 2m-n(x)) = 1,
for a valuation v € Valg, where v(X1) = z1,...,v(Xy) = zp,v(Xny1) = 21(%),...,v(Xm) =
Zm—n(X). For v,0 € Valg, where x = (v(X1),...,v(Xy)) = (/'(X1),...,v'(X,)), we have
(%, 0(Xng1)s -5 0( X)), (5,0 (Xpg1), -0 (X)) € Digay, then v(Xpnyj) = zj(x) = v'(Xnyy),
for j =1,...,m —n, and v(¢) = fipa)(X, 21(X), - .-, 2m-n(X)) = V'(¢); therefore, X,, strongly de-
termines ¢ modulo ®-satisfiable. Also, f(x) = f(, ) (X, 21(X), - -, Zm—n(X)) = v(p), for v € Valg,

and (p, @) is a strong representation for f (in the formula-based approach). n

Among all the versions of representation modulo satisfiability we have investigated, we choose
to deal (from now on) with the formula-based approach as we deem it a clearer and less restrictive
definition. Moreover, we will only refer to its original version presented in Section 3.2.1 as fixing the
value of ¢ modulo ®-satisfiable is enough for establishing a satisfactory concept of representation.
However, all the constructions of representations to follow also fix the values of the additional
propositional variables (other than the ones in X, ) modulo ®-satisfiable; thus, for them to be

strong representations, only the standardization of the propositional variables is missing.

3.3 Representation Theorems via Hat Functions

We will establish a representation result stating that all rational McNaughton functions may be
represented in Lo-MODSAT. For that, we adapt the proof of McNaughton’s Theorem — which
states that all McNaughton functions may be represented in Lo, — in the work of Mundici (1994).
Such proof is constructive and makes use of Schauder hats, that are functions which we slightly
modify into hat functions.

First, we remark a feature of representation modulo satisfiability: constants é, with d € N*,

may be represented by the pair

(0. ®) = (2, {2y & ~(d-1)Z, }).

where formula ¢ is only one propositional variable — from now on denoted by Z 1 and set P is
a singleton comprehending formula Z1 <+ —(d — 1)Z1 — from now on denoted by ¢1. In fact, for
d d d

any valuation v € Val,, , v(Z L ) = é. Moreover, we have the following result.
a

Lemma 1 Given a rational number ¢ € [0, 1], there is a set ® of formulas, with Z. € Var(®), such

that, for any valuation v € Valg, we have v(Z.) = c. 0

PROOF The result already holds in L, for ¢ = 0 and ¢ = 1; also, it was established for ¢ = %, with

b € N*, in previous discussion. Let ¢ = ¢, with a,b € Z and 0 < a < b, and ¢. = Z. aZ%. If

Y1, p. € ¢, any valuation v € Valg makes v(Z,) = c. n
b

Our next step is to show that truncated linear functions are representable in L,,-MODSAT. Let
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g :[0,1]™ — [0, 1] be a function and x € [0, 1]", we write its truncated version by
g™ (x) = min (1, max (O,g(x))).
Lemma 2 Let g: [0,1]" — R be a linear function with rational coefficients,

a a
9(x) = Loy -+ P e

b bn
where a; € Z, b; € 2 and c € Q. Then, g" is representable in Eoo-MODSAT. o
PROOF We proceed by induction on a = |a1| + -+ + |an|. If @ = 0, the result follows by

Lemma 1. For a > 0, assume the lemma holds for a — 1 and, with no loss of generality, that

la1| = max(|ai], ..., |an]|)-

Let us consider first the case where a; > 0. Let h = g — ‘Z—ll, such that

a; —1 a
h(x) = 1b1 x1+"‘+b—"ajn+c.
n

By induction hypothesis, there are (¢, ®;) and (pp,1, P41) which represent h# and (h + 1)%,
respectively. We define

@:@huém4u{4%e~ﬂn—DZ . b2y o X, Zy%Z%}
1 1

o
and claim that (p, ®), with ¢ =get (0n ® Z1) ® @ny1, represents g7 . Note that, with the three new
formulas added to ®, the pair (Z . ®) defines the constant % and the pair (77, ®) defines function
:g—ll, depending on the value of x; = v(X7); this remark together with the induction hypothesis
and by truth-functionality yield that X, determines ¢ modulo ®-satisfiable. Let v € Valg and
x = (v(X1),...,v(X,)) € [0,1]™. When x is such that h(x) € [0,1],

I

760 = (160 + 1) = oen® 20) = vl(on © 20 01) = (o).

When x is such that h(x) € [—1,0],

T

g (x) = (ho) + 57

= 0(Z1 O pn+1) = v().

)# = max (O,h(x)+ %) = max <0,:Z—11+h(x)+1— 1) =

The cases where h(x) > 1 and h(x) < —1 are trivial; then, ¢ represents g% modulo ®-satisfiable.
For the case where a; < 0, it is sufficient to apply the same reasoning to 1 —g. As 1 — (1 —g)# =
¢, the lemma follows. i

Next, we prove a version of our representation theorem for the simpler case of rational Mc-
Naughton functions with one variable; the simplification is intended to better illustrate the role of

hat functions.

Theorem 2 Let f : [0,1] — [0,1] be a one-variable rational McNaughton function. Then, f is
representable in Loo-MODSAT. O
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PROOF The domain [0, 1] of f may be partitioned into [, @;11], i = 0,...,n — 1, such that each
restriction f|4, a,,,] 18 a linear piece that constitutes f; let 8; = f(a).
We define the hat functions H; : [0,1] — [0,1],4=0,...,n, by:

e Hj has as graph the segments from (ag, 5p) to (a1,0) and from (a1, 0) to (ay,0);

e 7, has as graph the segments from (ag, 0) to (a;_1,0), from (a;_1,0) to (o, B;), from (a, ;)
to (@i+1,0) and from (a;11,0) to (@,,0),i=1,...,n—1;

e 7, has as graph the segments from (g, 0) to (a,—1,0), from (a,—_1,0) to (amn, Bn).

The hat functions has graphs as in Figure 3.3; such functions are only different from the Schauder
hats in Mundici (1994) on the values 5; € Q.

By Lemma 2, hat functions Hg and H,, are easily representable in f..o.-MODSAT since they
may be written as a function ¢g#, where g is linear. The other hat functions H;, i = 1,...,n — 1,
may be represented by pairs (1 A p2, @1 U ®9), where (o1, P1) and (ps, P2) represent gf& and g;#,
respectively, where g1 and go are linear. Note that the variables Z; associated to the variable x1,
with intention to have value 3! as in Lemma 2, must be different for each representation (p1,P1)
and (p2, D).

Let (¢, Py,) be a representation of H;. Then, f is representable in L.-MODSAT by the pair
(o1, @ Do, Py, U--- U Dy, ). The same note about variables Z; in the former paragraph

also applies here. m

HO Hl HTL

Figure 3.3: Graphs of examples of one-variable hat functions Hg, H;, fori=1,...,n—1, and H,

In the following, we prove the main result of this section which generalizes Theorem 2 to the
multivariate case; its proof uses constructions from the literature (see Section 2.4 for references)

and subsume the use of hat functions above.

Theorem 3 Let f :[0,1]" — [0,1] be a (multivariable) rational McNaughton function. Then, f is
representable in Loo-MODSAT. O

PROOF The domain of f may be decomposed as follows (Cignoli et al., 2000, Section 3.3). Let
P1,---,Pm be an exhaustive list of distinct linear pieces constituents of f, each pair p; and pi of

these constituents defines two closed half-spaces H* and H~ such that p;(x) > pp(x) for x € H
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and pg(x) > p;i(x) for x € H~. Thus, for any permutation p of the set {1,...,m}, we define

P, = {X € [0,1]" ‘ Pp(y(X) > o0 > pp(m)(x)}7

which is a closed convex polyhedron, since it is an intersection of [0,1]" and a finite set of closed
half-spaces. As the p;’s have rational coefficients, the vertices of P, have rational coordinates. Let
W be the set of simplices (also with rational coordinates) arising from some triangulation of n-
dimensional polyhedra P,; the union of W is the cube [0, 1]", the intersection of a pair of elements
in W is either a common face between them or empty and, for each S € W, there is an index
us € {1,...,m} such that, restricted to S, f|s = pus-

For each vertex v of some simplex in W, we define the hat function #y : [0,1]” — [0, 1] so that:
o Ho(v) = [(v);

o H,(u) =0 for each vertex u of a simplex in W different from v;

e 71, is linear over each simplex in W.

As in the one-variable case, the hat functions may be represented in Lo.-MODSAT by a pair (¢, ®)
where ¢ is a (\/ /\)-combination of the hat function linear pieces given by Lemma 2 (Cignoli et al.,
2000, Proposition 9.1.4). Thus, f may be represented by (P, ¢, .U, Pu,)- n

The representations built in Theorems 2 and 3 are said to be in disjunctive normal form since
they are disjunctions (@) of hat functions, which empowers the modulo satisfiability technique
to increase the expressivity of L.,. Moreover, since they are constructive proofs, we might be
tempted to derive algorithms for building representations in ¥..o.-MODSAT from them. However,

such representations could be unnecessarily complex for the following reasons.
e For m distinct linear pieces, there may be m! n-dimensional polyhedra P, in the worst case.

e The number of simplices in a minimum-cardinality decomposition of the n-dimensional unit
cube may be too high; for instance, for [0, 1] it is at least 1175 (Hughes and Anderson, 1996).

e Besides that, the representations of truncated linear functions in Lemma 2 are already expo-
nential in the binary representation of their coefficients, since they are inductively built on
a=lai|+---+lan|

3.4 An Efficient Algorithm for Building Representations

We have showed that the coupling of representation modulo satisfiability with hat functions enables
the constructive representation of rational McNaughton functions in b.-MODSAT. However, we
need to produce a less complex representation in order to derive an efficient algorithm that actually

builds it; this is our aim in this section.

3.4.1 Regional Format of Rational McNaughton Functions

In representation via hat functions, a rational McNaughton function is first seen as a partition

of its domain in subsets P, in a way that, in each subset, the function is identical to one of its
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linear pieces. For our algorithm, we standardize an encoding of rational McNaughton functions that
encompasses this format, however is more general.
A rational McNaughton function f : [0, 1]™ — [0, 1] is in regional format if it is given by m (not

necessarily distinct) linear pieces
pi(X) = vio + Yi1T1 + -+ + YinTn, (3.2)

for x = (x1,...,2,) €[0,1]", 755 € Qand i = 1,...,m, with each linear piece p; identical to f over

a convex set €; C [0,1]" called region such that:
o UiZi i = [0, 1]
L Q,?/ N Q,?// == @, for i, 7é ’i//;

e Regions §2; are given in such a way that there is a polynomial procedure to determine whether
or not a linear piece pj is above other linear piece p; over region {2;, that is whether or not

pr(x) > pi(x), for all x € Q;;

e Such setting of linear pieces and regions satisfy the lattice property, that is, for i # j, there is
k such that linear piece p; is above linear piece pi over region {2; and linear piece py is above

linear piece p; over region 2;.

Note that in the regional format encoding we allow the repetition of linear pieces so that there is a
one-to-one correspondence between regions and them. In this format, the size of a function is the
sum of the number of bits necessary to represent its linear pieces coefficients as fractions 7 plus
the space necessary for representing its regions in some assumed encoding. We discuss the regional

format further at the end of this section.

Example 4 Rational McNaughton function f with graph in Figure 3.4 may be given by the linear

pieces:
o pi(z1,w2) = § + 3a9;
o pa(z1,22) = % - %362;
o p3(z1,12) = % — 1.

Regions (; associated to each linear piece are depicted in Figure 3.5a and described in Table 3.1;
we soon tackle the problem of deciding if a linear piece is above another. The polyhedra P, in the
representation of f via hat functions (Section 3.3) are depicted in Figure 3.5b; note that, for such

representation, these polyhedra still need a further decomposition into triangles (2-simplices). g

Let us deal with the encoding of regions. First, we characterize them in next result.

Lemma 3 Closures of regions in regional format of rational McNaughton functions are polyhedra.q

PROOF Let €2 be a region of a rational McNaughton function in regional format. Since cl(2) is a
convex compact set, it is the convex hull of its extreme points. Suppose cl(€2) has infinitely many
extreme points and let E be the set comprehending the infinitely many extreme points which are
in the interior of [0,1]". Let U = [J{% | Qi # Q}; we have that E C 9U and, since U is a finite
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_—
1

x2

x1

Figure 3.4: Graph of rational McNaughton function with three linear pieces over [0, 1]

O

e

3

Qy

z1

Z2

(a) Config. with 3 regions

T2
Psoy Ps12
Po3y Py3
P13 Pra3
1

(b) Config. with 6 regions

Figure 3.5: Some possible region configurations for function f in Example 4

0 Qo Q3
8—9x1 —6x9 >0 1—2x21+22>0 —84+9x1 +6x9 >0
53— 12>0 —3+22>0 142z — 22> 0
x1 >0 x1 >0 1—21>0
x9 >0 1—29>0 x9 >0

Table 3.1: Regions Q; for function f in Example /
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union of regions );, there exists an infinite set ' C E, such that £/ C 9Q' C cl()), for some
O =Q; #Q. Let E,11 C E' be a set with n 4+ 1 points; as cl(Q2) and cl(Q') are convex sets, we
have that conv(E,11) C cl(Q)Necl(Y). Also, as Q and Q' are convex sets, we have that Q° = cl(Q2)°
and ° = cl(©')°. Finally, since conv(E,+1) is an n-simplex, it follows that Q° N Q" # &, contrary
to the definition of regional format. Therefore, cl(£2) is a polyhedron. -

Since the closure cl(€2) of region €2 is a polyhedron, it may be entirely described as the finite

intersection of half-spaces given by linear inequalities as
cl(Q) = {x e [0,1]" ‘ wjo + wjix1 + -+ wipey, >0, j=1,.. .,)\Q}. (3.3)

We show a polynomial procedure for deciding if a linear piece pj is above another linear piece p;

over region §); that takes polyhedron cl(£2;) given by (3.3) as input. Let py and p; be given by

Pe(X) = Yho + V1 Z1 + -+ + VenZn,
pi(x) = vio + vinx1 + - - + YinTn,

where x = (x1,...,2,). In order to decide if py is above p; over ;, Algorithm 1 analyzes the

optimal value of the maximization linear program:

max Di — Pk
subject to  cl(€Y)

We call MAX(f, P) the routine that computes maximum value of an objective function f over
polyhedron P. It is known that such linear programming problem may be solved in polynomial

time (see Section 2.4 for references).

Algorithm 1 ABOVE-MAX: decides if a linear piece is above another one over a region
Input: Linear pieces p; and p; given by their coefficients yiq, - - -, Vin,- - - s%05 - - - » Vin and polyhedron
Output: True, if p; is above p; over €);. Or False, otherwise.
M = MAX(pZ — Dk, CI(QZ)),
. if M <0 then
return True;

1

2

3:

4: else
5 return False;
6

. end if

Theorem 4 Given linear pieces p and p; and a polyhedron cl(€);), Algorithm 1 decides in polyno-

mial time whether or not py is above p; over €);. O
PROOF We have that pi(x) > pi(x), for x € €; if, and only if,
pi(x) — pr(x) <0, (3.4)

for x € Q;. Let M be the maximum value of the objective function p;(x) — px(x) in cl(€2;) and let
xp € cl(§2;) be an argument where the objective function has value M. In case M < 0, then (3.4)
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is satisfied by all x € Q; C cl(£2;). In case M > 0, then, either x); € €; fails to fulfill (3.4) or, if
xpr € 082, there is some x € €); which fails to do so, by the continuity of the objective function.
The correctness of Algorithm 1 follows from these remarks and, as MAX is a polynomial routine,

it terminates in polynomial time. m

In view of Theorem 4, it is enough to encode regions €2 in such a way that there is a polynomial
procedure to compute cl(€2) as in (3.3). Moreover, from continuity of rational McNaughton function
f, we have that f(x) = p;(x), for any x € cl(€2;), so a natural standardization is to consider regions
that are already polyhedra given by (3.3). We say that functions given this way are in closed regional
format; this is the case in Example 4.

We should establish that any rational McNaughton function may be put in (closed) regional for-
mat; let f: [0,1]™ — [0, 1] be a rational McNaughton function with distinct linear pieces p1, . .., pm.
As in representation via hat functions in Section 3.3, for each permutation p of the set {1,...,m},

we define the polyhedron

Py ={x € 10,11" | ppay () = -+ = ppimy () }- (3.5)
Let C be the set of n-dimensional polyhedra P,, for some permutation p.

Theorem 5 The set C has the following properties.

(¢) JC =[0,1]".

(b) For polyhedron P € C and indexes i',i" € {1,...,m} with i' # ", py(x) # pir(x), for any
x € P°.

(¢c) P°NP" =g, for P',P" € C such that P' # P".

(d) For each polyhedron P € C, there is an index ip € {1,...,m} such that f(x) = pi,(x), for
xeP.

(e) For polyhedra P', P" € C, there is an index k € {1,...,m} such that p;,, is above py over P’

and py, is above p;,, over P". o

PROOF (a) For any x € P € C, x € [0,1]". On the other hand, for any x € [0, 1]", there is a

permutation p for which P, is n-dimensional and x € P,.

(b) Let x € P° and let ¢/,i” € {1,...,m} be indexes such that i’ # ”. Since p; and p;» are distinct
linear pieces, if py(x) = pi(x), for some x € P°, there would be points x1,x2 € P° in a
neighborhood of x such that p;(x1) < p;#(x1) and p;#(x2) < py(X2), contrary to the definition
of P.

(c¢) Let x € P’ N P"°. Then, by definitions of P’ and P”, there are ¢,i" € {1,...,m} such that
pi(x) = pi(x), contrary to item (b).

(d) Let {i1,...,ix} C{1,...,m} be a non-singleton set of indexes such that for any [ € {1,...,k},
there is a x € P°, such that f(x) = p;,(x). Let U;, = {x € P° | f(x) = p;,(x)} # @, for
I =1,...,k we have that Uf‘;lUil = P° and, by item (b), U;, NU;,, = @, for I" # 1". As
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P? is a connected set, there are distinct ¢/,i” € {i1,...,ix} and b € P° such that b € Uy
and b € U;». As py restricted to Uy U {b} is continuous, for any sequence {b,} C U; such
that limb,, = b (which exists since b € 90Uy ), we have that lim f(b,,) = limpy(b,) = pi(b).
However, f(b) = p;#(b) # pi(b), by item (b), contrary to the continuity of f. Therefore, there
is only one ip € {1,...,m} such that f(x) = p;,(x), for x € P° and, by continuity of f, for all
x € P.

(e) If p;,, is not above p; ,,, over P”, there is b € P"° such that p;,, (b) < p;,, (b). Let a € P"° and
A, B € [0,1]"*! be such that A = (a, f(a)) and B = (b, f(b)); also, let g be the restriction of
f to the line segment [a,b] = {(1 — XA)a+ Ab | A € [0,1]}. There is a point a’ € [a,b] \ {a},
such that g coincides with p;,, over [a,a’]; since the graph of g lies strictly below [A,B] over
[a,a] \ {a}, among all ¢ € [a,b]\ {a} such that (c,g(c)) € [A,B], there is one point d nearest
to a (possibly b). Let k € {1,...,m} be such that g(d) = px(d) and g coincides with p; on a
nonempty line segment [d’,d] C [a,d]; the restriction of the graph of py to [d’,d]\ {d} must
be strictly below [A,B]. Then, py(a) < p;,,(a), which makes p;,, to be above p; over P'. We
also have that p;, (b) < px(b), which makes p, to be above p;,,, over P”. -

Polyhedra in C may play the role of regions in regional format since they are convex sets with the
properties above; note that the same linear piece p; may be associated to many distinct polyhedra.
Determining whether a linear piece p is above other linear piece p; over P € C boils down to
comparing their values for some point x € P°. Thus, any rational McNaughton function may
be encoded in regional format. Figure 3.5b shows the permutation-based configuration C for the
function in Example 4.

The regional format assures sufficient conditions and information about the ordering of linear
pieces over its region configuration which are required for a lattice representation, i.e. a representa-
tion that comes from the application of lattice operations to the linear pieces of a given continuous
piecewise linear function. For instance, Mundici (1994) uses a lattice representation for represent-
ing McNaughton functions in t.., — which we adapted in Section 3.3 for representing rational
McNaughton functions in t.oo-MODSAT — that requires conditions and information from the re-
gion configuration given by the decomposition in simplices of the polyhedra P, in C; this path has
also been followed in the literature for representing continuous piecewise linear functions in other
Loo-based logical systems; see Section 3.7.

As already noticed, the setback with describing a rational McNaughton function using the
set C of polyhedra is that, in the worst case, |C| = m!; the situation may be even worse when
decompositions in simplices are considered. However, in many cases, regional format is able to
encompass sufficient conditions and information for lattice representation with a smaller set of
regions; Figure 3.5 shows such contrast related to Example 4 and it may also be seen in the classes of
functions in Section 3.5. This feature does not interfere with the complexity of the general algorithm
in Section 3.4.3, since it only amounts to a possible reduction of the input size, but it might yield a
gain in the complexity of the representation of inputs and make some applications viable. Of course,
if a more compact encoding of rational McNaughton functions is provided, a side effect might be
an inefficient translation from such encoding to the regional format. However, we are unaware of
methods that perform representations in a Y...-based logical system which require less conditions

or information than the provided by regional format or do not apply lattice representations.
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3.4.2 A Particular Case: Truncated Linear Functions

In Lemma 2, we have a constructive representation of truncated linear functions — which are
particular cases of rational McNaughton functions — in L,-MODSAT; unfortunately, this is an
exponential construction as it is based on a unary representation of a;. We show next another
possibility for representing these functions and provide a polynomial algorithm for computing them.

Let p: [0,1]™ — R be a nonzero linear polynomial given by

ag a a
px) = 2 a4, (3.6)
bo b1 bn,
for x = (z1,...,2,) € [0,1]", a; € Z and b; € Z%. We want to build a representation for the

function p# : [0,1]" — [0, 1] given by

p”(x) = min (1, max (0,p(x))>. (3.7)

We have that p™ (x) = 0, if p(x) < 0; p (x) = 1, if p(x) > 1; and p*(x) = p(x), otherwise. In order

to rewrite expression (3.6), we define:

aj = aj, for j € P;
aj = —aj, for j € N;
Bj =B -bj, for j =0,...,n;

where j € P, if aj > 0, and j € N, if a; < 0, with PUN C {0,...,n}, and f is the least integer

greater than or equal to
aj aj
max , =
Z b; —y
jepP JEN

We have that a; € Z4 and 8; € Z7 ,for j = 0,...,n. Let zg = 1 and define functions pp : [0,1]" — R
and py : [0,1]" = R, for x = (x1,...,2,) € [0,1]", by:

pr(x) =) ijcj; pN(x) = . (3.8)

jep jen J
Lemma 4 Functions p, pp and py in (3.6) and (3.8) have the following properties, for x € [0,1]™:
(a) p(x) = B+ (pp(x) — pn(%));

(b) 0 <pp(x),pn(x) < 1. o

PRrROOF By elementary algebraic manipulation. n

The lemma above decomposes function p in terms of pp and py. Let us represent the latter ones.
Let Zf, Zﬂi € P; for a set of indexes J € {P, N}, define:

J

g1= P o2 ;= {@;7 BiZY «» X, Zf—)Zﬁl}.
jeJ\{0} jenN{oy ~ 7 !
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And then, define:

P =¢J, by =dy, if 0 ¢ J; (3.9)
@J:OKOZ%@@J, @J:@JU{QO%}, otherwise. '

0 0
Lemma 5 Functions pp and py in (3.8) may respectively be represented by (¢p, ®p) and (pn, Pn)
n (3.9). o

PROOF Let J € {P,N}.If J = @, then (¢, ®,) = (0,2) represents pg. For (x1,...,2,) € [0,1]",

define a valuation v € Val such that v(X;) = x; and v(Z}) = 2, for j € J\ {0}, and U(Z 1) = ﬁi

= 6 ,
for j € J. We have that v € Valg . Now, let v, € Valg  such that v(X;) = V(X ) 'for J

1,...,n. By rational constant representation, ’U(Zﬁl )=v (Z L) = ﬂ , for j € J. Thus U(Zp) L

= B
and v (Zp) 5 , which implies that 3;-v (Zp) = ’U(BJZP) (XJ) =v(X;)=v (BjZf) = f;-v'( j)
and, then, v(Z%) = v'(Z7), for j € J\{0}. Therefore, v(¢,) = v'(¢,) and X,, determines ¢,; modulo

® j-satisfiable. Finally, suppose v € Valg ,- In the case where 0 € J,
pJ(U(X1)7 ) U(Xn)) = Qg - U(ZBL) + Z aj - U(Z]p) = U(@J)v
jeJ\{0}

by Lemma 4 and aforementioned equations v(Z 1 ) 5%) and f3; - U(Z; ) = v(Xj). The case where
0

0 ¢ J is similar. n

For the final step towards a representation for p#, we define:

& = Bl-(2p — &N, ®p = PpUy. (3.10)
Theorem 6 Function p* in (3.7) may be represented by (p,, ®,) in (3.10). o
PROOF For (z1,...,z,) € [0,1]", there exists v € Valg  such that v(X;) = z; as in the proof of

Lemma 5 with J = P U N. Now, let v,v’ € Valg  such that v(X;) = V'(X;), for j=1,...,n. In
particular, v,v" € Valg, and, by Lemma 5, v(¢;) = v'(¢s), for J € {P, N}. Therefore, v(g,) =
v'(pp) and X,, determines ¢, modulo ®,-satisfiable. Finally, suppose v € Valg . In particular,
v € Valg, and v € Valg . If p(v(X1),...,v(X,)) < 0, by Lemma 4, pp(v(X1),...,v(Xp)) <
pN(v(X1),...,v(Xy)). Therefore, by Lemma 5, v(¢p) < v(@n) and, then, v(¢,) = 0. On the other
hand, if p(v(X1),...,v(X,)) > 0, by Lemma 4, pp(v(X1),...,v(Xn)) > pn(v(X1),...,v(X,)).
Therefore, by Lemma 5, v(@pp) > v(¢n) and, then, v(=(¢p — ¢n)) = 1 —min(1,1 — v(pp) +
v(n)) = v(@p) — o(@w). Finally, by Lemmas 4 and 5, p(o(X1), ..., v(Xn)) = 8- (u(2p) — v(@x)),
hence p? (v(X1),...,v(Xy,)) = v(@p) in any case. n

Table 3.2 shows how functions in Example 4 can be represented as in Theorem 6.

In order to set up a polynomial algorithm for computing a representation (¢, ®,) for p# ., we
analyze more closely expressions ni, which show up in ¢, and in formulas in @p. These expressions
are exponential in the binary representation of n since they denote n-fold repetitions of a formula

1. We deviate from this situation by using |[logn |+ 1 new propositional variables 53, §}p, N 3 Llog ]
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ps- Z;Hﬂ(Z;@Z;@Z;GBZ;@Z;)
6 6 6 6 6 6
Z1 /1
2 2

Z{)S D Zfs — X3

Z{)S — Zl
2

Table 3.2: Representations as in (3.10) for functions p?ﬁ, p? and p3#, where functions p1, p2 and ps are
from Example 4
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and replacing every occurrence of ni, where n € N\ {0, 1}, with the formula

[logn]
fmb —def @ 5112) (3.11)

n;::l

logn| ok

where ny € {0,1} comes from the binary representation Zk ng of n, and by adding the

following formulas to ®,,:

& ;

3.12
fi Hﬁi_l@ﬁi_l, for k=1,...,|logn|. (3.12)

These formulas define the propositional variables 57’2 and we call Z,, the set that comprehends

them. In this way we avoid exponential blow up as shown in Theorem 7.

Lemma 6 Let n € N\ {0,1}, ¢ be a formula and &,y and =,y be respectively a formula as in
(3.11) and a set as in (3.12) built from n and 1. For any valuation v € Valzg, ,, v(ny) = v(§uy) -0

ProoOF For v € Valg,, and k= 0,..., [logn], v({fZ) = min(1,2%v(1))). Then,

[logn|

v(ny) = min | 1, Z 2k no(e)

k=0

llog n]

=min [ 1, > o) | =v | P& | = vléw),

k=0 ni=1

where ny € {0,1} in the binary representation n = Ei%nj 2kn, n

Theorem 7 Let n € N\ {0,1}, ¢ be a formula and (pp, ®p) be a pair defined from representation
(p, @p) in (3.10) by replacing any occurrence of ny in @, and ®, with &y in (3.11) and by
adding formulas in set Z,, in (3.12) to ®,. Then, (pp, ®p) is also a representation for p* in (3.7).
Furthermore, (pp, ®p) is a representation for p* if it is defined by multiple suitable replacements of

expressions ny, forl=1,..., L. 0

PrOOF For (z1,...,xy,) € [0,1]", define a valuation v such that v(X;) = z; and U(Z;J) = Z—j, for
ji=1,...,n, U(ZB%_) = g for j=0,....n, v(&)) = v(¢) and v(&) = min(l, v(E + (€ ),
for k =1,...,|logn|. Note that v € Vali,p and v € Valg ,, then, by Lemma 6, as =,y C @), we
have that v € Valg,. Still, for any v € ®,, we have that v € Valg, , and, by Lemma 6, v € ®),.
Therefore, again by Lemma 6, for v,v" € ®, such that v(X;) = v/(X;), for j = 1,...,n, it follows
that v(p,) = v'(pp), X, determines ¢, modulo ®,-satisfiable and p# (v(X1),...,v(Xy)) = v(pp).

This argument still holds when considering multiple replacements. ]

We set (pp, @) from (@, ®,) in (3.10) by properly replacing all occurrences of nji; as stated in

the above theorem. By construction, (¢, ®,) is given by

ep = B[-(ep = on)]; P, =dpUdy; (3.13)
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where pp, pn, Pp and @y are properly defined from their barred correspondents in (3.9). Table

3.3 shows how functions in Example 4 can be represented as in Theorem 7.

Algorithm 2 BINARY-F: computes formula &, in (3.11) or 0 or ¢

Input: A natural number n and a formula .
Output: Formula .

: if n =0 then
return O;
: else if n =1 then
return v;

s q=mn,ng =0, §y =0

: for k=0,...,|logn| do

: ny, := remainder from division of ¢ by 2;
q := quotient from division of g by 2;

1
2
3
4:
5: end if
6
7
8
9:
10: if ny =1 then

11: gnw = dz @ §n1,11§
12: end if
13: end for

14: return &,y;

Algorithm 3 BINARY-S: computes set =, in (3.12) or &

Input: A natural number n and a formula .
Output: Set 5.

1: if n=0o0orn=1then

2: return o;

3: end if

4 Eny = {€) & ¥}

5. for k=1,...,|logn| do
= = k k—1 k—17.

6 —np - *—‘ndfu{gw(_)§¢ @fw }7

7: end for

8: return =,;

Algorithms 2 and 3 compute the representation of ny in f..o.-MODSAT. Algorithm 2 returns 0
and 7 in the limit cases n =0 and n = 1 (lines 1 to 5); when n € N\ {0, 1}, it returns formula &,
in (3.11) by building it in line 6 plus a [logn]| + 1 iteration loop (lines 7 to 13) where the ng’s in
the binary representation of n are calculated by the routine in lines 8 and 9. Algorithm 3 returns
@ in the limit cases n = 0 and n = 1 (lines 1 to 3); when n € N\ {0, 1}, it returns set =, that
comprehends formulas (3.12) by building it in line 4 plus a [logn| iteration loop (lines 5 to 7). Both
algorithms terminate in time O(logn) assuming propositional variables are all represented with a
constant size.

Algorithm 4 computes a representation of p# in Foo-MODSAT. It returns (0, @) in the limit
case ap = --- = an = 0 (lines 1 to 3); otherwise it returns representation (p,, ®,) given in (3.13).
From line 4 to line 15, the algorithm sets all P, N, «j, 8; and 3, for j = 0,...,n, which are used to
rewrite function p in terms of pp and py as in Lemma 4. From line 16 to line 26, it writes formulas
wp and ¢y and adds formulas in ®p and @y to ®,. For J € {P, N}, it works throughout a |J|

iteration loop where each iteration takes a coefficient % into account, where it treats ’g—g (lines 18
J
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Table 3.3: Representations as in (3.13) for functions pf&, pf and p?, where functions p1, p2 and p3 are

from Ezxample /
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Algorithm 4 REPRESENT-TL: computing representations for truncated linear functions

Input: A linear function p given by its rational coefficients ‘g—g, %, R Z—:
Output: A representation (pp, ®,) for the truncated function p7.
1: if ¢ = -+ = a, = 0 then
2: return (0, 9);
3: end if
4: P.=9, N := &,
5: for j:=0,...,n do
6 if a; > 0 then
7 P :=PU{j}, aj :=ay;
8 else if a; < 0 then
9: N :=NU{j}, o := —ay;
10: end if
11: end for
12: #:= least integer greater than or equal to max{} ;. p %’ — D jeN Z—;};
13: for j € PUN do
14: Bj =0 bj;
15: end for
16: pp:=0, oy :=0, &, := T;
17: for J = P, N do
18: if 0 € J then
19: py:=@s® BINARY- F(OCO,Zl );
20: ¢, = U{Z L& —|BINARY F(By—1,7Z i )} UBINARY- S(ao,Z 1 )
BINARY- S(ﬂo -1,Z 1 );
21: end if
22: for j € J\ {0} do
23: @y =y ® BINARY-F(¢;, Zp)
24: ¢, =, U {Z 1 & —BINARY F(B; —1,2 i ), BINARY- F(ﬁj,Zf) >
X, Z — Z i } U BINARY- S(aJ,Zp) U BINARY S(B; — I,Zﬁi) U
BINARY-S(5;, ZP) ’
25: end for
26: end for
27: ¢, = BINARY-F(8, = (¢pr — ¢n));
28: (I)p = (I)p U BINARY—S(ﬂ, —|(<pp — (pN));
29: return (pp, ¢p);
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to 21) separately from the others (lines 22 to 25). In lines 27 and 28 it finally writes formula ¢,

and completes set ®,,.

Theorem 8 Given a rational linear function p by its coefficients, a representation (@, ®,) for p#

may be computed in polynomial time by Algorithm 4. 0

ProOOF Algorithm 4 builds representation (p,, ®,) in (3.13). So, its correctness follows from The-
orem 7. Let [0,1]" be the domain of p and M the maximum size of a binary representation for
numbers among a; and b;; then the input size of p is at most 2(n+1)M. The algorithm first calcu-
lates in polynomial time all 3, a; and 3;; let u be the maximum size of a binary representation for
numbers among 3, a;; and 3;. Then, it proceeds to writing the representation which is made up of

at most 3(n+ 1) propositional variables of the type X}, Zf and ZBL and 2(n+ 1)+ p propositional
j
variables of the type 51’2, a quantity polynomially proportional to the size of the input; thus, the

size of the representation for each propositional variable may be assumed to be a constant 7 also
polynomially proportional to the size of the input. The algorithm calculates formulas pp and ¢y
and sets ®p and ®n in n + 1 steps; in each one it calculates the part associated to a coefficient
% For each part, computation takes polynomial time on 7 and at most six executions of routines
BINARY-F (Algorithm 3) and BINARY-S (Algorithm 2) with argument (v, P), where v is «a;, §;
or B; — 1, which are already or may be quickly computed, and P is a propositional variable. In
these cases BINARY-F and BINARY-S run in polynomial time on p and «. The algorithm finishes
calculating ¢, and ®, by running BINARY-F and BINARY-S with argument (5, -(¢p — ¢©n)).
Now, BINARY-F runs in polynomial time on 4 and 7 and BINARY-S runs in polynomial time on
w, ™ and the size of =(¢p — pn). After all, Algorithm 5 terminates in polynomial time. ]

We call REPRESENT-TL-F and REPRESENT-TL-S the routines that separately compute ¢,
and @, respectively. Both may be easily derived from routine REPRESENT-TL in Algorithm 4.

3.4.3 The General Case

We can finally tackle the general case by means of a lattice representation. Let f : [0,1]" — [0, 1]
be a rational McNaughton function in regional format with linear pieces:

a; a; a;

pi(x)= 2 4 gy 4o g g (3.14)

bio  bi bin,
for x = (@1,...,2,) € [0,1]", asj € Z, by € Z% and i = 1,...,m, with each piece identical to f
in region €, for i = 1,...,m. We call ABOVE(pg,p;) the polynomial time routine that decides if
linear piece p;. is above a different linear piece p; over €;.

Let (pp,, ®p,) be the representation for pz# given by Theorem 7, for ¢ = 1,...,m. We define

m m
=1 kEKQi =1

where k € Kq, iff py is above p; over €2;.

Lemma 7 Let f be a rational McNaughton function in regional format with linear pieces given by
(3.14) and let pq; be a formula and ® a set as in (3.15). Then, v(pq,) < f(v(X1),...,v(Xy)), for
v € Valg. o
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©: (p1 A Ppa AN ©ps) V (01 A Ppy A Ppg) V (0p1 A Py A Ppg)
P: O, Ud,, U,

Table 3.4: Representation as in (3.15) for function f from Example 4

PROOF Let v € Valg and xg = (v(X1),...,v(Xy)). In particular, v € Valg, , for k € Kq, and, by
Theorem 7,

v(pe;) = kren[i{g‘pk#(Xo)-
J

If xo € €, then v(pgq;) < p}#(xo) = pj(x0) = f(x0). On the other hand, if xg ¢ Q;, there is some ¢
such that xo € ;. By the lattice property of regional format, there is kg such that p; is above py,

over €; and py, is above p; in 5, then kg € Kq; and

v(pq,) < pf (x0) < pff (x0) = pi(x0) = f(0). -

Theorem 9 Any rational McNaughton function may be represented by (o, ®) in (3.15). o

PRrROOF First note that any rational McNaughton function may be put in regional format as showed
in Section 3.4.1. For (z1,...,2,) € [0,1]", define a valuation v € Valg such that v(X;) = z;
and v(Zg-”) = B%’ fori =1,....,m,j =1,...,n, U(Zﬁ-j) = B%_]_, fori =1,....,m,j =0,...,n,
fu(fg) =v(¢) and v(fi) = min(l,v(ﬁfz—l) + v(fi_l)), for k=1,...,|logn]|, for any nty that occurs
in ¢ and ®. Now, let v,v" € Valg such that v(X;) = o'(Xj), for j = 1,...,n. In particular,
v,v" € Valg, , for i = 1,...,m, and, by Theorem 7, v(ip,) = v'(¢y,), for i = 1,...,m. Therefore,
v(p) = v'(p) and X,, determines ¢ modulo ®-satisfiable. Finally, suppose v € Valg. There is some
ko € K such that (v(X1),...,v(X,)) € Q. Note that v(pq, ) = f(v(X1),...,v(Xy)). Therefore,

fo(X1),...,v(Xn)) = max v(pe,) = v(ve, ),

i=1,....m
by Lemma 7. m

Table 3.4 shows how function f in Example 4 can be represented as in Theorem 9.

Algorithm 5 returns representation (p, ®) for function f with linear pieces given in (3.14). From
line 1 to line 13, the algorithm writes formulas g, and the set ®: it first computes formulas ¢p, (lines
2 to 5) by means of routine REPRESENT-TL-F and then it writes ¢q, (lines 7 to 11) by means of
routine ABOVE. It writes set ® computing each ®,, by means of routine REPRESENT-TL-S (line

12). In line 14 it writes formula ¢.

Theorem 10 Given a rational McNaughton function f in regional format, a logical representation

for it may be computed in polynomial time on the size of f by Algorithm 5. o

PRrROOF Algorithm 5 builds representation (¢, ®) in (3.15). So, the algorithm correctness follows
from Theorem 9. The size of f is the space necessary to storage the coefficients of its m linear pieces

D1, ..., Pm and the regions €y, ..., Q,,. The algorithm first calculates m representative formulas ¢,
by REPRESENT-TL-F, which takes polynomial time on the size of f by Theorem 8. Then, it
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Algorithm 5 REPRESENT: computing representations for rational McNaughton functions
Input: A rational McNaughton function f in regional format given by its linear pieces coefficients

Pl i, g2 22 and regions (..., O
Output: A representation (@, ®) for the rational McNaughton function f.
1. & :=g;
2: fori=1,...,m do
3: ¢p, = REPRESENT-TL-F(%2, ..., n);
4: P, = Pp;;
5: end for
6: fori=1,...,m do
7 fork=1,...,i—1,i+1,...,mdo
8: if ABOVE(pg,p;) = true then
9: P, = P N Ppis
10: end if
11: end for
12:  := ® UREPRESENT-TL-S(%0, . %),
13: end for
14: ¢ :=pq, V- - Vea,.;
15: return (p, ®);

builds formulas ¢q, from the already built representative formulas in m? steps; in each of these
steps it runs routine ABOVE in assumed polynomial time. Along with the above computation, the
algorithm also builds set ® in m steps; in each one it calculates set ®, by REPRESENT-TL-S,
which takes polynomial time on the size of f by Theorem 8. Finally, the algorithm calculates ¢

from formulas g, already computed. After all, Algorithm 5 terminates in polynomial time. [

Summarizing, while the representation of a rational McNaughton function f via hat functions
has a disjunction of hat functions in its representative formula ¢g, the representation just presented
has a (\/ A\)-combination of linear pieces in its representative formula ¢yn.

Let f with m distinct linear pieces; on the one hand, g is a disjunction of as many hat functions
as vertices in the decompositions in simplices of the polyhedra in C; regarding that the size of set
C is m! in the worst case, this representation might be highly complex. On the other hand, for
an encoding of f in regional format with m > m regions and also m associated linear pieces —
that are allowed to repeat in such encoding —, ¢y is a \/-combination of /\-combinations of the
m linear pieces; so there may be at most m? occurrences of representative formulas ¢p; of linear
pieces. Despite of the possibility of having m = m!, we have already remarked that, for many cases,
it is possible to find a region configuration for which m is significantly smaller than m!; again, as
in Example 4 and in the classes of functions in Section 3.5.

It is worth mentioning that the representation of hat functions in Section 3.3 was also done by
means of a (\/ \)-combination of linear functions representative formulas. However, in that context,
linear functions are represented in Y..o.-MODSAT by the exponential representation in Lemma 2;
replacing this representation by the one in Section 3.4.2 makes representations of hat functions

smaller.
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3.4.4 Pre-Regional Format and a Literature Review

The presented algorithm for building representations in Y.,.-MODSAT comprehends two distin-
guished steps: the representation of the truncated version of linear pieces and the representation of
the entire rational McNaughton function by means of a lattice representation. The second step is
grounded on Lemma 7 and Theorem 9, where the encoding of the input function in regional format
is required to comply with the lattice property. In the following, we discuss the necessity of the
lattice property in such encoding in order to the built representation to be correct.

We say that a rational McNaughton function is in pre-regional format if it satisfies the first
three items of the definition of regional format in Section 3.4.1, but it does not necessarily satisfy
the lattice property; thus, functions in regional format are also in pre-regional format, however
the converse is not necessarily true. The following example shows that the encoding of a rational
McNaughton function in pre-regional format is not enough to assure that an actual representation

in Loo-MODSAT is built by the algorithm proposed in the previous section.

Example 5 Rational McNaughton function fog with graph in Figure 3.6a may be given in pre-

regional format by the linear pieces:
o pi(z1,72) = pa(1,12) = T2;
o po(z1,22) =1 — 213
® p3(71,22) = T1;
o ps5(w1,72) = i + %332

Regions 2; associated to each linear piece are depicted in Figure 3.6b and described in Table 3.5.
The intersection of hyperplane given by ps with the hyperplanes given by ps and ps are depicted
by the dotted lines in Figure 3.6b.

Note that such encoding of fogr does not have the lattice property since there is no linear piece
pr such that p3 is above py, over 23 and py, is above p5 in Q5. Let (p, @) be a pair as in (3.15) with
intention to be a representation for for and let xg = (0.6,0.9) € QF; we have Ko, = {1, 3,4} and
Kq, = {5} and, then, for v € Valg such that xg = (v(X1),v(X2)), we have

fer(xo) = p3(x0) = 0.6 < 0.7 = v(pa,) < v(p).

Therefore, (¢, ®) cannot be a representation for function for and the lattice property cannot be
dropped from regional format in order to perform such representation.

Function fcg may be put in regional format by taking as regions the polyhedra P, € Cin (3.5); in
this case, we have a representation with |C| = 9 regions. On the other hand, it may be put in regional
format from the encoding above by only splitting region 25 in two regions Qf = Q5 N {p; > 0} and

¥ = Q5N {pi <0}, for some i € {2,3}, adding only one more region to the encoding. o

The results in (Tarela et al., 1990, Theorem 7), (Tarela and Martinez, 1999, Theorem 4.2) and,
more recently, in (Xu and Wang, 2019, Theorem 1) propose a lattice representation of piecewise
linear functions analogous to the one we derived in Lemma 7 and Theorem 9, where ¢ is a (\/ A\)-
combination of formulas ¢, ; they are presented in a more general context of piecewise linear

functions over more general domains and codomains and do not refer to a specific formal language.
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Figure 3.6: Graph and region configuration of function fcg in Example 5

Y 2y Q3 Qy Qs
1—1‘120
l—21—29>0 —14+x214+22>0 —x14+x2>0 T1—x9 >0 1 >0
55—
1 >0 1-2>0 ~L+21>0 1—21 >0 S
1 1 X1 =
—5+x22>0 1—29>0 1—29>0 —5+x22>0
D) 2 = 2 = 2 = D) 2 = I220

Table 3.5: Regions Q; for function f in Example 5

However, those results do not require that the configuration of regions and linear pieces in the
function description have the lattice property; thus, rational McNaughton functions only in pre-
regional format would be enough for applying such results in our context. Unfortunately, despite
being a less restrictive hypothesis, it is not actually suitable for our kind of representation, as
Example 5 demonstrates. Nevertheless, this less restrictive approach is suitable for one-variable
piecewise linear functions in pre-regional format due to the fact that functions in such encoding

already have the lattice property.

Theorem 11 One-variable rational McNaughton functions in pre-regional format have the lattice

property; i.e., they are also in regional format. 0

PrROOF With no loss of generality, we may consider the regions of a one-variable rational Mc-
Naughton function in pre-regional format f : [0,1] — [0,1] to be nonempty closed intervals
[a,b] C [0,1]. Let Q; = [a;,b;] and Q; = [a;,b;] be regions such that b; < a;. If neither p;
is above p; over €; nor p; is above p; over €; (then, b; < aj), let Py, P. € C be polyhe-
dra as in (3.5) such that there are o, € [0,1] in a way that [a,b;] C Py, [a;,8] C P, and
(a,b) # @ # (a;,B). For o/ € (a,b;) and ' € (aj,5), let X = (/, f(&)), Y = (&, f(#)) and
[X,Y] = {(1=MNA +AB | X\ € [0,1]} be a line segment in [0, 1]?. By our assumptions about p;
and pj, p; is strictly below [X,Y] over (¢/,b;) and p; is strictly above [X,Y] over (a;,3’). Then,
among all ¢ € (b, a;) such that (c, f(c)) € [A,B], there is some d nearest to o’ (which cannot be
B'); let px be a linear piece such that (d, f(d)) = (d,pi(d)) € [X,Y] and f coincides with pj on
some nonempty interval (d’,d). For x < d, pg(x) is strictly below [X,Y] and, for z > d, pg(x) is
strictly above [X, Y] and, then, p; is above py over §; and py, is above p; over ;. Therefore, f has
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Class of functions Tested functions Evaluations per function Evaluations
Truncated linear 5.000 100 500.000
Normalized linear 5.000 100 500.000
Simple-region piecewise linear 1.000 100 100.000
Cubic-region piecewise linear 990 100 99.000
Total 11.990 100 1.199.000

Table 3.6: Number of tests by class of rational McNaughton functions

the lattice property and it is given in regional format. The result is analogous for the case where

bj < a;. ]

3.5 Implementation and Results

We have developed a C+-+-implementation of Algorithms 4 and 5 for building representations of
functions; it consists of two main modules. One module builds a representation for the truncated
linear function p# as in (3.7) from a given linear function as in (3.6). The other module encompasses
the first one and builds a representation for a piecewise linear function f in closed regional format
given by linear pieces as in (3.6) which are identical to f in given polyhedral regions as in (3.3).
The routine for deciding whether linear piece py is above linear piece p; over region (); is the one
in Algorithm 1 which was implemented using the C++ interface to the SoPlex linear programming
solver (Gamrath et al., 2020).

We ran the implementation through experiments in order to measure its execution time and
to give evidence for its correctness. The totality of a finite set of tests does not prove correctness,
however, in large amounts, it may provide some evidence in favor of it.

In each experiment, the implementation was fed with a piecewise linear function f of n variables.
Its execution time was measured and, with output (p, ®), for random values x1,...,z, € [0,1], a
valuation v € Valg was computed such that v(X1) = z1,...,v(X,) = z,. Finally, it was attested
whether v(¢) = f(z1 ..., z,) by separately evaluating ¢ and the original function f. Valuations v
were computed using a f..-solver based on the one by Ansotegui et al. (2012); it was written in the
SMT-LIB language (Barrett et al., 2016) and ran in the Yices SMT solver (Dutertre, 2014).

We ran four batteries of experiments, each one comprehending functions belonging to a class of
rational McNaughton functions which were randomly generated according to a specification; in any
case, each function was evaluated in 100 combinations of random values 1, ..., z, € [0,1], which
were uniformly chosen over the interval [0, 1]. Table 3.6 summarizes the experiments.

All the experiments in this section were run in a UNIX machine with two E5645 CPUs @
2.40GHz with 12 processors. The source code for the implementation and the experiments are

publicly available.!

"http://github.com /spreto/pwl2limodsat
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Figure 3.7: Representation builder performance, randomly gen. instances: n =1 to n =50

3.5.1 Classes of Rational McNaughton Functions and Experiments

Following, we describe the classes of functions we used in each battery of experiments and the
specifications according to which random functions in these classes were generated. Before that, we
state a result on continuous piecewise linear functions which we assume in the constructions in the

latter classes.

Theorem 12 Let f : R® — R be a continuous piecewise linear function identical to p1 : R™ — R
and py : R™ — R over Ry C R™ and Ry C R", respectively. If p1 and py have rational coefficients

and
RlﬂR2:{<x1,...,xn>eR" i, =&, a; <z < Bj, forj:1,...,j0—1,j0+1,...,n},

for & 05,85 € Q, with § # 0 and oj < Bj, for j =1,...,jo— 1,50 +1,...,n, then, there is ¢ € Q,
such that
p1(x) = p2(x) = ¢ (x5, — &),

forx € R™. o

PRrROOF Let
pi(X) = vio + viix1 + - - + YinTn,

fori =1,2 and x = (x1,...,2,) € R™. Since p1(xq) = p2(x0), for any xg € R; N R, we must have
that 15 = v, for j =2,...,jo — L, jo+ 1,...,n, and (y10 — 720) + (7150 — 72j5)§ = 0. The result

follows by letting
_ 720 — 710

3 n

Truncated linear functions. A function p* : [0,1]" — [0, 1] in this class is a truncated linear
function in (3.7) defined from a linear function p in (3.6). Function p# has range in [0, 1] and is
continuous over [0, 1]™.

In the experiments, for each dimension n = 1, ..., 50, one hundred functions p* were generated
from functions p for which, for each coefficient Z—;, a; was randomly chosen among integers from
—100 to 100 and b; was randomly chosen among integers from 1 to 100. The execution time for
building the representations in f..o.-MODSAT was up to 0.03 second. In Figure 3.7a, we see the

results of the representation builder running on truncated linear functions.
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Normalized linear functions. A function p’ : [0,1]™ — [0,1] in this class is defined from a

linear function p in (3.6) by the following normalization process performed over D = [0, 1]" by

p(x)+ 3¢

5 (3.16)

p(x) =
for x € [0,1]™, where A is the least positive integer such that % > | minkep p(x)|, if minkep p(x) <
0, and A = 0, otherwise; and B is the least integer greater than or equal to maxyxep p(x) + l‘)io, if
maxxep p(x) + % > 1, and B = 1, otherwise. Function p’ has range in [0, 1] and is continuous over
[0, 1]™.

In the experiments, for each dimension n = 1,...,50, one hundred functions p’ were generated
from functions p for which, for each coefficient Z—j, a; was randomly chosen among integers from
—100 to 100 and b; was randomly chosen among integers from 1 to 100. The execution time for
building the representations in f...-MODSAT was up to 0.04 second. In Figure 3.7b, we see the
results of the representation builder running on normalized linear functions.

Simple-region piecewise linear functions. A function f : [0,1]" — [0,1] in this class is

defined to be identical to linear pieces p; over (simple-)regions

i—1 i
Q; = {x: (x1,...,2p) €[0,1]" <z < -, 0<2; <1, forj:2,...,n},
r r
for © = 1,...,r. Figure 3.8a depicts a simple-region configuration with four regions for n = 3 and
r=4.
Linear piece p; is defined by p’ from a linear function p in (3.6) by the normalization process in
(3.16) performed over D = €.

The other linear pieces p;, for i = 2,...,r, are defined by

pi(x) = pi—1(x) + ¢ - <331 = 1) ,

r

with ¢; € [-m; -7, (1 — M;) - r], for

m; = min  p;_1(x) and M; = max p;—1(x).
XEQi ) XGQZ' )
s.t. :1:1:% s.t. 501:%

These linear pieces and, therefore, function f have range in [0, 1]; also, function f is continuous over
[0,1]™. Theorem 13 below states that such encoding of function f has the lattice property.

In the experiments, for each dimension n = 1,...,50 and each number of regions r =1,..., 20,
one function f was generated with linear piece p; defined from a function p for which, for each
coeflicient Z—j, a; was randomly chosen among integers from —100 to 100 and b; was randomly
chosen among integers from 1 to 100; and with linear pieces p; defined from linear pieces p;_1 and
values ¢; uniformly chosen over the intervals [—m; - 7, (1 — M;) - r], for i = 2,...,r. The execution
time for building the representations in t..o.-MODSAT was up to 1 second. In Figure 3.9, we see
the results of the representation builder running on simple-region piecewise linear functions with
dimensions n = 25 and n = 50.

Cubic-region piecewise linear functions. A function f’ : [0,1]" — [0,1] in this class is
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Figure 3.8: Simple-region and cubic-region configurations in dimension n = 3
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defined from a function f : [0,1]™ — R by the following normalization process performed by

/ . f(X) +7

f (X) - T )

for x € [0,1]", where v = | minyco 1» ()], if mingep1)» f(x) < 0, and v = 0, otherwise; and T
is the least integer greater than or equal to maxyco 1» f(x) + 7, if maxycpo,1p» f(x) +7v > 1, and
I' = 1, otherwise. Function f’ has range in [0, 1].

Function f : [0,1]" — R is defined to be identical to linear pieces py;, .. ;,) over (cubic-)regions

-1
<

a:jg—], forjzl,...,n},
r r

Qs ooin) = {x = (x1,...,x,) €10,1]" Y
fori; =1,...,r,for j = 1,...,n. Figure 3.8b depicts a cubic-region configuration with eight regions
for n =3 and r = 2.

Linear piece p(y,.. 1y is defined by p’ from a linear function p in (3.6) by the normalization process
in (3.16) performed over D = Q1.

The linear pieces p;, . ,), for which 43 = -+ =141 =441 = - =14, =1 and i; # 1, are
defined by

- i, — 1
Dl oin) (X) = Pl i1 L) (X) T Q;J : (%‘ - " ) ; (3.17)

with qj.j € [-my 1y (= My, ) - 7], for

ilv---vin>

Miy,in) = 1)}"161}2129@1,...,z‘j_l,ij—1,ij+1,...,in)(X) and M,y = I)I(lggp@l,...,ij_l,ij—1,ij+1,...,z‘n>(X),

where

Q= {x = (1, -, %) € iy in) ’ xj = Z?j}

These linear pieces already have range in [0,1] and function f is continuous over Qiiyrin) N
Q<i17"'7ij—17ij_17ij+17"'7i7b>'

The other linear pieces py, .y, for which iy = -+ = i1 = 4541 = -+ = i1 = 1 and
ij # 1 # iy, are also defined by (3.17) with the same q;-j . These linear pieces are not guaranteed
LIt

for [ > k; indeed, there is a value ¢ such

to have range in [0, 1]; however function f is continuous over Q;,  ; yNQ
) N

1500851585 = Lij 4150 00n)

is also continuous over €2,
that

in i1 yeensB— 1,8 = 1,814 150 in )

r

- y—1 ij 1 —1
- p<i1,...,ij_1,ij—l,ij+1,...,il_1,il—l,il+1,...,in) (X) + q-\ T — r + qj ' ':E] -

Ny i—1
Dl oonin) (X) = p<i1,...,ij,l,z‘jfl,ijﬂ,...,in)(X) —+ q;-J : <90j — >

and, since

i 1, —1
p<i1,...,’il,1,’L'lfl,ilel,...,in)(X) - p(h,...,lj,l,lj71,1j+1,...,7,l,1,1171,114,1,...,1”) <X) + q] (x] ) )
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we are able to write

1y —1
p(il,...,in)(x) = p(z‘l,...,il_l,il—1,il+1,...,z‘n>(X) +q- <5Ul i > .

Thus, functions f and f” are continuous over [0, 1]”. Theorem 13 below states that such encoding
of function f’ has the lattice property.

In the experiments, for each dimension n =1,...,9 and each regional parameter r =1,...,7 —
(n—1),if n <5, and r = 1,2, otherwise, thirty functions f’ were generated from functions f with
linear piece p(; . 1y defined from a function p for which, for each coefficient Z—j, a; was randomly
chosen among integers from —30 to 30 and b; was randomly chosen among integers from 1 to 30;
and with linear pieces p(;, . .y, for which iy = -+ =4d;_; =41, =--- =i, = 1 and only i; # 1,

defined from linear pieces pq and values g, . ;,) uniformly chosen over the

U1 yeensBi— 1,85 =155 4150 0sm)

intervals [—m y o1y (1= My, 4,) - 7] In Table 3.7, we see the results of the representation

U1yeesin

builder running on cubic-region piecewise linear functions.

Theorem 13 Simple-region and cubic-region piecewise linear functions in the presented encoding

have the lattice property. O

Proor Let ; and 2; be simple-regions of a simple-region piecewise linear function f. Fixing
xo = & € [0,1],..., 2y, = &, € [0,1], we define the restriction of f to g : [0,1] — [0, 1] given by
g(z1) = f(z1,&,...,&), which is a piecewise liner function with the lattice property by Theorem 11.
Since, by Theorem 12, linear pieces of simple-region piecewise linear functions intercept each other
over domain points in some set {x € [0,1]" | ;1 = K € R}, f also has the lattice property. Now,
let Qg 4, and Qg 1y be cubic-regions of a cubic-region piecewise linear function f; since the
normalization process from f to f’ does not interfere with the lattice property, we only need to
show that f has the lattice property. Analogous to the previous argument for simple-regions, for
j=1,...,n, there is k;, for which min{i;, I;} < k; <max{i;, I;}, such that

p<1177ln> (x) 2 p<11»77f]717kj7lj+1772n> (x)7

for x € Q. i), and

p(il,...,ijfl,k‘j,ijJFl,...,in) (X) 2 p<i1,...,ij,1,Ij,ij+17...,in> (X)7

for x € . Then, from the general formula for linear pieces

il,...,i_j_l,fj,ij+1,---7i7z>

n 5 . t—1
Pliv.in)(X) =P, 1y (X) + DD g <iﬂj - 74> ,

J=1 =2

it follows that

Plinyoin) (X) 2 Doy, o) (%), for x € Qe Gy, and pry ey (X) = Py (%), for x€ Q.

Therefore, f has the lattice property. ]
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Average Minimum Maximum Average Minimum Maximum
" time (s) time (s) time (s) " " time (s) time (s) time (s)
1 1 0 0 0 3 5 3.2877 2.64 6.4
1 2 0 0 0 4 1 0 0 0
1 3 0 0 0 4 2 0.0607 0.04 0.08
1 4 0 0 0 4 3 1.4173 1.08 1.92
1 5 0.001 0 0.01 4 4 15.5163 13.17 25.38
1 6 0.0013 0 0.01 5 1 0 0 0
17 0.0043 0 0.01 5 2 0.2423 0.17 0.4
2 1 0 0 0 5 3 15.284 11.55 27.38
2 2 0 0 0 6 1 0 0 0
2 3 0.0103 0 0.02 6 2 1.004 0.74 2.09
2 4 0.0463 0.03 0.08 7 1 0 0 0
2 5 0.1213 0.08 0.15 7 2 4.47 34 7.93
2 6 0.2427 0.19 0.32 8§ 1 0 0 0
3 1 0 0 0 8 2 19.4273 15.01 46.63
3 2 0.01 0 0.02 9 1 0 0 0
3 3 0.1473 0.11 0.19 9 2 85.9193 67.39 169.99
3 4 0.8707 0.67 1.05

Table 3.7: Representation builder performance running on cubic-region piecewise linear functions
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3.6 An Application to the Formal Analysis of Neural Networks

Neural networks are computational models that aim to generalize a pattern found in a dataset
from which they are modeled; for our purposes, we identify neural networks with the computable
functions they determine. For instance, given a dataset with observations on the weather conditions
of a day together with the information of whether in the next day it rains or not, we are able to
define — or train, in the jargon of the field —, based on these data, a neural network that, given
today’s weather conditions, predicts whether it will rain tomorrow; such defining procedure is done
by means of the so-called learning algorithms (Goodfellow et al., 2016). Unfortunately, a drawback
in these models — and in automated learning methods in general — is the impossibility to directly
inspect the learned information; it is thus desirable to come up with methods to formally analyze
some aspects of them, such as reachability of a given state or robustness (Finger, 2020).

Neural networks are notorious examples of functions that may be approximated within the ¥.o-
MODSAT system; in fact, a neural network, depending on its class of activation functions, can be
seen either as a piecewise linear function or as a continuous function that can be approximated
by one (Leshno et al., 1993). In this way, properties of neural networks might be translated into
properties of L., which paves the way for their formal verification. We next show some ways to
formally verify reachability and robustness via properties of f.., for the particular cases of neural
networks that are exactly rational McNaughton functions.

Let f :[0,1]™ — [0,1] be a neural network which is a rational McNaughton function and that,
according to an input x € [0, 1], induces prediction Yes, if f(x) > 0.5, and No, if f(x) < 0.5 — for
instance, for answering the question of whether it will rain tomorrow —; f(x) may be interpreted
as the probability of the answer being Yes. Unless stated otherwise, whenever we refer to a neural
network in this section, we are referring to a neural network of the type we have just defined.

The reachability of a given state in our context may be seen as the problem of determining
if a neural network f : [0,1]" — [0, 1] reaches a specific probability 7 = § € [0,1] N Q, that is
determining whether there is some x € [0, 1] for which f(x) = =, or as the problem of determining
if f reaches at least probability 7 = § € [0,1] N Q, that is determining whether there is some

€ [0,1]™ for which f(x) > . Such properties may be modeled in terms of the satisfiability of a
Lo-formula. Let (¢, ®) be a representation of f; we claim that f reaches probability = = § if, and

only if, formula

(/\@) A pr A aZ% “ e (3.18)

is satisfiable and that f reaches at least probability = = ¢ if, and only if, formula

(/\QJ) AL A aZ% —p (3.19)

is satisfiable.

Theorem 14 Let f : [0,1]" — [0,1] be a neural network which is a rational McNaughton function
and (p, ®) be its representation. Then, f reaches (at least) probability m = § € [0,1] N Q if, and
only if, formula (3.18) (formula (3.19)) is satisfiable. o

PrOOF If a valuation v € Val satisfies formula (3.18), then v € Valg and U(Z%) = 3. Thus,

a

since v(aZ% < ) = 1, it follows that 7 = ¢ = f(v(X1),...,v(Xy)); i.e. f reaches probability 7.
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Reciprocally, if f reaches probability m, there is x € [0,1]" for which f(x) = 7 and, since (¢, ®)
represents f, there is a valuation v € Valg, such that x = (v(X1),...,v(X,)); we may assume
without any loss of generality that ’U(Z%) = 1. Therefore, v(aZ%) =7 = v(p) and v satisfies (3.18).
The argument is analogous according to formula (3.19) for determining whether f reaches at least

probability 7. [ |

Corollary 1 The problem of deciding if a neural network given by a rational McNaughton function

in regional format reaches (at least) probability 7 = § € [0,1] N Q s in NP. o

PRrROOF By Theorem 14, these problems may be reduced to the satisfiability of formulas (3.18) and
(3.19). By Lemma 6, the formulas
(A®) » (/\ 5(b1>zl> A </\ Zaz
b

> A\ Z% < _‘g(bfl)Z A faz% — (320)

S

1
b

and

(/\(b) A (/\E(bl)zi> A (/\EaZl%> A Z%H_‘g(bfl)z

are satisfiable if, and only if, formulas (3.18) and (3.19) are respectively satisfiable. By Theorem 10

A faz% — (3.21)

1
b

and by the observations about Algorithms 2 and 3, the above formulas may be computed in poly-
nomial time from a neural network given by a rational McNaughton function in regional format

and a given probability m. The result follows as .oo-SAT is a problem in NP (Mundici, 1987). n

Algorithm 6 MaxProbability-BS: Computes value II via Binary Search
Input: A neural network which is a rational McNaughton function and a precision § > 0.
Output: Value IT with precision §.

1: Build expression A(%);
2. if A(%) is satisfiable then

3: Umin = 1;

4: else

5: k:= [|logdl||;

6: 7 =1, Umin = 0;

7 while j < k do

8 Umaz = Umin 1 %;

9: Build expression A(vimaz);
10: if A(Umaz) is satisfiable then
11: Umin ‘= Umaz;
12: end if
13: JH;

14: end while
15: end if

16: return v,in;

It is possible to determine, according to a precision § = 2%, the maximum probability IT which
a neural network reaches by means of a binary search through the possible values in the binary
representation of II. Algorithm 6 presents such procedure; A(m) stands for (3.19) or (3.21) with
highlighted value 7. First iteration consists of verifying if A(%) is satisfiable; if it is, IT = 1, if not,
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II = 0 with precision 2° = 1. In case the former iteration was unsatisfiable, the second iteration
consists of verifying if A(%) is satisfiable; if it is the case, Il = %, if it is not, IT = 0, both cases
with precision 27! = % One more iteration will give precision 272 = % and it consists of verifying
the satisfiability of A(2) in case the former iteration had positive answer, or of A() in case it was
negative. The process continues until the precision desired and it takes |logd|+ 1 = k+ 1 iterations

to be completed.

Theorem 15 Given a precision 6 > 0, maximum probability 11 that a neural network which is a
rational McNaughton function reaches may be computed with O(|logd|) checks of A(m) in (3.19) or
(3.21). o

Neural networks in general are said to be robust if they maintain their predictions even when
inputs are stricken by small perturbations. The literature provides examples of deep neural networks
(that are not necessarily rational McNaughton functions) which perform well at the task of image
recognition and, nonetheless, are susceptible to adversarial examples, that is, images with small
perturbations which were originally classified properly and, still, had the prediction changed after
the perturbation (Szegedy et al., 2014).

We want to verify whether a neural network which is a rational McNaughton function is robust
when predicting Yes with respect to a fixed “small” perturbation limit ¢ = % € Q and to a “big”
probability 7 = ¢ € [0,1] N Q such that 7 > 1, that is whether f(x + p) > 0.5, for all x € [0,1]"
and p = (p1,...,pn) € R" such that f(x) > 7, |p;j| < e, fori =1,...,n, and x+p € [0,1]"™.
We model such concept of robustness by an instance of logical consequence in L. Let (p, @) be a
representation of f for which X,, determines ¢ modulo ®-satisfiable; for each propositional variable
X € Var(p) U Var(®), we introduce a new variable X" and for each propositional variable X; € X,,,
we introduce a new variable P;. Define the pair (¢’, ®'), where all occurrences of variables X in ¢
or ® are replaced by X’ in order to obtain ¢’ and ®'. We claim that robustness of f with respect
to perturbation limit ¢ = % and to probability m = ¢ is equivalent to the validity of the logical

consequence

/
q)a (I)a 30%7 90%3 @%a
P1—>OzZ%, ...,Pn—>OzZ%,

(X7 < X1 @ P) V(X] & (X1 — Pr)), (3.22)

(X, & Xn® P,V (X & (X, = P)),
aZ;—)gD ):Loo Z;—)go’.
b 2

Theorem 16 Let f :[0,1]" — [0,1] be a neural network which is a rational McNaughton function
and (@, ®) be its representation from which (p’, ®') is defined as in previous discussion. Then, f is
robust with respect to e = § € Q and m = § € [0,1] N Q if, and only if, (3.22) holds. o

PROOF First note that letting X/ play the role of X;, for i = 1,...,n, (¢, ®’) represents f by
construction. Assume f is robust and let v € Val satisfy all premises in (3.22); in particular,
v € Valg N Valg. Let x; = v(X;) and

: { min{v(P;),1 - v(X;)}, fo(X! < X;0P) =1
‘ —min{v(P,),v(X;)}, if o(X] & ~(X; = B)) =1
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fori=1,...,n; then, x+p € [0,1]", |pi| <v(P;) < v(aZ%) <egfori=1,....,n,and 7 = v(aZ
v(p) = f(x). Since v(X]) = z; + p;, for i = 1,...,n, by the robustness of f, we have that

) <

=

v(Z1) =05 < f(x+p) = fu(X]),...,v(X})) = v(¢).

N

It follows that (3.22) holds. On the other hand, assume that (3.22) holds and let x € [0, 1] and
p € R™ be such that x + p € [0,1]", |p;| < e, fori=1,...,n, and f(x) > 7. It is easy to see that
there is a valuation v € ValgNValgs such that v(X;) = z; and v(X]) = x;+p;, for i = 1,...,n, and,
also, such that U((p%) = U(cp%) = v(gpé) =1 and v(P;) = |p;|, for i = 1,...,n. By the assumptions
on x and p, we have that v(P; — aZ%) =v((X/ & X;0oP)V (X! & -(X; - P))) =1, for
i=1,...,n,and v(aZ% — ¢) = 1. Therefore, 0.5 = U(Z%) <v(¢) = f(x+p) and f is robust. n

Corollary 2 The problem of deciding if a neural network given by a rational McNaughton function

in regional format is robust with respect to € = % €Qandm =7 €[0,1]NQ is in coNP. O

PRrROOF First dealing with the possibly exponential formulas ¢ L) Y1, aZ 3 and aZ1 through
b b
Lemma 6, similarly as done in the proof of Corollary 1, the result follows as the decision of validity

of logical consequences in L is a problem in coNP (Aguzzoli and Ciabattoni, 2000, Theorem 17).g

Algorithm 7 MaxPerturb-BS: Computes value E via Binary Search

Input: A neural network which is a rational McNaughton function, a probability = > % and a
precision § > 0.
Output: Value E with precision 4.

1: Build expression I'(});

2: if I'(1) holds then

3: Umin = 1;

4: else

5 k= [|logdl];

6: 7 =1, vmin :=0;

7 while j < k do

8 Umaz = Umin + %;

9: Build expression I'(Vymaz);
10: if I'(vmqe) holds then
11: Umin ‘= Umazx;
12: end if
13: Jt++s
14: end while
15: end if

16: return v;min;

Again, we can determine, according to a precision ¢ = 27, the maximum perturbation limit
FE for which a neural network remains robust with respect to a fixed probability = by means of a
binary search through the possible values in the binary representation of E. Algorithm 7 presents
such procedure; I'(¢) stands for (3.22) with highlighted value €. Analogous to Algorithm 6, the
iterations in Algorithm 7 verify if an expression I'(¢) holds and each new iteration refines the

precision of value FE.
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Theorem 17 Given a precision § > 0, the maximum perturbation limit E of a neural network
which is a rational McNaughton function with respect to a fixed probability m may be computed with

O(|logd|) checks of T'(g) in (3.22). =

The burden in Algorithms 6 and 7 falls on verifying properties of L., — satisfiability and logical
consequence — and on building logical expressions A(7) and I'(e). Nevertheless, the biggest role in
these expressions is played by representation (p, ®) of a rational McNaughton function f, whose
building procedure is studied in Sections 3.4.2 and 3.4.3, that are devoted to efficiently performing

such task.

3.6.1 Verifying a Rain Forecast Neural Network

As an experiment, we actually perform formal verification of a neural network that predicts whether
it will or not rain tomorrow in Australia, given today’s rainfall, humidity at 3:00 PM, pressure at
9:00 AM and whether it rained today. These four latter separate data — usually called features —
are codified as entries in a tuple (x1, 72,73, 24) € [0,1]* in order to constitute the input for our
neural network.

Given measures Z1, T2 and Z3 of rainfall, humidity and pressure, respectively — which we assume
to be between min(z;) and max(z;), the minimum and maximum values in the training data —,

we calculate ~ o
Z; — min(z;)

Tj = S [O, 1],

max(z;) — min(z;)
for j = 1,2,3; whether it rained today is already a binary value x4 € {0,1}. The output of our
neural network fr(z1,x2,x3,24) € [0,1] is interpreted as the probability of raining tomorrow and
induces answer Yes, for values at least 0.5, and answer No, otherwise.

We trained a feedforward neural network fr : [0,1]* — [0, 1] with one hidden layer with four

nodes, that means function fg is given by

fR(X)ZT(O( p(h1(x)), p(ha(x)), p(ha(x)), p(ha(x)) ))

where the hidden layer is composed of linear functions h; : [0,1]* — R, for j = 1,...,4, which
are transformed by the rectified linear unit function p : R — R, given by p(z) = max(0,x); the
output layer is composed of a linear function o : R* — R, which is transformed by the truncation
function 7 : R — [0, 1], given by 7(z) = min(1, max(0,z)). Figure 3.10 graphically depicts the neural
network. The training of the neural network? consists exactly of the definition of the parameters in
functions hj, for j =1,...,4.

The training data we used comprehends daily observations of about ten years in several cities in
Australia® on rainfall, humidity at 3:00 PM, pressure at 9:00 AM, whether it rained that day and
whether it rained in the next day, which is also given by a binary variable and is the information

our neural network is intended to predict, called the target variable.

2The neural network we discuss was trained using the PyTorch 1.5.0 library in Python 3.7.3 with the optimizer
Adam, optimization criterion BCELoss and learning rate 0.0001.

3These data were curated by Joe Young and are publicly available at www.kaggle.com/jsphyg/
weather-dataset-rattle-package.
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Input Hidden Output
layer layer layer

Figure 3.10: Graphical representation of neural network fr

Neural network fr is exactly a rational McNaughton function and may be encoded in pre-

regional format with 48 regions given by

Q<i1,i2,i3,i4,w) = {X c [0, 1]4 ‘ h](X) D(]] 0, fOI‘ ] = 1, . ,4} M Q/

(i1,42,13,14,0)"
for i1,i2,13,74 € {0,1} and w € {0, 1,2}, where x; is the symbol <, if i; = 0, and the symbol >, if
’ij = 1. Let
0, ifi; =0
Xj(x) = L ;
hj(x), ifi; =1
for w € {0,1}, define

/

Qi insig iaw) = {X € [0,1]* ‘ o( x1(x), x2(x), x3(x), xa(x) ) >a w},

where < is the symbol <, if w = 0, and the symbol >, if w = 1; for w = 2, define

Q/<i17¢27¢3,i4,w) = {X € [0, 1]4 ‘ 0< 0( x1(x); xa2(x), x3(x), xa(x) ) < 1}-

For x € Q<

11,42,13,14,w) "

fR(X) = p<i1,i2,i3,i4,w> (X) = 1; fw=1
o( x1(x), x2(x), x3(x), xa(x) ), ifw=2

All regions in this encoding are closed, so we were able to verify that it has the lattice property
by means of exhaustive searches where decisions about whether a linear piece is above another one
over some polyhedron were made by a routine based on Algorithm 1. Therefore, the encoding is

actually in closed regional format.
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Property Precision Maximum value
Reachability §=27° Il ~ 37 =0.53125
Reachability §=271 Il ~ 23 = 0.537109375
Robustness for m = % §=27° Ex0

Robustness for m = % §=27° E=0

Robustness for 7 = f’—OQO §=27° E =~ 3%

Robustness for m = % §=277 E = 3%

Robustness for m = % §=27° E= %

Robustness for 7 = % §=27° E =~ %

Table 3.8: Properties of neural network fr inferred through formal verification methods

Using Algorithms 6 and 7, we were able to determine properties of the neural network fg;
its representation in L,o-MODSAT was built by means of our implementation of Algorithm 5
(Section 3.5). Verification of satisfiability and logical consequence in L., were made by a fi-
solver and a F.-theorem prover based on the one by Ansotegui et al. (2012); it was written in
the SMT-LIB language (Barrett et al., 2016) and ran in the Yices SMT solver (Dutertre, 2014).
This experiment was run on a shared UNIX machine with two E5645 CPUs @ 2.40GHz with 12
processors. Although the real elapsed time for building the representation of fr in Loo-MODSAT
was less than one second, for robustness verifications it was up to two months; such performance
may be credited to the lack of known suitable techniques for deciding on the validity of logical
consequence in f.,. The results of our experiments are summarized in Table 3.8 and the source

code for them is publicly available.?

3.7 Modulo Satisfiability versus Traditional Representation

The representation modulo satisfiability has as important motivation the advantageous time com-
plexity involved in building representations, which is polynomial time for rational McNaughton
functions in regional format as showed in this chapter, and in the tasks related to f.., for which,
for instance, Loo-SAT is NP-complete as showed by Mundici (1987). More than that, FL.o-solvers
have already been studied to the point of having the phenomenon of phase transition established
(Bofill et al., 2015).

On the other hand, there are propositional logics whose formulas represent rational McNaughton
functions in the traditional way as in Section 3.1. In the following, we present and discuss some of

the most relevant traditional approaches.

e Logic LH% extends Y, with a product operator, its residuum and a constant expressing
the truth value %, not directly expressible in Lo, (Esteva et al., 2001). That logic not only
allows for the expressivity of rational McNaughton functions but also expresses piecewise
polynomials; as a consequence satisfiability over LH% requires finding roots of polynomials of

n-degree making its complexity extremely high.

“http://github.com /spreto/NNverificationViaLukasiewiczLogic
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e Logic 3L also expresses rational McNaughton functions (Aguzzoli and Mundici, 2001, 2003);

it extends t., and introduces rational numbers by providing a restricted form of propositional
quantification whose semantic counterpart is the maximization of a set of f...-valuations of a
formula. The satisfiability problem in that logic is in the complexity class ¥5, which is also a

high complexity.

Rational Lukasiewicz Logic extends .o, with division operators §, that induces division by

n € N* in its semantics, i.e. v(dpp) = @,

where v is a valuation of Rational Lukasiewicz
Logic (Gerla, 2001); its associated tautology problem is coNP-complete, which is a reasonable
complexity for this task. This logic expresses all rational McNaughton functions, however
there is no known algorithm to build the representative formulas and an attempt to derive
one from the results of Gerla (2001) would lead to the problem of representing McNaughton
functions in ..; it is known that this task may be done in polynomial time on the coefficients
of some specific functions (Aguzzoli, 1998), however these methods lead to exponential time

complexity if binary representation of the coefficients is used.

Logic RL extends L., with constant multiplication operators V, that induce multiplica-
tion by r € [0,1] in its semantics, i.e. v(V,p) = 7 - v(p), where v is a RE-valuation
(Di Nola and Leustean, 2011, 2014). This logic expresses all continuous [0, 1]-valued piece-
wise linear functions over [0, 1]™; in particular, it expresses all rational McNaughton functions,
however its language is uncountable, thus it is not computable. We are unaware of computa-
tional considerations so far about the fragment of RL that comprehends only operators V,
for ¢ € 10,11 N Q.

Let us explore the connections between representation modulo satisfiability and Rational

Lukasiewicz Logic. The McNaughton-like theorem in the work of Gerla (2001) establishes a one-

to-one correspondence between equivalence classes modulo equi-provability of formulas of Rational

FLukasiewicz Logic and rational McNaughton functions. According to this result, a rational Mc-

Naughton function f : [0,1]" — [0,1] is represented by a class of (equi-provable) formulas of

Rational Lukasiewicz Logic which has among them the formula in special format

s—1
Y= @58¢i7 (3'23)
=0

where s is some integer for which the linear pieces of s - f have integer coeflicients and ; are

representations in Ly, for the McNaughton functions f; : [0,1]" — [0, 1] given, for x € [0, 1]", by

fi(x) = max (min (s f(x)—1, 1),0).

In a sense, the following result says that operators d,, may be represented in f...-MODSAT.

Theorem 18 Let ¢ be a formula with Var(y) C X, and s € N*. Then, function

i-f¢:x€[0,1]”»—>f‘ix)

is representable in Loo-MODSAT. 0
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PrROOF With new variables W and Z., we define
@:{m, sW & o, W—>Z;}

and, analogous to the proofs of Lemmas 2 and 5, we have that (W, ®) represents % - fo- m

By Theorem 18 and special format (3.23), we may say that any class of equi-provable formulas of
Rational Lukasiewicz Logic is representable in f.o.-MODSAT: let ¢ be the formula in such class as

in (3.23), then the representation is given by the pair (p, ®), where

and
s
q):{(p;} U U{SWZ‘HQDZ‘, Wi—>Z;}.
S ZZO S
Of course, since such classes are identified with rational McNaughton functions, that was already a

consequence of Theorem 3.

;._,-@;._,
AT
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Chapter 4

Probabilities over Lukasiewicz

Infinitely-Valued Logic

There are situations where, instead of classical truth values, a gradation of truth may be closer to
the perceptions of the agents involved. More than that, by departing from the classical probabilistic
setting and instead employing f.ukasiewicz Infinitely-valued Logic as underlying logic, we enlarge
our probabilistic reasoning capacity in order to comprehend such situations. A sound probability
theory over such a many-valued context that includes a notion of coherent probabilities in line with

de Finetti’s was developed by Mundici (2006). The following example illustrates such setting.

Example 6 Three friends have the habit of going to a bar to watch their soccer team’s matches.
Staff at the bar claims that at every such match at least two of the friends come to the premises,
but if you ask them, they will say that each of them comes to watch at most 60% of the games.

In classical terms, the claims of the staff and of the three friends are in contradiction. In fact, if
there are always two of the three friends present at matches, someone must attend to least two-thirds
of the team’s matches.

However, one may allow someone to arrive for the second half of the match and consider his
attendance only “partially true”,! say, a truth value of 0.5 in that case. Then it may well be the case

that staff and customers are both telling the truth, that is, their claims are jointly satisfiable. g

Despite the above example being unsatisfiable according to classical probability theory, it is
satisfiable in a probability theory grounded on fukasiewicz Infinitely-valued Logic. In this chapter,
we deal with the problem of deciding whether a set of probabilistic assignments over L, is coherent,
the LIPSAT problem. Our goal is to explore equivalent formulations and algorithmic ways to solve
it and, as it is an NP-complete problem (Bova and Flaminio, 2010), study the existence of a phase
transition in the empirical behavior of such solutions.

We propose a LIPSAT-solving algorithm where semantics modulo satisfiability is combined
with techniques from linear programming in order to solve instances given in a normal form which,
analogous to the classical case in Section 2.3, represents probabilistic assignments in agreement with
a Lo-propositional theory. This algorithm needs to solve several instances of Lo-SAT, for which
there are some implementations discussed in the literature (Bofill et al., 2015), but there are many

implementation options with considerable efficiency differences which we analyze.

1See footnote no. 1, p. 10.
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In Section 4.1 we establish a non-classical probability theory grounded on ¥.o, and its correspond-
ing notion of coherent probability assignment. In Section 4.2 we study the theoretical relationship
between linear algebraic methods, semantics modulo satisfiability and the solution of the LIPSAT
problem. In Section 4.3 we develop a column generation algorithm for LIPSAT-solving and show
its correctness. Finally, we discuss implementation issues and the phase transition behavior of the
solvers in Section 4.4.

Throughout this chapter, we refer to Y.-formulas, ¥.-valuations, Y..-partial valuations and

the semantics L.o.-Val simply as formulas, valuations, partial valuations and Val.

4.1 Yukasiewicz Probabilities and Coherence

The same way Classical Propositional Logic serves as basis for classical probability theory (see
Section 2.3), Lukasiewicz Infinitely-valued Logic serves as basis for a non-classical probability theory
(Mundici, 2011). Fix a set of propositional variables P C P and define a conver combination over a
finite set of partial valuations v1, ..., v, € Val” as a function on formulas v, with Var(¢)CP, into
[0, 1] such that

Clp) = Moi(p) + -+ + Amvm (@), (4.1)

where \; > 0 and >"7"; A; = 1. So a Leo-probability distribution A\ = [A,---, Ap) is a vector of
coefficients that form the convex combination of partial valuations. To distinguish ¥...-probabilities
from classical ones, we use the notation C(-), following Mundici (2011); note that classical discrete
probabilities are also convex combinations of CPL-partial valuations.

This notion of probability is intrinsically discrete and associates nonzero values only to a finite
number of partial valuations, the remaining ones being assumed to have value zero.? Since we
are interested in deciding the existence of convex combinations of the form (4.1), given a set of
constraints, and there are infinitely many possible partial valuations, the search space is a priori
infinite.

It follows immediately from the definition that C'(¢) = 1 if the underlying convex combination

over vi, ..., Uy, is such that v;(p) =1, 1 <i < m.
Lemma 8 C(a — ) =1 iff C(a) < C(B). 0
PROOF From the fact that v(p — ¥) = 1 iff v(p) < v(¥). n

Now, define a Lukasiewicz Infinitely-valued Probabilistic (LIP) assignment as an expression of

the form

Y= {C(ai) =q

6 €0,1]NQ 1<i <k}, (4.2)

Since we are concerned with computational problems, we consider only probabilities in [0, 1] N Q.
As a foundational view of probabilities, it is possible to define a coherence criterion over LIP-

assignments, in analogy to the classical notion of coherent assignment of probabilities due to

2Such notion is thus more restrictive than the full class of states of an MV-algebra, in the sense of Mundici (2011),
which we do not discuss in this work.
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de Finetti (1931, 1937, 2017). Thus, we define the Lo-coherence of a LIP-assignment {C(q;) =
¢ | 1 < i <k} in terms of a bet between two players, Alice the bookmaker and Bob the bet-
tor; the outcome on which the players bet is a partial valuation v € Val”, with Var(a;) C P,
1 <1 < k, describing an actual “possible world”. For each formula «;, Alice states her betting odd
C(a;) = ¢; € [0,1] and Bob chooses a “stake” o; € Q; Bob pays Alice Ele o; - C(ay) with the
promise that Alice will pay back Z,’f:l 0; - v(a;) if the outcome is the partial valuation (or “possible
world”) v. As in the classical case, the chosen stake o; is allowed to be negative, in which case Alice
pays Bob |o;| - C(a;) and gets back |05 - v(a;) if the world turns out to be v. Alice’s total balance
in the bet is

k
> oi(Clow) — v(w)).
i=1
We say that there is a £IP-Dutch Book against Alice’s LIP-assignment if there is a choice of stakes
o; such that, for every possible outcome v, Alice’s total balance is always negative, indicating a bad

choice of betting odds made by Alice.

Definition 5 Given a probability assignment to propositional formulas {C(«;) = ¢; | 1 < i < k},

the LIP-assignment is coherent if there are no Dutch Books against it. o

While the coherence of an assignment provides a foundational view to deal with f...-probabilities,
a more computational view is possible, based on the satisfiability of assignments. Such a view will

allow a more operational way of dealing with L.,-probabilistic assignments.

Definition 6 A LIP-assignment is satisfiable if there exists a convex combination C' over a finite

set of partial valuations that jointly verifies all restrictions in it. 0

Example 7 Consider again Example 6, let X1, X9, X3 be variables representing the presence at
the bar of each of the three friends. The probabilistic constraint expressing that each friend comes

at most 60% of the games can be expressed as
C(X1) =C(Xy) =C(X3) <0.6, (*)
and the fact that at least two of them are present is expressed by the constraints
C(X1®X2) =C(X1®X3) =C(X2® X3) =1 (**)

which means that no two of them are simultaneously absent. There are infinitely many ways of
obtaining a convex combination of partial valuations that satisfy all six conditions, the simplest
of which is achieved with a single partial valuation v, v(X;) = v(X2) = v(X3) = 0.6; in fact,
V(X1 ® Xo) = v(X1 @ X3) =v(X2 @ X3) =1, so we can attribute 100% of probability mass to v.
A similar result can be obtained with three “classical” partial valuations v;(X;) = 0,v;(X;) =
v;(Xy) = 1, for pairwise distinct i, 7, k € {1,2,3} and a fourth partial valuation vy(X1) = v4(X2) =
v4(X3) = 0.5. Note all four partial valuations satisfy the formulas in (**). The L.-probability

distribution that assigns 0.2 to v1, va, v3 and 0.4 to vy satisfies all constraints (*) and (**). o

The following result is the characterization of coherence for LIP-assignments.
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Proposition 3 (Mundici (2006)) Given a LIP-assignment ¥ = {C(a;) = ¢; | 1 < i < k}, the

following are equivalent:
(a) ¥ is a coherent LIP-assignment.

(b) ¥ is a satisfiable LIP-assignment. o

Proposition 3 asserts that deciding LIP-coherence is the same as determining ¥L.IP-assignment
satisfiability — we denote such problem by LIPSAT. This result is the Lo, analogous to de Finetti’s
characterization of coherence of classical probabilistic assignment as equivalent to the probabilistic
satisfiability of the assignment (PSAT), which was shown to be an NP-complete problem that can
be solved using linear algebraic methods (Georgakopoulos et al., 1988; Nilsson, 1986). It has also
been shown by Bova and Flaminio (2010) that deciding the coherence of LIP-assignments is an
NP-complete problem.

Our goal is to explore efficient ways to decide the coherence of LIP-assignments. In analogy
to the algorithms used for deciding PSAT (Finger and Bona, 2011; Finger and De Bona, 2015), we

explore a linear algebraic formulation of the problem based on semantics modulo satisfiability.

4.2 Algebraic Formulation of LIPSAT

We consider an extended version of LIP-assignments of the form
r= {C(ai) > g | ¢ €10,1]NQ, e {=<,>2}, 1<i < k} (4.3)

Extended LIP-assignments may have both inequalities and equalities. Such an assignment is sat-
isfiable if there is a Y..-probability distribution A\ that verifies all inequalities and equalities in
it. Given an extended LIP-assignment ¥ = {C(a;) > ¢}, let ¢ = [q1,...,qx]) be the vector of
probabilities in ¥ and > the “vector” of (in)equality symbols. Suppose we are given partial val-
uations v1, ..., v, € Val”, with Var(a;) € P, 1 <i <k, and let A = [A1,...,\p]" be a vector
of convex weights; consider the k£ x m matrix A = [a;;] where a;; = vj(c;). Then, an extended
LIP-assignment of the form (4.3) is satisfiable if there are vq,..., v, and A such that the set of

algebraic constrains (4.4) has a solution.

AN X ¢
YA =1 (4.4)

A >0
The condition Y A; = 1 can be incorporated as an all-1 row k + 1 in matrix 4, ¢ = [q1,...,qx, 1]
and 41 is “=". Note that the number m of columns in A is in principle unbounded, but by

Carathéodory’s Theorem (Proposition 1), if a set of restrictions of the form (4.4) has a solution,
then it has a “small” solution in which at most £ + 1 elements of A are nonzero.

Given the algebraic formulation in (4.4) for a regular LIP-assignment as in (4.2), based on the
proof by Bova and Flaminio (2010) of LIPSAT NP-completeness, we can assure that there exists
a polynomial size witness consisting of A and A in (4.4) for a reasonable encoding of a satisfiable

LIP-assignment in (4.2) — that is an encoding with a size that is polynomial in k, in the number
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of occurrences of operators in «; and in the binary representation of ¢;, for i = 1,..., k. That is
so because, given such a satisfiable LIP-assignment with encoding size 7, first, there is a matrix
A whose entries are rational numbers with polynomial binary representation of size at most 2n?;
second, by Carathéodory’s Theorem (Proposition 1), we can assume such matrix A to have at
most k + 1 rows; also, the solution A for the linear constraints A\ <1 ¢ has polynomial size in the
representations of A and q.

Note also that, since deciding the satisfiability of a LIP-assignment of the form {C(a;) =1|1 <
i < k} is equivalent to deciding if the L-SAT instance {ayq, ..., ax} is satisfiable, which is an NP-
complete problem (Mundici, 1987), it follows that LIPSAT is NP-hard and so NP-complete.

Proposition 4 (Bova and Flaminio (2010)) The problem of deciding the satisfiability of a LIP-

assignment is NP-complete. 0

Before applying linear algebraic methods to efficiently solve LIPSAT, we first provide a normal

form for it based on the framework of semantics modulo satisfiability.

4.2.1 A Normal Form for LIP-Assignments

An extended assignment may seem more expressive than regular L.IP-assignments, but we show
that no expressivity is gained by this extension. In fact, we define an (atomic) normal form LIP-
assignment as a pair (I', ©), where I is a set of formulas and O is a set of LIP-assignments over

propositional variables of the form

o {ctr) -

¢ €[0,1NQ, P, eP, 1§i§k}. (4.5)

The formulas v € T represent LIP-assignments of the form C(y) = 1, that is, a set of hard constrains
in the form of formulas which must be satisfied by all partial valuations in the convex combination
that compose a Y-probability distribution. In terms of semantics modulo satisfiability, partial
valuations v1, . .., v, in (4.1) must be in Vall; thus, a normal form EIP-assignment comes down to
probabilistic assignments in © that should be in accordance with propositional theory Th(I'), just
like normal form instances of PSAT (Section 2.3).

A normal form assignment (I',0) is satisfiable if there are partial valuations vy,...,v, €
Valf, with Var(T) € P and P, € P, 1 < i < k, and there is a Lo-probability distribution
A = [A1, -, Am]’, such that for each assignment C(F;) = ¢; € ©, 37" Aj - vj(P;) = ¢;. The

satisfiability of extended LIP-assignments reduces to that of normal form ones as follows.

Theorem 19 (Atomic Normal Form) For every extended LIP-assignment 3 there exists a nor-
mal form LIP-assignment (L', ©) such that ¥ is satisfiable iff (T, ©) is; the normal form assignment

can be built from X in linear time. 0

PROOF Given X, first transform it into ¥’ in which all assignments are of the form C(«) < p; for
that, if ¥ contains a constraint of the form C(a) < 1, 1 € {=,>} (resp. C(a) = 0,C(«) < 0), we
insert « (resp. —«) in I and do not insert the constraint in ¥'. If C'(«a) = g € 3, we insert C(a) < g
and C(a) > g in ¥'. Then all assignments of the latter form are transformed into C'(—a) < 1 —g.
Also, insert constraints already in the form C(a) < ¢ € ¥ into ¥'. All transformation steps can be

made in linear time and are such that T' U Y/ is satisfiable iff ¥ is.
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For every C(a;) < ¢; € ¥,0 < ¢g; < 1, consider a new propositional variable P;; insert o;; — P,
in I" and C(F;) = ¢; in ©. Clearly (I', ©) is in normal form and is obtained in linear time. The fact
that X is satisfiable iff (I, ©) is follows from Lemma 8. n

Example 8 Note that the formalization presented in Example 7 is already in normal form, wit-

nessing that this format is quite a natural one to formulate LIP-assignments. O

4.2.2 Algebraic Methods for Normal Form LIP-Assignments

From now on, we assume that LIP-assignments are in normal form. Here we explore their algebraic
structure as it allows for the interaction between a LIP-problem © and a ¥,.-SAT instance I', such
that solutions satisfying the normal form assignment can be seen as probabilistic solutions to ©
agreeing with propositional theory Th(T").

Furthermore, to construct a convex combination of the form (4.1) we will only consider par-
tial valuations in Vall, with Var(l') € P and P, € P, 1 < i < k. Given a LIP-assignment
(I,0 = {C(P;) = ¢;}), a partial valuation v € Valli=Ps} is D_satisfiable if it can be extended
to a partial valuation in Valf. Let us identify partial valuations v € VallPt-Pst with (k + 1)-
dimensional vectors [v(Py),...,v(Py), 1] and let ¢ be a (k + 1)-dimensional vector [q1, ..., g, 1]';

the following is a direct consequence of Theorem 19.

Lemma 9 A normal form instance (T, ©) is satisfiable iff there is a (k + 1) x (k + 1)-matriz Ae
such that its entries are rational numbers with polynomial representation in the encoding of (I', ©),

its last row is all 1’s, its columns are I'-satisfiable and Ao\ = q has a solution A > 0. O

PROOF Let n be the number of formulas in I' and let [ = n + k. Suppose first that (I, ©) is
satisfiable, thus the assignment admits a solution A\ = g, according to (4.4); the condition >_ A; = 1
is incorporated as the final row of A containing only 1’s; as mentioned in Section 4.2, matrix A
may be such that its entries are rational numbers with polynomial representation in the encoding
of (T',0). Each column A; in matrix A corresponds to a partial valuation v; € Val” and X is a
bo-probability distribution over the v;’s; clearly, 5\]‘ > 0 implies that v; € Valzf. Let matrix A
with k + 1 rows be obtained from A by deleting each line corresponding to a formula in I' and
deleting each column f_lj such that 5\]- = 0; also, let X be obtained from A by deleting each entry
5\]- = 0. Note that, by construction, AN = q, ) > 0 and the columns in A are I-satisfiable. Then,
by Carathéodory’s Theorem (Proposition 1) there exists a (k + 1) x (k + 1) matrix Ag, built from
A columns, and a k 4+ 1 dimensional vector A such that Ag\ = ¢ has a solution A > 0.

Conversely, suppose that the desired matrix Ag exists, thus Ag - A = ¢, for some A > 0. Each
column of Ag, being I'-satisfiable, can be transformed into a column of A in (4.4) by extending
it with n 1’s, corresponding to the formulas in I'. It follows easily that restrictions (4.4) have a
solution and thus (I', ©) is satisfiable. -

Lemma 9 leads to a linear algebraic solving method as follows. Let V' C VallfPi} be a set of
partial valuations over the propositional variables in © that take values whose representations have
a size limit based on the polynomial size of witnesses to LIP-assignments discussed in Section 4.2;

consider a |V|-dimensional vector as follows.

0, wv; €V is I'-satisfiabl
cj:{ vj is I'-satisfiable (4.6)

1, otherwise
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The vector c is a Boolean “cost” associated to each partial valuation v; € V/, such that the cost is
1 iff v; is I'-unsatisfiable. Consider a matrix A whose columns are the partial valuations in V. Now
consider the linear program (4.7) which aims at minimizing that cost, weighted by the corresponding

probability value ;.

min -\

subject to A-A=g¢q
YA =1 (4.7)
A>0

A’s columns are partial valuations in V/

Theorem 20 A normal form instance (I',© = {C(P;) = ¢; | 1 < i < k}) is satisfiable iff the linear
program (4.7) reaches a minimal solution ¢\ = 0. Furthermore, if there is a solution, then there is

a solution in which at most k + 1 values of A are not null. o

PROOF If the linear program (4.7) reaches 0, we obtain vy, ..., v,, by selecting only the I'-satisfiable
columns A; for which A; > 0, obtaining a convex combination satisfying ©. So, (I', ©) is satisfiable.
Conversely, if (I', ©) is satisfiable, by Lemma 9 there exists a matrix Ag such that all of its columns
are I'-satisfiable partial valuations in V' and Ag\ = ¢; clearly Ag is a submatrix of A; make \; =0
when A; is not a Ag column and thus ¢’A = 0. Again by Lemma 9, Ag has at most k + 1 columns

so at most k + 1 values of A are not null. m

Despite the fact that solvable linear programs of the form (4.7) always have polynomial size
solutions, with respect to the size of the corresponding normal form F.IP-assignment, the elements
of linear program itself may be exponentially large, rendering the explicit representation of matrix
A impractical. In the following, we present an algorithmic technique that avoids that exponential

explosion.

4.3 A LIPSAT-Solving Algorithm

Based on the results of the previous section we are going to present an algorithm em-
ploying a linear programming technique called column generation (Hansen and Jaumard, 1990;
Kavvadias and Papadimitriou, 1990) to obtain a decision procedure for LIPSAT, which we call
LIPSAT-solving. This algorithm solves the potentially large linear program (4.7) without explic-
itly representing all columns and making use of an extended solver for t...-SAT as an auxiliary
procedure to generate columns.

To avoid the exponential blow of the size of matrix in (4.7), the algorithm’s basic idea is to employ
the simplex algorithm (see Section 2.4 for references) over a normal form LIP-assignment (I', ©),
coupled with a strategy that generates cost decreasing columns without explicitly representing
the full matrix A. In this process, we start with a feasible solution, which may contain several
[-unsatisfiable columns. We minimize the cost function consisting of the sum of the probabilities
associated to I'-unsatisfiable columns, such that when it reaches zero, we know that the problem is
satisfiable; if no cost decreasing column can be generated and the minimum achieved is bigger than

zero, a negative decision is reached.
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The general strategy employed here is similar to that employed in PSAT-solving
(Finger and Bona, 2011; Finger and De Bona, 2015), but the column generation algorithm is con-
siderably distinct and requires an extension of ¥.,,-SAT decision procedure.

From the input (I', ©), we implicitly obtain an unbounded matrix A and explicitly obtain the
vector of probabilities ¢ mentioned in (4.7). The basic idea of the simplex algorithm is to move from
one feasible solution to another one with a decreasing cost. The feasible solution consists of a square
matrix B, called the basis, whose columns are extracted from the unbounded matrix A. The pair
(B, \) consisting of the basis B and a L-probability distribution \ is a feasible solution if B-\ = ¢
and A > 0. We assume that g1 = 1 such that the last line of B will force >, \; =1, where G is
the set of B columns that are I'-satisfiable. Each step of the algorithm replaces one column of the
feasible solution (BG~1 A=) at step s — 1 obtaining a new feasible solution (B(*), \(¥)). The cost
vector ¢(®) is a {0, 1}-vector such that et

J
substitution is designed such that the total cost is never increasing, that is (8- A(8) < ¢(s=1)7. \(s=1)

= 1 iff B; is I'-unsatisfiable. The column generation and

Algorithm 8 presents the top level LIPSAT decision procedure. Lines 1-3 present the initializa-
tion of the algorithm. We assume the vector ¢ is in ascending order. Let D41 be a k + 1 square
matrix in which the elements on the diagonal and below are 1 and all the others are 0. At the
initial step we make B(®) = Dy, this forces )\50) =q1 >0, )\5221 =qj+1—¢qj =2 0,1 <j<k;and
0 = [c1, ..., cpr1]’s where ¢ = 0 if column j in B ig I'-satisfiable; otherwise cj = 1. Thus, the

initial state s = 0 is a feasible solution.

Algorithm 8 LIPSAT-CG: a LIPSAT solver via Column Generation
Input: A normal form LIPSAT instance (I', ©).
Output: No, if (', ©) is unsatisfiable. Or a solution (B, \) that minimizes (4.7).
g ={ag | Clpi) =¢ €O, 1 <i<k}U{l} in ascending order;
BO) := Dy
c5:=0, A) = (BOY"1 . gand ¢ = [eq, ..., cp]’;
. while ¢ . \) £ 0 do
yls) = GenemteColumn(B(s), T, c(s));
if y®) column generation failed then
return No; {LIPSAT instance is unsatisfiable}

else

BEH) = merge(B®), b))
s++, recompute M) and ¢);

—_
e

end if

—_
=

: end while
. return (B®) \());  {FIPSAT instance is satisfiable}

—_ =
W N

Algorithm 8’s main loop covers lines 5-12 which contains the column generation strategy de-
scribed above. Column generation occurs at beginning of the loop (line 5) which we are going to
detail below. If column generation fails the process ends with failure in line 7. Otherwise a column
is removed and the generated column is inserted in a process we called merge at line 9. The loop
ends successfully when the objective function (total cost) ¢ X8) reaches zero and the algorithm
outputs a probability distribution A and the set of I'-satisfiable columns in B, at line 13.

The procedure merge is part of the simplex method which guarantees that given a k41 column
y and a feasible solution (B, ) there always exists a column j in B such that if B[j := y] is obtained
from B by replacing column j with y, then there is A’ such that (B[j := y], \') is a feasible solution.
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Lemma 10 Let (B, \) be a feasible solution of (4.7), such that B is non-singular, and let y be
a column. Then there always exists a column j such that (B[j :=y]|,\') is a non-singular feasible

solution. o

PROOF As (B, \) is a feasible solution,

k+1

=1

Suppose we replace column Bj; by y. Due to the fact that B is not singular, there are coefficients

B1, B2, ..., Brsr1 such that Zkﬂ =y and thus
y _big _ Bj-1 Bj+1 _ Brt
B,=2 _Pp .. By~ Bii1. 4.9
J BJ Bj B] J ﬁj 7+ 6_7 + ( )
Substituting (4.9) for B; in (4.8) yields:
k+1 6
y +Y (= ZN)Bi=q. (4.10)
=1

Note that the coefficient of B; in the sum is 0. We have now a new vector of coefficients A such
that B[j := y] - X = ¢. Properly choosing j guarantees \' > 0. As the elements of columns B; and
y are all non-negative truth values, the set S~¢ = {f; | 5; > 0} is not empty. Taking a j from the
set {j | Bj € P>o and Vi, B;\; < A} implies \; — %)‘j >0, for all i # j, and \;/B; > 0,s0 X > 0.

Finally, as 3; > 0 and all columns in B are linearly independent, B[j := y] is non-singular. -

Lemma 10 guarantees the existence of a column which may not be unique and further selection
heuristics is necessary; in our implementation we give priority to removing columns which are
associated to probability zero on a left-to-right order.

We now describe the column generation method, which takes as input the current basis B, the
current cost ¢ and the restrictions I'; the output is a column y, if it exists, otherwise it signals No.
The basic idea for column generation is the property of the simplex algorithm called the reduced

cost of inserting a column y with cost ¢, in the basis. The reduced cost is given by equation
ry=c,— By (4.11)

and the simplex method guarantees that the objective function is non-increasing if r, < 0. Fur-
thermore the generation method is such that the column y is I'-satisfiable, so ¢, = 0. We thus

obtain
B ly >0 (4.12)

which is an inequality on the elements of y. To force A to be a probability distribution, we make
Yk+1 = 1; the remaining elements y; are truth values of the variables in ©, so that we are searching
for solution to (4.12) such that 0 < y; < 1,1 <i < k. To finally obtain column y we must extend a
L.oo-solver that generates I'-satisfiable partial valuations so that it also respects the linear restriction

(4.12). In fact this is not an expressive extension of L, as the McNaughton property guarantees
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that (4.12) is equivalent to a formula on variables yi,...,yx. In practice, we tested two ways of

obtaining a joint solver for I and (4.12).

e Employing an SMT (SAT modulo theories) solver that can handle linear algebraic expressions
such as (4.12) and the ones generated by the L,.-semantics. We already used such SMT-based
Loo-solver in Chapter 3 for testing the implementation of the representation algorithms in

Section 3.5 and for verifying neural network properties in Section 3.6.

e Using a MIP (mixed integer programming) solver that encodes L-semantics. Equation (4.12)
is simply a new linear restriction to be dealt with by the MIP solver. L-solvers based on
MIP solvers have been proposed by Héahnle (1991).

In both cases, the restrictions posed by the formulas in I" and (4.12) are jointly handled by the

semantics of the underlying solver. We have thus the following result.

Lemma 11 There are algorithmic solutions to the problem of jointly satisfying formulas and in-

equalities with common variables. O

We now deal with the problem of termination. Column generation as above guarantees that
the cost is never increasing. Limit cases where infinite cost descending columns might be generated
are avoidable by imposing a size restriction on the representations of such columns as established
in (4.7); in practice, such restriction is achieved due to the internal precision of the extended Fi-
solvers. In this context, the simplex method ensures that a solvable problem always terminates
if the costs always decrease and we are left with the problem of guaranteeing that the objective
function does not become stationary. This is guaranteed in the implementation by a column selection
strategy that respects Bland’s Rule and also by plateau escaping strategies such as Tabu search (see

Section 2.4 for references).

Lemma 12 There are column selection strategies that guarantee that the Algorithm 8 always ter-

manates. O

Although there are no column selection heuristics that guarantee that the simplex method
terminates in a polynomial number of steps, it performs very well in most practical cases and its
average complexity is known to be polynomial (see Section 2.4 for references). By placing all the

results above together, we can state the correctness of Algorithm 8.

Theorem 21 Consider the output of Algorithm 8 with normal form input (T, ©). If the algorithm
succeeds with solution (B, \), then the input problem is satisfiable with distribution X\ over the valu-
ations which are columns of B. If the program outputs No, then the input problem is unsatisfiable.

Furthermore, there are column selection strategies that guarantee termination. O

PrROOF Lemma 10 guarantees that in all steps, (B(S), )\(S)) is a feasible solution to the problem.
If Algorithm 8 terminates with success, than cost zero has been reached, so by Theorem 20 the
input problem is satisfiable. On the other hand, if column generation fails, it fails with a positive
cost and this means there are no I'-satisfiable columns that can reduce the cost. So, the problem in

unsatisfiable. Finally, a suitable column selection strategy by Lemma 12 guarantees termination. g
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Example 9 We show the steps for the solution of Example 7. Initially, we have

0.6 1000 0.6 0
0.6 1100 0 0
g = BO — O — (B = ) =
0.6 1110 0 1
1 1111 0.4 1

¢(®) expresses that the first two columns of B(?) are I-satisfiable. The total cost cost(®) = ¢(0)7. \(0) =

0.4. At this point, column y(!) is generated substituting B(®)’s column 3 in the merge procedure:

1 1 010 0.6 0
yo— |V g |00 e O | O
1 1110 0
1 11 11 0.4 1
cost) = 0.4. Again, column generation provides y? in place of column 1:
1 1 0 1 0 0.3 0
) = 1 B® = 1100 O = 0.3 @ = 0
0 01 1 0 0.3 0
1 11 71 1 0.1 1
cost? = 0.1. Finally, column generation provides ) in place of column 4:
0.5 1 0 1 05 0.2 0
yO) = 0.5 B = 171 0 05 A0 = 0.2 o 0
0.5 0 1 1 0.5 0.2 0
1 11 1 1 0.4 0
cost®) = 0, so that the problem is satisfiable with solution (B®), \(3)). 0

4.4 Implementation and Results

We have developed implementations of solvers for the L,-SAT and LIPSAT problems. In this sec-
tion, we present the empirical results on the search for the qualitative behavior of phase transition.
The source code for all experiments under license GPLv3 is publicly available.?

A decision problem displays a phase transition when there is an ordering of classes of instances
that presents a transition from predominantly satisfiable instances (answer Yes) to predominantly
unsatisfiable instances (answer No), which is called a first-order phase transition. Furthermore, the
decision problem displays a peak in average execution time around the middle of that transition
in which fifty percent of answers are Yes and fifty percent of answers are No, which is called a
second-order phase transition, following the terminology of statistical mechanics (Cheeseman et al.,
1991).

It is conjectured that there is a (second-order) phase transition for every NP-complete decision

Shttp://lipsat.sourceforge.net
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problem (Cheeseman et al., 1991). Empirical phase transition behavior are well established for
classical SAT (Gent and Walsh, 1994) and PSAT (Finger and Bona, 2011), among many others.
In fact, the empirical verification of phase transition for solvers of an NP-complete problem can be

perceived as a quality test for its implementation.

4.4.1 Phase Transition for ¥._.-Solvers

In a classical setting one usually employs 3-SAT format* to obtain a phase transition diagram. The
randomly generated formulas are clauses with three literals each, the number of symbols n is fixed
and the rate between the number n of clauses and the rate 7* is used as the control parameter,
where m is the number of clauses. In classical 3-SAT, the shape of the curve and the phase transition
point is maintained when n is changed. Unfortunately, there is no clausal normal form for formulas

in L. So, we employ instead a set of formulas which are used by Bofill et al. (2015) consisting of

Ldldls (4.13)
“(ludls)®ls (4.14)

where [; are literals (negated or non-negated atoms). The generation of the formulas is parameterized
by the number n of propositional variables and the number m of formulas, which define the class
of randomly generated formulas. Following Bofill et al. (2015), formulas are generated as follows:
70% of formulas are of format in (4.13) and 30% of the format in (4.14). Each literal is randomly
chosen from the n possible symbols with equal probability, then there is a 50% chance of being a
positive or negative literal.

Two implementations were developed using publicly available open source software:
e a C|-f-implementation using the C+ -+ interface to the Yices SMT solver (Dutertre, 2014);
e a C+--implementation using the C++ interface to the SCIP MIP solver (Achterberg, 2009).

For each implementation, the experiment proceeds as follows: with a fixed n = 100 we varied the
value of m such that the rate ™ varies from 0.2 to 8 in 0.2 steps. For each pair (n, m) we construct
a set of 100 randomly generated formulas as described above. And for each set we compute the
percentage of L -satisfiable formulas and the average decision time (user time).

All the experiments in this section were run on a UNIX machine with a i7-6900K CPU @
3.20GHz with 16 processors. The results of the experiments using two f..-solvers are shown in
Figure 4.1. In Figure 4.1a we see the results of an SMT(LA) Foo-solver using YICES which presents
a first-order phase transition from satisfiable to unsatisfiable instances with a middle point occurring
at rate ' ~ 2; however, the average decision time peak occurs at 7* ~ 5, unlike what is expected.
Furthermore, the peak time for solving a f..o-SAT problem is about 35 seconds. This unexpected
behavior may be credited to the fact that YICES converts internally all floating point numbers to
pair of integers, which impacts the efficiency of problems whose formulation involves a lot of floating
point numbers as is the case of L.,-SAT.

Figure 4.1b presents an L-solver using MIP solver SCIP, in which we can see a phase transition

from satisfiable to unsatisfiable instances also at " ~ 2, with an average time peak also around

43-SAT is the usual name for the CPL-SAT restricted to CNF CPL-formulas whose clauses have at most three
literals.



4.4 IMPLEMENTATION AND RESULTS 71

120 40 100 04
—
T = avgTime
100 WSAT 35 o0 a
=— avgTime{s) 30 0.3
- 80 =
& ® 5 60
@ w “ w
§ 60 20 u § 02 w
2 5 F 8 a0 =
& 4 =5
& &
10 01
20 20+
5
0 (1] 0 0
0 12 3 4 5 6 78 0 1 2 3 4 5 6 1 8
mn mn
(a) Based on SMT(LA) using YICES (b) Based on MIP solver using SCIP

Figure 4.1: £, -solvers performance, randomly gen. instances: n = 100, m = 20 to 780
o~ 2, as expected. Furthermore, the peak time is 0.35 seconds, two orders of magnitude more
efficient than the YICES solver. Observing the average time, we note an always increasing right
tail, which can be credited to the fact that MIP solvers are not implemented with a “fail early”
strategy commonly used in logic-based solvers, which normally employ what is called restriction
learning strategies; furthermore, the size of the matrices used by the MIP solver increases with m.
Another possibility to explain such a behavior is the fact that the choice of the family of formulas
may be inappropriate, however no such increasing tail was observed in the SMT-based method,
which reinforces the hypothesis that this behavior is due to the MIP solver. Due to its superior

efficiency we only use the SCIP solver as an auxiliary procedure for the LIPSAT solver described

next.

4.4.2 Phase Transition for LIPSAT

The input for the LIPSAT solver is a normal form (I, ©®). We developed a C++-implementation
for Algorithm 8 using the C++ interface of the SoPlex linear algebra solver which is part of the
SCIP suite of optimizers. We used the t.-solver based on SCIP MIP.

The experiments were obtained as follows. The input set of formulas I' was generated with a
fixed number of symbols n and a varying number of clauses of format (4.13) and (4.14) as described
above. The probabilistic O-restrictions of the form {C(y;) = ¢; | i < i < k} were generated fixing

k < n and randomly choosing the probabilities ¢; uniformly over the interval [0, 1].
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Figure 4.2: Phase transition for LIPSAT solver: k =20, n = 100 and m = 20 to 780
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The results of the experiment can be seen in Figure 4.2. We clearly see a second-order phase
transition with a peak average time execution that overlaps the decreasing part of the percentage
satisfiable (%SAT) curve. Note that no increasing tail is observed, so that the “fail early” mechanism
is achieved in the combination of logic and linear algebra. The peak is near but does not coincide
with the fifty percent point of the first order phase transition which may be credited to the increasing
shape of the right tail in the L..-solver presented in Figure 4.2. Also, there is a left shift of the
phase transition point * =~ 1, similar to the shift of PSAT phase transition point with respect
to CPL-SAT (Finger and De Bona, 2015). Overall the phase transition format can be considered

satisfactory.

The results in this chapter have appeared in the following publications.

e Finger and Preto (2020) Marcelo Finger and Sandro Preto. Probably partially true: Satisfia-
bility for Lukasiewicz infinitely-valued probabilistic logic and related topics. Journal of Au-
tomated Reasoning, 64(7):1269-1286. ISSN 1573-0670. doi: 10.1007/s10817-020-09558-9. URL
http://doi.org/10.1007/s10817-020-09558-9.

e Finger and Preto (2018) Marcelo Finger and Sandro Preto. Probably half true: Probabilistic
satisfiability over FLukasiewicz infinitely-valued logic. In Didier Galmiche, Stephan Schulz and
Roberto Sebastiani, editors, Automated Reasoning. IJCAR 2018, volume 10900 of Lecture
Notes in Computer Science, pages 194-210, Cham. Springer International Publishing. ISBN
978-3-319-94205-6.
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Chapter 5

Probabilistic Constraints on Nash

Equilibria

In this chapter, we study a scenario called observable game for which: there are players who will
perform actions among the ones available for each of them; it is known that the combined actions
of these players will have the property of being a Nash equilibrium (Nash, 1951); and there is an
external observer who is aware of that, however is unsure about which action each player will choose.
Therefore, such external observer assigns subjective probability constraints to actions representing
his degree of confidence that such actions will be performed. The following problems are considered

according to the concepts of pure and mixed Nash equilibrium.

The Coherence Problem Given an observable game — a game together with a set of proba-
bilistic constraints on its actions —, decide if it is coherent; that is, decide if there exists an
actual probability distribution on the game equilibria that corresponds to those probabilistic

constraints.

The Extension (Inference) Problem Given a coherent observable game with probabilistic con-
straints on some of the players’ actions, compute upper and lower bounds on the probabilities

of some other action that preserves coherence.

The frameworks of semantics modulo satisfiability coupled with probabilistic assignments to
logical formulas yield the means to manage the scenario of an observable game. First, in a setting
of propositional logic where valuations encode the player’s strategies for the game, we determine
axioms for a propositional theory that are only satisfiable by valuations encoding equilibria. Thus,
we identify the observable game with a PSAT or a LIPSAT instance — depending on whether only
pure equilibria or also mixed equilibria are allowed — which states probabilistic assignments that
intend to agree with the aforementioned propositional theory.

For the Coherence Problems, we provide complexity classification and algorithms through poly-
nomial reductions from them to the well-studied decision problems associated to probability theories
grounded on propositional logics. In turn, we study the Extension Problems via reductions to the
Coherence Problems.

We first analyze the scenario modeled by the framework studied in this chapter in Section 5.1.
In Section 5.2, we introduce the formal notions of game, observable game and the Coherence and

Extension problems and also introduce pure equilibrium and study its computation; Section 5.4 has

73
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analogous content for the mixed equilibrium setting. In Section 5.3, we study and propose algorithms
for the Coherence and Extension problems in the pure equilibrium setting; in Section 5.5, we study
these problems in the mixed equilibrium setting. Finally, in Section 5.6, we analyze the implications
of our results for the phenomena modeled by observable games.

In this chapter, when we talk about formulas, valuations, partial valuations and Val, we refer
to CPL-formulas, CPL-valuations, CPL-partial valuations and CPL-Val in Sections 5.2 and 5.3;

and to Loo-formulas, L.-valuations, f...-partial valuations and L.-Val in Sections 5.4 and 5.5.

5.1 Motivation on Observable Games

In game theory, a Nash equilibrium represents a situation in which each player’s strategy is a best
response to other players’ strategies; thus no player can obtain gains by changing alone his own
strategy. Nash proved that every n-player, finite, non-cooperative game has a mixed equilibrium
point (Nash, 1951, 1950a,b); however, more than one equilibrium may exist and the number of
equilibria can be even exponentially large over some game parameters.

For an observer knowing that an equilibrium is to be reached, there is an a priori uncertainty
before an instance of the game starts, concerning the exact kind of equilibrium to be reached and
also in knowing the players’ actions in that instance. In such a scenario, which we call an observable
game, it is most natural to describe the outcome in terms of subjective probabilities assigned to
actions, in which one presupposes a probability distribution over the set of all possible equilibria.

Unfortunately, not every assignment on action probabilities by an observer finds correspondence
to an actual probability distribution on possible equilibria of a given game; in fact, some actions
may always co-occur at equilibrium, so constraining their probabilities to distinct values does not
correspond to any underlying distribution on equilibria. In case the observer assigns a set of prob-
abilistic constraints on actions that correspond to a probability distribution on equilibria, we say
the observable game is coherent.

Lack of coherence can have important consequences which are better seen in a betting scenario
where an observer knows the configuration of a game before one of its instances is played and also
knows that this game reaches an equilibrium. The observer wants to place bets on the occurrence of
actions and an incoherent set of probabilities may lead to sure loss. So detecting and avoiding such
a disastrous assignment of probabilities may have considerable cost to the observer. This betting
scenario corresponds to de Finetti’s interpretation of subjective probabilities (de Finetti, 1931, 1937,
2017) in which incoherent probabilities have a one-to-one correspondence to sure loss.

An actual scenario of this kind may be seen in the pricing strategy of oligopolistic markets.
Assume that only a few companies dominate a beer market. They price their products from time to
time in light of competition aiming to conquer the largest market share and make the most profit.
Among the mechanisms of sale strategies there are price promotions (short-term price reductions),
thus the price portfolio of a company in some period is not of public knowledge in advance. However,
it is very reasonable to assume that the profits of the companies in the oligopoly reach an equilibrium
during the sales period under consideration. Oblivious to the oligopoly competition, it is of great
interest to a local brewer to predict the price portfolios of the big companies based on his experience
in observing their competition and pricing strategies; such prediction might help the local brewer

to set up his own pricing strategy and even his production process, which takes place in a small
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and more limited industry. This information may be crucial, for example, for deciding to limit the
production of some specific beers that cannot be competitive with the oligopoly price portfolios of
that period and focus on the production of some other beers with a more targeted niche, or even
launch new non-beer products. In this scenario, the big companies, their price portfolios and their
profits (which may be inferred from their price portfolios), are respectively the players, their actions
and their utilities in a game; the local producer with predictions about the oligopolistic market is
the observer with subjective probabilities over the player’s actions.

Observable games formalize such scenario with a market in equilibrium and an external agent
who has some idea about that equilibrium but is uncertain on the probabilistic distribution on the
possible equilibria and therefore on the players’ actions. Of course, there may be aspects left out as
it is expected from any theoretical idealization of the real world.

In order to better understand the combination of uncertainty and game equilibria, we initially
concentrate on uncertainty over pure equilibria, a restricted form of mixed equilibria in which each
player chooses as strategy a unique action and whose existence is not even guaranteed. That is,
the observer knows a priori that a pure equilibrium is to be reached for a given game, but does
not know exactly which actions will be performed at equilibrium. We later consider uncertainty
in mixed equilibria, a doubly uncertain situation, that combines uncertainty on the actions to be

played in a specific instance of a game with the also probabilistic notion of mixed strategy.

5.2 Observable Games and Coherence

Define a game as a quadruple G = (P, N, A,u), where P = {1,...,n} lists the n players in the
game, N = (Ni,...,N,) is a sequence of player neighborhoods in which N; C P\ {i} is the set
of player i neighbors, A = A1 x --- x A, is a set of action profiles in which each A; is the set of
all possible actions for player i and u = (uj,...,u,) is a sequence of wtility functions in which
u; : A — Q is the utility function for player i. Assume that A; N A; = @ for player i # j and that
ui(at, ..., aj, ... an) = uiar,...,aj, ... ay), for j ¢ N; U {i}.

An action profile e = (ay,...,a;,...,a,) is a pure (Nash) equilibrium if, for every player 1,
ui(e) > ui(ay,...,ak, ... a,) for every ai € A;. A game G may have zero or more pure equilibria.!
We write a; € e to express that a; is the ith component of e.

By an observable game we mean a pair G = (G,II), where G is a game and II is a set of
probabilistic constraints on equilibria (PCE), that is a set of probability assignments on actions
limiting the probabilities of some actions occurring in an equilibrium, which represents the observer’s

ignorance on what equilibrium will be reached; we assume it has the following format:
M={Plax) b pr | are {<,2,=}, 1<k <K}, (5.1)

where ay, are actions and py, are values in [0,1] N Q; we only consider rational probabilities because
we are concerned with computational problems.
As observable games deal with the scenario where an equilibrium is to be reached but its

action profile is unknown, we assign probabilities to equilibria:? let Eg = {e1,...,en} be the

1Only mixed equilibria are guaranteed to exist, not pure ones; but every pure equilibrium is also a mixed equilib-
rium.
2This probability function over equilibria should not be confused with probabilities in mixed strategies.
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set of all equilibria associated with game G; we consider a probability function over G-equilibria
P: Eg — [0,1] NQ, such that P(e;) > 0 and ) P(e;) = 1. We define the probability P(a;)

that a; € e € Eg is executed in a game G as

e,€Eqg

P(a;)= Y Pley).

7 ‘ aj€e;

Given a game G and an equilibrium probability function P, it is possible to compute the
probability of any action; however we face two problems. First, the number of equilibria may be
exponentially large in the numbers of players and of actions allowed for players. Second, we may
not know the equilibrium probability function P. Instead we are presented with an observable game
G = (G,1II), where G is a game and II is a set of PCE and we are asked to decide the existence of an
underlying probability function P that satisfies II; and, in case one exists, we want to compute the
range of probabilities for an unconstrained action a;. The former problem is called the Probabilistic

Coherence Problem and the second one is the Probabilistic Extension Problem.

Definition 7 (PCE Coherence Problem) Given an observable game G = (G,II), PCE-
COHERENCE consists of deciding if it is coherent, that is if there exists a probability function over
the set of G-equilibria that satisfies all constraints in II. PCE-COHERENCE rejects the instance if

it is not coherent or if there exists no equilibrium in G. o

Definition 8 (PCE Extension Problem) Let G be a coherent observable game. Given an action
a; € A;, PCE-EXTENSION consists in finding probability functions P and P that satisfy II such

that P(a;) is minimal and P(a;) is maximal. 0

Example 10 Suppose we have a game between Alice and Bob in which Alice has three possible

142 and a® and Bob also has three possible actions b', b and b3, such that the joint

actions a
utilities are given by Table 5.1. This game has three pure Nash equilibria: (a',b'), (a?,b3) and

{a®,b%), which are stressed in bold. Suppose the game will reach a pure equilibrium state, in which

ot
a' 2,2 1,1 1,0
a® 1,2 5,4 1,5
a®] 0,1 2,3 1,3

Table 5.1: Utility functions for Alice and Bob

case Bob and Alice will have chosen to play a single action; we now want to see through an external
observer’s eyes who does not know which equilibrium will be reached, however gives to the action
a® the probability of % Is this restriction feasible (coherent)? And if it is, what is the lower bound
on the probability of Bob playing b3 this observer should assign in order to remain coherent? Can
it be, say, i?

Let us formalize such situation by G; = (G1,111), where G1 = (P, N, A, u), in which P = {a, b},
N; = P\ {i}, A, = {a',a? a3}, Ay = {b*,b2, 0%} and u is given by Table 5.1. In II;, we consider

the action a?

occurring in an equilibrium with constraint P(a?) = % This constraint is coherent
and it implies that the probability of b3 is at least % So if we consider II; with joint constraints

P(a?) = % and P(b%) = i, G is incoherent. O
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This framework where probabilities are assigned to pure equilibria is very similar to another
concept of equilibrium: the correlated equilibrium (Aumann, 1974). A correlated equilibrium in a
game G = (P, N, A, u) is a probability distribution over the set of action profiles A that satisfies a
specific equilibrium property. Despite the similarity, these are distinct objects: while our framework
models the uncertainty about which Nash equilibrium will be reached in a game (by a probability
distribution over Eg C A), the distribution in a correlated equilibrium is the very concept of
equilibrium and is defined over all possible action profiles (not necessarily Nash equilibria).

In a deeper comparison, for both computing a correlated equilibrium and deciding on the coher-
ence of an observable game, it is necessary to guarantee that a probability distribution on action
profiles satisfies some linear inequalities that model the equilibrium property, in the case of cor-
related equilibrium, and that represents the probabilistic constraints, in the case of coherence.
However, while the correlated equilibrium inequalities may be directly derived from the given game
(Papadimitriou and Roughgarden, 2008), in order to write the coherence inequalities, it is necessary
to compute the Nash equilibria of the game, since the distribution in question is over such equilibria.
This difference should explain the discrepancy in complexity between the problem of computing a
correlated equilibrium, which is polynomial (Papadimitriou and Roughgarden, 2008), and that of
computing a distribution over F¢g satisfying a set of PCE, which is nondeterministic polynomial;
indeed, the proof we provide for the NP-completeness of PCE-COHERENCE (concerning only pure

equilibria) depends on the NP-completeness of computing pure equilibria.

5.2.1 Classes of Games

We may find in the literature several ways to represent games and this issue is directly related to
the configuration of the instances for our problems and, thus, to its complexity classification. We
focus on classes of games whose sizes are restricted and which possess equilibrium finding algorithms
whose computation complexity is also restricted; we limit our attention to what we call GNP-classes,
in which the representation of the game takes polynomial space in the numbers n of players and s
of maximum actions allowed for each player and the computation of each of the pure equilibrium
profiles may be made in nondeterministic polynomial time, also in terms of n and s. Due to the
time complexity restriction, the problem of deciding the existence of equilibria in a given GNP-class
has complexity in NP.

A natural way to represent games is by means of the standard normal form game where the
neighborhood of each player is N; = P\ {i}, for all i € P, and it is instantiated by explicitly giving
its utility functions in a table with an entry for each action profile a € A containing a list with
player utilities u;(a), for all ¢ € P, as in Example 10.

It is an easy task to compute a pure Nash equilibrium of a game when its player utility functions
are given extensively, as in standard normal form. In that case, we just need to check, for each
action profile e = (aq,...,a;,...,ay), whether it is a pure Nash equilibrium by comparing wu;(e)
,ap), for all i € P and a; € A;. For each of the |A| action profiles, >,y |4l

comparisons will be needed. As the instance of the game is assumed to comprehend the utility

with u;(ai,...,ad},...
function values for all players, the computation can be done in polynomial time in the size of the
instance. However, in this explicit and complete format, the instance is exponential in the number n
of players, for if each player has exactly s actions, each utility function has s™ values and the game

instance has ns™ values to represent all utility functions. Therefore, a class of standard normal form
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al a2 aS ‘ bl b2 b3 Cl 62 03
cd 110 10 5 a' |10 5 0 {10 5 0
15 10 0 a> 10 10 5 2110 10 5
A5 0 10 a>| 5 0 10 Bl 5 0 10

Table 5.2: Utility functions for players a, b and c, respectively

games fails to be a GNP-class since, despite equilibria being computable in polynomial time, the
utility function requires exponential space to be explicitly represented.

More compact game representations, along with the complexity issues on deciding the existence
of pure equilibria on them may be found in Gottlob et al. (2005). A graphical normal form game is
such that utility functions are extensively given in separate tables, for each player ¢, with an entry

for each element in X jc (i} Aj containing a correspondent utility value u;(a), where it is enough to

consider only the entries in a with indices in N;U{i}, since, as defined earlier, u;(ay, . . ., a;-, ceyQp) =
ui(ar,...,aj,...,ay) for j ¢ N;U{i}. Graphical normal form games can be turned into a compact

representation by imposing the bounded neighborhood property: let k be a constant, we say that a
game has k-bounded neighborhood if |N;| < k, for all 7 € P.

Example 11 Let Gy = (P,N,A,u) be a game with P = {a,b,c}, A, = {a',a® a3}, 4, =
{b', 02,63}, A. = {c!,c? ¢} and utility functions given by Table 5.2, from which on can infer
the set N. G2 is a game in graphical normal form with k-bounded neighborhood for k > 1, where
for each player utility, only the previous player’s action matters. As k < n — 1, G2 has a more
compact representation than it would have in standard normal form. Note that this instance of
graphical normal form game has 27 utility values explicitly represented and the same game in

standard normal form would need 81 utility values.

It was shown by Gottlob et al. (2005) that the problem of deciding whether a graphical normal
form game has pure Nash equilibria is NP-complete and, by Fischer et al. (2006), that NP-hardness
holds even when the game has 2-bounded neighborhood, where each player can choose from only 2
possible actions and the utility functions range among 2 values. It is trivial to establish a nondeter-
ministic polynomial algorithm for computing pure Nash equilibria on these games by guessing and
then verifying it.

Thus, we establish GNP-classes that contain the games in graphical normal form with k-bounded
neighborhood and at most s actions allowed to each player, for fixed £ > 2 and s > 2; let GNP,
represent these classes. Since it is needed at most ns® values to represent the utility functions, the
representation of the games uses polynomial space in the number n of players. Also, GNPy= [J,cn
GNP, are GNP-classes where the representation of the games uses polynomial space in the number
n of players and the number s of maximum actions allowed.? Note that deciding the existence of
pure equilibria in GNP; and GNP}, are NP-complete problems; we refer to the GNP-classes with
this property as NP-complete GNP-classes.

5.2.2 Computing Pure Nash Equilibria via CPL-SAT

The Cook-Levin Theorem (Cook, 1971) guarantees that there exists a polynomial reduction from the

problem of computing pure equilibria on GNP-classes to CPL-SAT. Let us show such a reduction.

31t is also necessary that the representation sizes of the utility function values be bounded by a polynomial in n
and s.
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Given a game G with P = {1,...,n} and A; = {a},...,a]'}, for i € P, we build a set of clauses
® over propositional variables Xf meaning that player ¢ chose action af . Let k£ be the maximal
|N;| and s be the maximal |4;|, s; < s. The set ®¢ is built as follows:

(a) For each player i, add a clause \/ FEET. Xij , representing that each player chooses one action.

This set of clauses is built in time O(ns).

p
77

(b) For each player i and pair o}, af, with p # ¢, add a clause =X? vV =X representing that each

player chooses only one action. This set of clauses is built in time O (n (;))

. _ q1 qi—1 qi+1 qn . qj
(c) For each player i and a = (a{',...,a; ;a7 ,...,a5"), add the clause VjeNi -X;7 v
r : : (91 -1 _r _qit+1 qdn
V,cr X, where R is the set of indexes r such that w;(a{',...,a;" ', a},a;\7, ... an") >
ui(af', ... af 7 al, 0l .. al), for all af € Ay, representing each player chooses one of the

best responses depending on his neighborhood choices; there may be more than one best re-

sponse all of which have the same utility. This set of clauses is built in time O(ns*).

For games in GNP, ®¢ is built in linear time in n and for games in GNPy, it is built in
polynomial time in n and s. A nondeterministic polynomial algorithm for computing pure Nash
equilibria consists of the aforementioned reduction from a game G to its corresponding set of clauses
O, with Var(®g) = P C P, followed by a nondeterministic algorithm computing a partial valuation
v € Val” satisfying ®¢, that is v € Valg .- The partial valuations v € Valg ., haturally encode
action profiles that are pure equilibria and, conversely, any pure equilibrium e corresponds to a

partial valuation v, € Valj o

Example 12 For the game G; in Example 10, the set of formulas ®g, contains the variables X,
X2, X3, Xl}, XI?, Xg and the following clauses.

(a) X}vX2vX3 XvXEvXp

(b) = X2v-X2, -XIv-X3 X2V X3 X! Vv-XE, -X}Vv-X}, -XE VX

() =X} v Xl -X2v X2 -XpvXIvXxivX3 -XIvXl -X2v X2 -X3v X} O

Example 13 For the game G5 in Example 11, the set of formulas ®¢, contains the variables X},

X2 X3 Xl}, Xf, Xg’, X! X2 X3 and the following clauses.

(a) XvX2ZvX3 XIvXivXy XIvX2vx?

(b) =XV -X2, -Xv-X3 X2V X3 X} v-XE XV aXE X2V X X v -X2,
S CAVED CEED CAVED ¢S

() "X vXlvXZ -X2vX2 -X3vX3 -Xxvx} -X2vx]lvXxE -Xx3vxp -XlvXx]
X2V XV X2 -XPvX3 o
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5.3 From PCE-COHERENCE to PSAT

Let us first formulate PCE-COHERENCE in linear algebraic terms. Let G = (G, II) be an observable
game where G is a game with M pure Nash equilibria and IT = {P(a;) >; p; | 1 <@ < K} is a set
of PCE; consider a K x M matrix A = [a;;] such that a;; = 1, if ; € e, where e is the j-th pure
Nash equilibrium of G, and a;; = 0, otherwise. Then, PCE-COHERENCE is to decide if there is a
probability vector 7 of dimension M that obeys:

A > p
Yompo= 1 (5.2)
T > 0

Since it is not mandatory for the PCE-COHERENCE instance to attach a constraint to each action,
matrix A may have fewer lines than the number of actions involved. As done sometimes before,
we may join the first two conditions in (5.2) in just one matrix A. The next results establish

computational complexity for PCE-COHERENCE.

Theorem 22 PCE-COHERENCE over a GNP-class is a problem in NP. o

PROOF Suppose the observable game G = (G, II) is coherent and |II| = K. Therefore there exists
a probability distribution 7 over the set of all possible pure Nash equilibria that satisfy II. By the
Carathéodory’s Theorem (Proposition 1) there is a probability distribution 7 assigning nonzero
probabilities to at most K + 1 equilibria. These equilibria are polynomially bounded in size since
G is member of a GNP-class. Since 7 is also polynomially bounded, there is a polynomial witness
attesting that II is satisfiable. Therefore, G is coherent and PCE-COHERENCE is in NP. n

Theorem 23 PCE-COHERENCE over an NP-complete GNP-class is NP-complete. O

PrROOF Membership in NP follows from Theorem 22. For NP-hardness, let us reduce the problem
of deciding the existence of pure Nash equilibria for games in the NP-complete GNP-class at hand
to PCE-COHERENCE over this same class. Given a game G' = (P, N, A, u), we consider the instance
of observable game G = (G,{P(a;) > 0}), for some arbitrary a; € A;, for i« € P. The reduction
from G to G may be computed in linear time; and G is coherent if, and only if, G has a pure Nash
equilibrium. We have shown that PCE-COHERENCE is NP-hard. [

Corollary 3 PCE-COHERENCE over GNP}, and GNP}, are NP-complete. o

The algebraic formulation of PCE-COHERENCE in (5.2) resembles the one of PSAT in Sec-
tion 2.3 and, indeed, motivates the following reduction from the former to the latter problem. Let
G = (G,II) be an observable game such that G is member of a GNP-class and II = {P(«;)
pi | 1 <1< K} is aset of PCE. Let P be a set of propositional variables in one-to-one cor-
respondence to all possible actions in G and denote by X; € P the propositional variable as-
sociated to each action «; appearing in II. The PSAT instance X we construct is such that
IIp ={P(X;) > p; | 1 <i < K} C 3.

Semantics modulo satisfiability comes into play to ensure that the PSAT instance forces a

probability distribution that only assigns nonzero probability over valuations that represent Nash
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equilibria. Since G is in a GNP-class, by the reduction in Section 5.2.2, there is a set of formulas ¢,
with Var(®g) = P, such that if we have a partial valuation v € Valga, then {X € P | v(X) =1}1is
a set of propositional variables representing actions which jointly played are in equilibrium. Thus,
we claim that the desired PSAT instance is Xg = IIp U{P(p) =1 | ¢ € ®¢}. If all symbols <; in
IIp are the equality symbol, the PSAT instance may be put in the equivalent atomic normal form
(Pg, IIp).

Theorem 24 Let G = (G,II) be an observable game, where G is a member of a GNP-class and I1
s a set of PCE, and Xg be its associated PSAT instance constructed from G as above. Then, G is
coherent if, and only if, Xg is satisfiable. o

PROOF Suppose G coherent. There exists a probability distribution P over the set of equilibria
E¢ = {e1,...,en} such that Z]Nil P(ej) = 1 and that satisfies II. Since each equilibrium is
associated with a partial valuation that takes value 1 in the atoms X, for which the associated
action «ay; is within the equilibrium and 0 otherwise, we consider the probability distribution over
partial valuations as the probability distribution over equilibria, taking probability 0 to those partial
valuations which are not associated to equilibria. This probability distribution makes ¥¢g satisfiable.

Now, suppose Yg satisfiable. As the probability distribution that satisfies ¥g makes P(p) = 1,
for all ¢ € ®¢, it has nonzero value only on partial valuations related to equilibria. Since it also
satisfies II, considering this distribution as a probability distribution over equilibria, we find G

coherent. -

Note that, since PSAT is in NP, it follows from Theorem 24 that PCE-COHERENCE is also in NP.

In other words, Theorem 22 can be seen as a corollary of Theorem 24.

Corollary 4 PCE-COHERENCE over a GNP-class is polynomial time reducible to PSAT. O

Semantics modulo satisfiability naturally underlies such context of reducing instances of PCE-
COHERENCE to instances of PSAT. Since the partial valuations v € Valg ., stand for the equilibria
of a game G, they are the only ones that should be used to evaluate the formulas X; € P standing
for particular actions of players. The formulas X; € P are not, in general, consequences from ¢,

but are also not necessarily impossibilities and may have positive probability.

Example 14 We show the reduction of PCE-COHERENCE to PSAT matrix format (2.5) for the
observable game Gy = (Gg, ) with G2 in Example 11 and Il a set of PCE consisting of vector p
below. Let ¢, = A Pg,; we omit the columns of matrix A that are valuations which do not satisfy
»aG, computed in Example 13. So, the columns in matrix A codify the five pure Nash equilibria in
Go; its last line stands for Y m; = 1.
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a¥ [1 00 0 0] [ 0.1
a> |01 01 1 0.9
a® |00 1 00 0
bl 10010 [y | 0.5
b? 01001 o 0.5
Ar = p? 00100 3 | =1 0 | =p

ct 1 001 1 4 0.8
? 01000 | 5 0.2
c3 00100 0
va, |11 1 1 1 1

11 1 1 1 1]

This PSAT instance is satisfiable due to, for example, the vector 7 = [0.1,0.2,0,0.4,0.3]’, so the
PCE-COHERENCE instance is coherent. O

5.3.1 An Algorithm for PCE-EXTENSION

Let us turn to the PCE-EXTENSION problem. Given a coherent observable game G, our aim is to
find the maximum and minimum observer’s probabilistic constraints for some action o maintaining
coherence. In other words, we need to search among the NP-witnesses of G for some that maximizes
and minimizes the constraints on a. One might wonder whether there are polynomial time (additive)
approximation algorithms for such problem, i.e., given a PCE-EXTENSION instance consisting of G
and « and a precision € > 0, whether there exist polynomial time algorithms which return m and
M such that:

o |Pla) —m| <e¢;
o |Pla) — M| <e.

The next results show the answer is negative, unless a huge breakthrough in complexity theory is
achieved. First we establish an auxiliary reduction: from a game G = (P, N, A,u), we build the
game G* = (P, N, A*,u*), where A7 = A; U {b}, with b ¢ A;, and AF = A;, for i € P\ {1}.
Profiles a € A C A* remain with the same utilities u}(a) = u;(a), for all ¢ € P, and new profiles
= (b,ag,...,a,) € A*, have utilities uj(py) = max{ui(a},as,...,a,) | a} € A} and uf(py) =
max{u;(a) | a € A}, for i € P\ {1}.

Lemma 13 Game G* may be built from a game G in polynomial time and has the new pure Nash

equilibria py in addition to the ones G already has. O

PrROOF Game G* may be built in polynomial time because for every partitioning set
{{z,a9,...,ay) | * € A1} of action profiles of G, we may add one unique new action profile
pp = (b,ag,...,an); then it is necessary to add to G* less new utility values than the description of
G already has. Let a = (ai,...,a,) € A be an action profile. If a is a pure Nash equilibrium of G,
players in P\ {1} cannot increase their utilities by choosing other action in A} and, if player 1 were

able to do so, it would have to be by choosing action b, then uj (b, as,...,a,) > ui(a},az,...,a,),
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for all ) € A, contradicting the definition of uj. If a is not a pure Nash equilibrium of G, all
players can increase their utilities by choosing other actions in A;. Then, all pure Nash equilibria in
G remains pure Nash equilibria in G*. Finally, action profiles p, = (b, as,...,a,) are clearly pure

Nash equilibria in G* and we have the result. ]

Theorem 25 Unless P = NP, there does not exist a polynomial time algorithm that approximates,

to any precision € € (0, %), the expected value by the minimization version of PCE-EXTENSION. g

PRrROOF Deciding the existence of pure Nash equilibria for games in GNPy is an NP-complete
problem; let us reduce this problem to PCE-EXTENSION. Given a game G, we consider the coherent
observable game G = (G*,{P(a;) > 0}), for some arbitrary a; € A;, for i € P, together with action
b as an instance of PCE-EXTENSION. The reduction from G to G may be computed in polynomial
time by Lemma 13. Suppose there exists a polynomial time algorithm that approximates to precision
e € (0, %) the expected value by the minimization version of PCE-EXTENSION. If G does not have
any pure Nash equilibrium, all equilibria in G* are of the type p, = (b, aq,...,a,), then P(b) =1
and the supposed algorithm should return m > 1 —¢ > % On the other hand, if G has some pure
Nash equilibrium, P(b) = 0 and the supposed algorithm should return m < 0 +¢ < % Therefore,
such algorithm decides an NP-complete problem in polynomial time and P = NP. [

Theorem 26 Unless P = NP, there does not exist a polynomial time algorithm that approzimates,

to any precision ¢ € (0, %), the expected value by the maximization version of PCE-EXTENSION. g

PROOF Deciding the existence of pure Nash equilibria for games in GNPy is an NP-complete
problem; let us reduce this problem to some instances of PCE-EXTENSION. Given a game G, we
consider the coherent observable game G = (G*,{P(a;) > 0}), for some arbitrary a; € A;, for
i € P\ {1}, together with all actions a1 € A; as |A;| different instances of PCE-EXTENSION.
The reduction from G to G may be computed in polynomial time by Lemma 13. Suppose there
exists a polynomial time algorithm that approximates to precision € € (0, %) the expected value by
the maximization version of PCE-EXTENSION. If G does not have any pure Nash equilibrium, all
equilibria in G* are of type p, = (b, as,...,a,), then P(a;) = 0, for all a; € Ay, and the supposed
algorithm should return M < 0+¢ < %, for all PCE-EXTENSION instances concerning a; € A;. On
the other hand, if G has some pure Nash equilibrium, P(a;) = 1, for some a; € A, and the supposed
algorithm should return M > 1—¢ > %, for a particular PCE-EXTENSION instance concerning some
a1 € Ay. Therefore, we are able to decide the existence of a pure Nash equilibrium in game G by
running the supposed algorithm |A;| times in the instances comprehending G and a1 € A;; G has a
pure Nash equilibrium, if it returns M > % for some instance, and G has no equilibrium otherwise.
Such routine based on the supposed algorithm decides an NP-complete problem in polynomial time,
hence P = NP. m

We now describe a deterministic algorithm for solving PCE-EXTENSION whose complexity
burden is all due to PCE-COHERENCE. Given a precision € = 2%, the algorithm works by making
a binary search through the binary representation of the possible constraints to «, solving PCE-
COHERENCE in each step.

Algorithm 9 presents the procedure to solve the maximization version of PCE-EXTENSION. We
called PCECoherence(G, IT) the process that decides a PCE-COHERENCE instance G = (G, II).
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An algorithm for solving the minimization version of PCE-EXTENSION is easily adaptable from
Algorithm 9.

Algorithm 9 PCE-EXTENSION-BS: a PCE-EXTENSION solver via Binary Search
Input: A coherent PCE-COHERENCE instance G = (G, 1I), an action a; € A; and a precision € > 0.
Output: Maximum P(a;) value with precision ¢.

1: k= [|logell;

2: j:=1, Umin =0, Upaz == 1;

3: if PCECoherence(G,I1U{P(a;) = 1}) = Yes then
4: Umin = 1;

5. else

6: while j < k do

T Umaz = Umin T %;

8: if PCECoherence(G,I1U{P(a;) > Vmaz}) = Yes then
9: Umin ‘= Umazx;

10: end if

11: 7+t

12: end while

13: end if

14: return vmin;

For instance, suppose the goal is to find the maximum possible value for constraining a: the
first iteration consists of solving PCE-COHERENCE for P(a) = 1, if it is coherent, P(a) = 1, if not,
P(a) = 0 with precision 2°=1. In case the former iteration was not coherent, the second iteration
consists of solving PCE-COHERENCE for P(a) = 0.5, if it is coherent, P(a) = 0.5, if not, P(a) = 0,
both cases with precision 27! = 0.5. One more iteration will give precision 272 = 0.25 and it
consists of solving PCE-COHERENCE for P(a) = 0.75 in case the former iteration was coherent, or
for P(a) = 0.25 in case it was not. The process continues until the desired precision is reached and
it takes |log27%| 4+ 1 = k + 1 iterations to be completed.

Theorem 27 Given a precision € > 0, PCE-EXTENSION can be obtained with O(|loge|) iterations
of PCE-COHERENCE. O

Example 15 Suppose we have an observable game G3 = (G, 1I3) with G2 as in Example 11 and
II3 a set of PCE consisting only of P(a?) = 0.9. In order to solve PCE-EXTENSION for finding
P(b?) with precision 279, it will be necessary to solve seven instances of PCE-COHERENCE in the

form below.

o + w4 + 75 = 0.9
T2 + 5 = Ps
T+ T+ 73+ Ty + 75 =1

M, T2, T3, T4, T5 > 0

The necessary iterations of PCE-COHERENCE are displayed in Table 5.3. Our algorithm returns
P(b?) ~ 0.890625, which is accurate within precision 276 = 0.015625, since P(b?) = 0.9.
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Iteration D5 7! Coherence
1 lo=1 - No
2 0.1 =10.5 [0.1,0.5,0,0.4, 0] Yes
3 0.119 = 0.75 [0.1,0.75,0,0.15, 0] Yes
4 0.1115 = 0.875 [0.1,0.875,0,0.025, 0] Yes
5 0.11115 = 0.9375 - No
6 0.111015 = 0.90625 - No
7 0.1110012 = 0.890625 | [0.1,0.890625, 0,0.009375, 0] Yes

Table 5.3: Iterations for solving PCE-EXTENSION in Fxample 15

5.3.2 Generalized Constraints on Equilibria

Observable game G; in Examples 10 and 12 seems to imply that the formula X2 — X,:;’ holds,
that is ®¢, FEcpL, X2 — X7, which forces P(X2 — X)) = 1 and thus P(X2) < P(X}}). Thus,
the propositional theory derived from a game that will reach an equilibrium may offer a deeper
understanding of such game for an external observer and motivates the following generalization of
our goal problems.

Given a game G, consider the set of propositional variables P in one-to-one correspondence
with all actions U;cpA;, where each variable Xz-j € P represents the occurrence of action ag € A
in the equilibrium. A formula ¢, with Var(¢) C P, describes a combination of such statements at
equilibrium. On the semantic side, we identify each pure equilibrium e with a partial valuation v,
over P such that for every action ag € A, ve(Xij ) = 1iff a; € e. So, a formula ¢ is satisfied at
equilibrium e, represented as ¢ € e, if ve(p) = 1.

We can generalize the notion of PCE in (5.1) as a set
I = {P(%) >y pr | D€ {<, >, =}, 1<k < K},

where ¢, are formulas such that Var(¢y) C P, so instead of restricting the probabilities of actions at

equilibrium, we can now describe the probabilities of compound logical statements at equilibrium.

Definition 9 (Generalized PCE Coherence and Extension Problems) Given an observ-
able game G = (G,II) with a set II of generalized PCE, Generalized PCE Coherence Problem
consists of deciding if it is coherent, that is if there exists a probability function over the set of
G-equilibria that satisfies all constraints in II. And the Generalized PCE FExtension Problem for
a coherent observable game with a generalized set PCE II and a formula v, with Var(¢)) C Pg,
consists of finding upper and lower bounds for P(v) that satisfy II. 0

Note that a generalized PCE instance II = {P(y;) < p;,1 < i < K} may be reduced to a

PSAT instance analogously to the reduction in Section 5.3.

5.4 Coherence Allowing Mixed Equilibria

We proceed on studying PCE-COHERENCE with respect to the more general concept of mixed Nash
equilibrium. A strategy for player i is a rational probability distribution o; over the set A; of actions
for player ¢ and ¥ = 31 X -+ X X, is the set of strategy profiles, in which each ¥; is the set of all

possible strategies for player i. The set of actions with nonzero probability in a strategy o; is its
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support. We call pure strategy a strategy with unitary support and from now on we identify actions
with pure strategies; in contrast we call mized strategy a strategy that is not a pure strategy.
It is assumed that each player’s choice of strategy is independent from all other players’ choices,

so the expected utility function U; for player ¢ is given by:

Ui(o) =Y uia) [ oj(ay),

acA JjeEP

where 0 € ¥, and a = (ai,...,a,) with a; € A;. A strategy profile e = (01,...,04,...,05) is a
mized (Nash) equilibrium if, for every player i, U;(e) > Uj(oy,...,05,...,04), for every o, € %;;
each o; in e is called a best response for player i given the other players strategies in e. Then, a
strategy profile is a mixed Nash equilibrium if, and only if, it is composed by best responses for all
players. A game G always has at least one mixed Nash equilibrium (Nash, 1951).

Note that an action profile a may be seen as a strategy profile ¢ by taking each action a; € a
for player i as the strategy o; € o that assigns 1 to a; and 0 to the other actions in A;. This way, a
is a pure Nash equilibrium if, and only if, its associated ¢ is a mixed Nash equilibrium.

Mixed strategies may be better understood if we think of a game situation that repeatedly
occurs and, in each instance, the players choose their actions randomly according to their mixed
strategies. In this context, an observable game is a game that repeatedly occurs and which is known
to be at one of its (mixed) equilibria, but the external observer does not know exactly which one.
An instance of the game will be played and the observer assigns subjective probabilities to actions
being part of the action profile to be reached in that instance. Formally, an observable game is a
pair G = (G, II) as before. We may again interpret these probability assignments as bets placed by
the observer to the actions that the players are allowed to choose.

Another way of understanding observable games is by imagining there are many game situations
with the same setting and that repeatedly occurs and all these game situations are at some mixed
Nash equilibrium. With that knowledge, the external observer looks at one game situation that is
about to have a new instance played, but he does not know exactly which game situation among the
many ones existing this is. Then, the observer does not know which is the mixed Nash equilibrium
the game situation he is looking at is in and he assigns subjective probabilities for the players’
actions being part of the action profile resulting from the game situation instance.

As before, we suppose that there is a probability distribution over the mixed Nash equilibria. It
is important to note that this probability distribution is independent from probability distribution
in a mixed strategy. The former probability distribution ranges over mixed Nash equilibria and the
latter ranges over actions. If e; = (01j,...,0n;) € Eg, 04 designates the i-th component of e;. In
this setting, the probability function P over mixed equilibria induces the probability P(a;) of an
action a; by

Plai)= Y oij(a)- Ple)).
jlej€Eq

The definition of probabilistic constraints on equilibria (PCE) is analogous to that in Section 5.2,
namely a set of probability assignments on actions. PCE-COHERENCE is similarly defined as the
problem of, given an observable game G = (G, II), deciding if it is coherent, i.e. deciding if there exists
a probability function over the set of equilibria that satisfies all constraints in II. PCE-EXTENSION

is also completely analogous to the one in the pure equilibrium setting.
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Example 16 Recall Example 10 where we had the game between Alice and Bob in which Alice’s

1

actions were a!, a®> and a® and Bob’s actions were b', b and b, such that the joint utilities are

in Table 5.1. This game has three pure equilibria, now viewed as special cases of mixed equilibria:
e1 = (o1,03), where oi(a') = 1, o{(a?) = oi(a) = 0, o2(b') = 1, 0(b?) = 0i(b?) = 0; and

ea = (0%,032) and e3 = (03, 03) that are also based on the ones described in Example 10. However,

there are several other mixed equilibria among which we highlight e4 = (07, 05) given by

2 1 4 1
Uil(al) =3 U%(QQ) =3 O'il(ag) = 07 U%(bl) = % U%(b2) == U%(bg) =0.
3 3 ) )
We have established that if only pure equilibria are considered, the constraints P(a?) = % and
P(b?) = i are incoherent. However, in a context that considers mixed Nash equilibria, they are
coherent, as we detail in Example 17. O

5.4.1 Classes of Games Allowing Mixed Equilibria

It is not known if there exists a nondeterministic polynomial algorithm that computes an exact
mixed Nash equilibrium for games with at least three players and such a result would imply theo-
retical breakthroughs in complexity theory (Etessami and Yannakakis, 2010). On the other hand,
for games with two players, such an algorithm may be described; the following result helps to

elucidate the problem and its combinatorial nature.

Proposition 5 (Papadimitriou (2007)) A mized strategy is a best response if and only if all

pure strategies in its support are best responses. o

Thus, in order to compute a mixed Nash equilibrium o € X, it is first necessary to establish all the
supports for all the players. We write U;(o|a;) for player i’s expected utility for the strategy profile
o = (o1,...,a;,...,0,) (remember we identify actions and pure strategies). Given the supports
with size k; for each player i, there are k; — 1 equations on the other players’ strategies in o stating
that the k; player i’s expected utilities U;(c|a;), for his pure strategies a; in the support of o; are

equal. Then, for o to be a mixed Nash equilibrium:
o The probabilities in o must satisfy the system of ), n(k; — 1) equations described above;

e For each player 4, his expected utilities U;(o|a;), for the pure strategies a; in the support of
o;, must have value at least as the expected utilities U;(c|a;), for the pure strategies a; not

in the support.

In case o; is a pure strategy, there are no equations associated to player ¢ in the system and in
case the game has only two players, it becomes a linear system. A nondeterministic polynomial
algorithm for computing mixed Nash equilibria for 2-player games consists of guessing supports,
then verifying if the corresponding linear system has a solution and, if so, verifying if the derived
strategies obey Proposition 5.

Thus, in order to generate a GNP-class with respect to mixed Nash equilibrium, let 2GNP be
the class of games with two players; further, we have to restrict the equilibrium concept to “small”
representations, as there are infinitely many mixed Nash equilibria for some games — i.e. the
equilibria representation sizes will be polynomially bounded on the game parameters. Note that the

restriction on “small” representations implies that each game has only finitely many mixed equilibria.
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We call 2G the class of games similarly defined but without the restriction on the representations
of equilibria; then, 2G fails to be a GNP-class. Both standard normal form and graphical normal
form may be used to represent games in 2GNP and 2G. In next section, we present a logic-based

algorithm for computing equilibria for 2-player games.

5.4.2 Computing Mixed Nash Equilibria via ¥, -SAT

We now build a set of formulas &5 in polynomial time from a 2-player game G such that the
valuations that satisfy @4 encode the Nash equilibria of G.

Let P = {a,b}, A= A, x Ay, with A, = {a',...,a"} and A, = {b',... 0™}, and u = (ug, up)
with u, : Ay, — Q and up : Ay — Q. Let 0 = (04,0p) be a generic strategy profile with o, :
A, = 10,1]NQ and o} : Ay — [0,1] N Q generic mixed strategies for the players a and b. To each
probability ¢,(a’) and o,(b’) we associate propositional variables X! and Xg respectively. Thus,
XL X X,}, . ,XZ”’ € ®¢. Let us build the formulas of &4 according to player a; the formulas
according to player b are analogous.

To assure the propositional variables represent probabilities, we add to ®¢ the formulas:
(1) Xg @ @& Xge

(i) =(Xg 0 X2), ~[(Xg@ X2) 0 X3, ..., ~[(Xg & - ® X)) © XJe].

a

These formulas are built in time O(n?).
Let us denote by "U,(c|a’) = U,(c|a*)™ the formula that only has truth value 1 for a valuation
v that encodes strategy profile o for which player a’s expected utilities U, (c|a?) and Uy, (c|a”) are

equal. For each player a’s action a’, we build the formula:

D Valola’) = Uu(ola*) 0 XF | © X2,
k=1,....,m

which we denote by (,(a’). Let v be a valuation satisfying formulas (i) and (ii) and, therefore,
representing strategy profile o. Then, the formula (,(a) is evaluated by v with the exact same
value as X! if one of three following cases occurs: a’ is not in the strategy o, support; a’ is the
only action in o, support (o, is a pure strategy); the expected utility U,(c|a’), for player a’s pure
strategy a', which is in ¢, support, is equal to the expected utilities U,(c|a*), for all a* in o,
support. If neither of these cases occur, v evaluates (,(a’) strictly less than it evaluates X!. We add
to ®¢ the following formula, that has truth value 1 only if all the pure strategies a’ fall into one of

the three cases just described:
(iii) Ca(al) DD Ca(ana)'

We denote by "U,(c|a’) < U,(c|a¥)™ the formula that only has truth value 1 for a valuation
v that encodes the strategy profile o for which player a’s expected utility U,(c|a’) is at most his

expected utility U, (c|a¥). For each player a’s pure strategy a’ we build formula

P Valold’) < Ua(ola®)™ o X7,
k=1,....,n
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which we denote by x4(a’). Let v be a valuation satisfying all the formulas (i), (ii) and (iii) in ®¢.
The formula x,(a’) only has value 1 if player a’s expected utility U, (c|a?), for pure strategy a’, is

k

at most the expected utilities Ua(a\ak), for all her pure strategies a” in o, support. We also add to

®¢ all the following formulas:

(iv) Xa(a'), ..., Xa(a™).

Assuming formulas "U,(c|a’) = U,(o|a®)7 and "Uy,(cla’) < U,(o|a®)™ are built in time O(p(|G|))
on size |G| of an instance G of a game, formula (iii) and formulas (iv) are built in time O(n2-p(|G|)).

By the discussion in Section 5.4.1, if a valuation v encoding o = (0, 03) satisfies the set O as
we have built, then o, is a best response and, as we analogously add to ®¢ all the formulas (i)-(iv)
concerning player b, o is also a best response. In that case, ¢ is a Nash equilibrium and we state

the following result.

Theorem 28 Given a 2-player game and a strategy profile o encoded by foo-valuation v as in

previous discussion, o 1s a Nash equilibrium if, and only if, v satisfies ®¢. 0

We still need to explicitly write the formulas "U,(co|a’) = Uy(co|a®)™ and "U,(cla’) < Uy(o|a®)™.

Player a’s expected utilities U, (c|a?), for pure strategies a’, are given by:
Uy(o|a®) Zua a’, v op (V7).

Thus, our goal is to represent linear equations and inequalities in Lo, with variables o3 (b/) and ra-
tional coefficients u,(a’, b’). By representing an equation (or an inequality) in ¥.o, we mean building
a formula or a set of formulas that is satisfied by a valuation v if, and only if, v encodes a solution

to the equation (or inequality). Let us treat the general case of an equation

with variables z; and rational fractions ;, for which we are interested in solutions in [0, 1]™.
Before building the representation, we put this equation in an equivalent format that we define

in two steps. First we turn (5.3) into

Vi
—:L'Z L

iEI jeJ

where i € I,ifv; > 0, and j € J, if y; < 0, with TUJ = {1,...,n}; m is the least common multiple

of all denominators in fractions i, for k = 1,...,n; % are equivalent fractions to ~;, for ¢ € I;
and %ﬂ are equivalent fractions to —v;, for j € J. Note that 43 and m are positive integers, for
k=1,...,n. The second step consists in turning (5.3) into
Vi
Swi=3
i€l K jGJ
where = max{71,...,9n}. In the final format, both sides of the equation take values in [0, 1] for

any vector (x1,...,z,) € [0,1]™.
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To each equation variable xj, we associate a propositional variable X, for £k = 1,...,n, and
build the following set of formulas that represent (5.3), using the auxiliary propositional variables
Cﬁ and Xy, for k=1,...,n:

P X @ 3 X;; (5.4)

el jeJ

Ci1 < ~(p—1)C1; (5.5)
w m
Xk — CL; (5.6)
m
Xi & pXy, fork=1,...,n. (5.7)

Let valuation v evaluate formulas (5.5)-(5.7) with truth value 1. Then, it also evaluates formula
(5.4) with truth value 1 if, and only if, (v(X1),...,v(X,)) satisfies equation (5.3). Formula (5.5)

makes variable C'1 have value i (for any v); formula (5.6) guarantees that variable X, has value
m

at most % and, together with formula (5.7), makes it have truth value exactly @

We are now able to explicitly write formulas "Uy,(c|a’) = U,(o|a¥)?, remembering that we
identified equation variables o(b’) with propositional variables Xg . We may take "U,(o|a’) =
U, (o]a®)™ as the maximum — the Foo-operator A — of formulas (5.4)-(5.7), or even as only formula
(5.4) and add formulas (5.5)-(5.7) to the set ®¢. To explicitly write formulas "Uy(c|a’) < U,(c|a¥)?

we use mutatis mutandis this very same technique considering
MT1L+ -+ <0

instead of equation (5.3) and using

PHixi - P X,
el jeJ
instead of formula (5.4).

Let us discuss the time complexity of building the set ®g. By the observations we have been
doing throughout this section, computing set ®¢ may be done in polynomial time if computing
formulas "U,(c|a’) = U,(c|a®)7 and "U,(c|a’) < U,(c|a*)7 also may be done in polynomial time.
The equations and inequalities in terms of expected utilities U, and U, that we have discussed so far
may surely be derived from a 2-player game in polynomial time. However, writing formulas (5.4),
(5.5) and (5.7) takes exponential time in the binary representation of 4y, 1 — 1 and p due to n-fold
Lo-conjunctions in expressions ni, for n € {Jx, u — 1, u}. This situation may be circumvented by
taking advantage of binary representation in the same way was done in Section 3.4.2. We need to
replace every expression ny, where n € N\ {0, 1}, by the corresponding one as in (3.11) and add the
corresponding formulas in (3.12) to the original collection (5.4)-(5.7). Therefore, we may represent
in L linear equations or inequalities (with rational coefficients given in binary representation) in
polynomial time. Then, ®¢ may be built from G in polynomial time.

A nondeterministic polynomial algorithm for computing mixed Nash equilibria for games in
2GNP or in 2G consists of the reduction from the input game G € 2GNP to its corresponding set
O, with Var(®g) C P, where P is a finite set, followed by a nondeterministic polynomial algorithm

computing partial valuations v € Val” encoding the equilibria, that is v € Valg o+ In case only
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equilibria with bounded representation size are considered, one should bound the representation

size of truth values computed by the L,-solver employed.

5.5 From PCE-COHERENCE to LIPSAT

Let us also explore a linear algebraic formulation of PCE-COHERENCE in the mixed equilibrium
setting. Let II = {P(ay) > pi, 1 <i < K} be a set of PCE for an observable game with M mixed
Nash equilibria. PCE-COHERENCE becomes the problem of deciding the existence of a vector 7

satisfying
Am > p
Yompo o= 1 (5.8)
T > 0
where A = [a;;] is a K x M matrix whose columns represent the mixed Nash equilibria in the

game. In this case a;; = 0pj(;), where p € P is such that o; € A, that is a;; is the probability
assignment of action «; in the mixed equilibrium e; by player p. The existence of small witnesses
for coherence given by Carathéodory’s Theorem (Proposition 1) also applies in this setting. This

leads to a similar complexity result for PCE-COHERENCE as we have in Theorem 22.

Theorem 29 PCE-COHERENCE over a GNP-class is a problem in NP. o

Proor This proof is totally analogous to that of Theorem 22. Suppose the observable game G =
(G,1I) is coherent and |II| = K. Therefore, there exists a probability distribution 7 over the set of
all possible (mixed) Nash equilibria that satisfy IT. By the Carathéodory’s Theorem (Proposition 1),
there is a probability distribution assigning nonzero probabilities to at most K + 1 equilibria. These
equilibria are polynomially bounded in size since G is in a GNP-class. Therefore, there is a witness

7w whose size is polynomially bounded attesting II is satisfied, so PCE-COHERENCE is in NP. g
Corollary 5 PCE-COHERENCE over 2GNP is a problem in NP. o

Example 17 We show the reduction of PCE-COHERENCE to the matrix form (5.8) for observable
game in Example 16. We only show the columns of matrix A corresponding to equilibria mentioned
in Example 16, which already provides a probability distribution satisfying the set of PCE in vector
p below; last line in A stands for ) m; = 1.

at [1 00 2] [ p2 |
a> |0 10 % 3
T
a3 |00 10 ' Pa
1 4 2
Ar = b 100 3 =|ps | =p
2 1 73
b 000 3 D6
3 T4 1
b 0110 1
|11 1 1 | 1
This matrix system is solvable due to, for example, the vector m = [%, %,0, %]’, so the PCE-

COHERENCE instance is coherent. o
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An algorithm for solving PCE-COHERENCE has to provide a means to find a solution for (5.8)
if one exists and, otherwise, determine that no solution is possible. Note that in the case of pure
equilibria, the matrix A entries a;; could have values only 0 and 1, but now a;; = op;(a;) € [0, 1].
Here, such algebraic form resembles the one of LIPSAT in Section 4.2 and, now, we provide a
reduction from PCE-COHERENCE to LIPSAT.

Let G = (G, II) be an observable game such that G is a 2-player game and IT = {P(a;) > p; | 1 <
i < K} is a set of PCE. Let P be a set of propositional variables in one-to-one correspondence to
all possible actions in GG, denote by X; € P the propositional variable associated to each action
a; appearing in II and let IIp = {P(X;) > p; | 1 < i < K}. By the polynomial reduction
in Section 5.4.2, there is a set of formulas ®¢, with P C Var(®¢), such that if we have a partial

valuation v € Valgzr((ba)

, then P is a set of propositional variables whose truth values by v represent
probabilities for mixed strategies which jointly played are an equilibrium. Construct the LIPSAT
instance g = IIp U{P(p) =1 | p € ®¢}. If all symbols x; in IIp are the equality symbol, such

LIPSAT instance may be put in the equivalent atomic normal form (®¢, IIp).

Theorem 30 Let G = (G,II) be an observable game, where G is a 2-player game and II is a set
of PCE, and let Xg be its associated LIPSAT instance constructed from G as above. Then, G is
coherent if, and only if, Xg is satisfiable. O

ProoFr This proof is totally analogous to that of Theorem 24. Suppose G coherent. There exists a
probability distribution P over the set of equilibria Eg = {ey,...,epr} such that Z]Nil P(e;) =1
and that satisfies II. Since each equilibrium is associated with a partial valuation, we consider the
probability distribution over partial valuations as the probability distribution over equilibria, taking
probability 0 to those partial valuations which are not associated to equilibria. This probability
distribution makes ¥g satisfiable.

Now, suppose g satisfiable. As the probability distribution that satisfies g makes P(¢) =1,
for all ¢ € ®g, it has nonzero value only on partial valuations related to equilibria. Since it also
satisfies II, considering this distribution as a probability distribution over equilibria, we find G

coherent. -

As a consequence of the above theorem, PCE-COHERENCE over 2GNP and 2G are polynomial
time reducible to LIPSAT provided that, in the case of 2GNP, only valuations whose values take an

adequate bounded representation size are allowed for establishing satisfiability of LIPSAT instances.

Corollary 6 PCE-COHERENCE owver 2G is a problem in NP. o

The following proposition has a reduction that we use for establishing the NP-completeness of
PCE-COHERENCE over 2GNP and 2G and the inapproximability results in next section.

Proposition 6 (Conitzer and Sandholm (2008)) Let ¢ be a CNF CPL-formula with n propo-
sitional variables. Then there exists a 2-player game G, which may be built in polynomial time,
with f; € A;, fori € {1,2}, such that ¢ is satisfiable if, and only if, it has a mized Nash equilibrium
which is a strateqy profile ogar = (01,02), where o1 assigns positive probability % to n distinct
actions in A1 \ {f1}. Furthermore, action profile oy = (f1, f2) is the only other possible mized Nash

equilibrium in G ,. o

Theorem 31 PCE-COHERENCE over 2GNP and 2G are NP-complete. O
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PROOF Memberships in NP are stated in Corollaries 5 and 6. CPL-SAT is an NP-complete problem;
let us reduce this problem to PCE-COHERENCE. Given a CNF CPL-formula ¢, let G, be the game
in Proposition 6. We consider the instance G = (G, {P(f1) = 0}) of PCE-COHERENCE, which may
be computed from ¢ in polynomial time. G is coherent if, and only if, G, has another mixed Nash
equilibrium beyond o, which happens if, and only if, ¢ is satisfiable. Thus, PCE-COHERENCE over
2GNP and 2G are NP-hard. m

There are many results stating that deciding on the existence of mixed Nash equilibria in 2-player
games with some property, such as uniqueness, Pareto-optimality, etc, are NP-complete problems
(Conitzer and Sandholm, 2008; Gilboa and Zemel, 1989). PCE-COHERENCE may be seen as an
addition to this list by Theorem 31 if one glimpses it as the problem of deciding whether there are

at most K + 1 equilibria for which there is an associated vector 7 that satisfies conditions in (5.8).

5.5.1 PCE-EXTENSION Allowing Mixed Equilibria

We now analyze PCE-EXTENSION in analogy of what has been done in Section 5.3.1. The defini-
tion of PCE-EXTENSION is analogous to that of the pure equilibrium case, i.e. given a coherent
observable game G = (G, II), where G is a 2-player game, and an action a; € A;, PCE-EXTENSION
consists in finding probability functions P and P that satisfy II such that P(a;) is minimal and
P(a;) is maximal. As far as approximation algorithms are concerned for PCE-EXTENSION, we have

analogous results to Theorems 25 and 26.

Theorem 32 Unless P = NP, there does not exist a polynomial time algorithm that approximates,

to any precision € € (0, %), the expected value by the minimization version of PCE-EXTENSION. g

Proor CPL-SAT is an NP-complete problem; let us reduce this problem to PCE-EXTENSION.
Given a CNF CPL-formula ¢, let G, be the game in Proposition 6. We consider the coherent
observable game G = (G, {P(a;) > 0}), for some arbitrary a; € A;, for i € P, together with
action f; as an instance of PCE-EXTENSION. The reduction from ¢ to G may be computed in
polynomial time. Suppose there exists a polynomial time algorithm that approximates to precision
e € (0, %) the expected value by the minimization version of PCE-EXTENSION. If ¢ is not satisfiable,
the only equilibrium in Gy, is of, then P(f;) = 1 and the supposed algorithm should return
m>1—¢e> % On the other hand, if ¢ is satisfiable, P(f;) = 0 and the supposed algorithm should
return m < 04+ ¢ < % Therefore, such algorithm decides an NP-complete problem in polynomial
time and P = NP. ]

Theorem 33 Unless P = NP, there does not exist a polynomial time algorithm that approximates,

to any precision € € (0, %), the expected value by the mazximization version of PCE-EXTENSION. o

Proor CPL-SAT is an NP-complete problem; let us reduce this problem to PCE-EXTENSION.
Given a CNF CPL-formula ¢, let G, be the game in Proposition 6. We consider the coherent
observable game G = (G, {P(a2) > 0}), for some arbitrary as € As, together with some arbitrary
action a1 € A; \ {fi} as an instance of PCE-EXTENSION. The reduction from ¢ to G may be
computed in polynomial time. Suppose there exists a polynomial time algorithm that approximates
to precision € € (0, %) the expected value by the maximization version of PCE-EXTENSION. If ¢
is not satisfiable, the only equilibrium in G, is oy, then P(a1) = 0 and the supposed algorithm
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should return M < 04 ¢ < %. On the other hand, if ¢ is satisfiable, P(a;) = % and the supposed
algorithm should return M > %—5 > %. Therefore, such algorithm decides an NP-complete problem

in polynomial time, hence P = NP. ]

PCE-EXTENSION in the mixed equilibrium setting may also be solved by Algorithm 9 with
PCECoherence(G, IT) now being a process that allows mixed equilibria. We have a similar result

as in Theorem 27.

Theorem 34 Given an instance of PCE-EXTENSION over 2GNP or 2G and a precision € > 0,
PCE-EXTENSION can be obtained with O(|loge|) iterations of PCE-COHERENCE. o

5.6 Some Thoughts on Game-Theoretic Modeling

We can divide the study of equilibrium problems in two fundamental aspects. On the one hand,
the model per se; in this case, equilibrium concepts are often understood as models that explain
(rational or not) agent behavior, e.g. in the markets or in a biological system. On the other hand,
algorithms; such issues become relevant in the cases where it is important to actually compute an
equilibrium. Coherence of observable games — or, coherence of probabilistic constraints on equilibria
— does not constitute a concept of equilibrium, however we can make an analogy between their
study and the two aforementioned aspects. Indeed, in this chapter, we formalized the concept of
coherent observable games and solved the Coherence and Extension Problems.

The coherence of an observable game models the interaction that the uncertainty about the
game should have with the knowledge that such game reaches equilibrium. Thus, an incoherent
observable game explains the inevitable failure of the observer in taking advantage of his position
of observer, e.g. the sure loss of the better in de Finetti’s probability interpretation or the poor
management of the local beer producer observing the oligopolistic market. However, it is important
to notice that the observer’s subjective probability assignments may be coherent and still far from
reality. In this way, an incoherent observable game alone may be enough to explain the failure of
the observer, but a coherent observable game is not enough to guarantee his success. All in all,
the sharpness of the observer’s probability assignments also depends on how deep is his knowledge
about the game and to be coherent is only part of his enterprise in making a good analysis of the
game he observes.

As far as equilibrium concepts are concerned, the usefulness of the actual computation of equi-
libria is part of an ongoing debate (Papadimitriou and Roughgarden, 2008). Since by the aspect of
the model per se, an equilibrium concept explains agents behavior, the actual computation of an
equilibrium might be regarded as completely irrelevant. Nevertheless, it might also be argued that
it is only reasonable to accept that agents behave according to an equilibrium if it is not too hard
to compute such equilibrium. In light of this discussion, we may conclude that the hardness results
concerning PCE-COHERENCE point to the difficulty of the observer in being coherent; thus, it may
explain failures in the management by local producers when competing with oligopolists.

However, PSAT and LIPSAT have been shown to have easy-hard-easy phase transition, which
means that possibly most cases of PCE-COHERENCE over GNP-classes can be solved easily. By this
hypotheses, in most cases it is not difficult for an observer to be coherent and then the responsibility

for a poor management falls entirely over the poor knowledge on the oligopolistic market by the
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local producer. Moreover, we believe that the framework of observable games we set in this chapter
is in the interest of an observer who actually wants to compute the coherence and the extension of
his probabilities over actions which are in equilibrium independently of whether this equilibrium was
actually computed or how it was established; e.g. again, the local producer observing an oligopolistic
market. In this way, the reductions from PCE-COHERENCE to PSAT and LIPSAT are encouraging
due to their phase transition behavior and the improvement in the technologies for implementing
linear algebraic solvers and CPL-SAT, PSAT and even LIPSAT solvers.

g._,{e?-;._:
GRS

The following paper, which is related to this chapter, has been submitted to a journal and is

currently under review.

e Sandro Preto, Eduardo Fermé and Marcelo Finger. Coherence of probabilistic constraints on

Nash equilibria.
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Chapter 6

Conclusions

In general, we applied semantics modulo satisfiability — a restricted semantics which comprehends
only valuations that satisfy some specific set of formulas — in computationally tackling some
problems in an efficient way. Evaluation via such restricted semantics was already present, although
not evidenced, in the work of Finger and De Bona (2015) for solving the Probabilistic Satisfiability
Problem; we defined an adequate framework for semantics modulo satisfiability, which was used
throughout all this thesis. We believe we have shown how natural such concept is, first, by examining
it in analogy to non-valid formulas and in parallel with propositional theories and, second, by
applying it in the ways we did.

We investigated implicit representations of functions by logical formulas in the Lukasiewicz
Infinitely-valued Logic by means of semantics modulo satisfiability; we called such concept repre-
sentation modulo satisfiability or representation in the ¥..o.-MODSAT system. Rational McNaughton
functions were constructively shown to be representable in t...-MODSAT, which yielded a poly-
nomial algorithm for building the representations. An implementation of the algorithm together
with results of experimental tests were presented and, in order to set up the tests, we established
classes of rational McNaughton functions from where random such functions may easily be chosen.
In comparison with the existing literature, we were able to conclude that our approach has the ad-
vantage to efficiently build representations in a logical framework whose associated problems have
reasonable complexity and there is considerable literature about them.

Moreover, as an application of the aforementioned representational framework, we used the
reasoning structure of Lukasiewicz Infinitely-valued Logic to set up a framework of formal analysis
of reachability and robustness of neural networks, which are functions that may be approximated by
representations in f,-MODSAT. We also presented the results of our analysis of an actual neural
network that is an exact rational McNaughton function.

In the area of probabilities, we provided a theoretical basis for the development and implemen-
tation of probabilistic reasoning over Lukasiewicz Infinitely-valued Logic, specifically to solve the
LIPSAT problem. Analogous to the PSAT-solving of Finger and De Bona (2015), semantics mod-
ulo satisfiability played an important role in LIPSAT-solving due to the input atomic normal form,
which states probabilistic assignments to propositional variables intending to be in accordance with
a propositional theory. A phase transition behavior was empirically observed.

In the last subject we dealt with, we addressed a scenario in game theory which is unlike the
ones in the previous applications since, instead of taking place a priori in a logical framework, it

was translated into one in order to achieve the means to solve the raised problems. The problem
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of PCE-COHERENCE was reduced either to PSAT or LIPSAT in a way that heavily subsumes
semantics modulo satisfiability for assigning probabilities agreeing with a propositional theory;
again, this shows how natural semantics modulo satisfiability are. Such reductions have made it
possible to provide complexity analysis and algorithms for PCE-COHERENCE through both PSAT-
and LIPSAT-solving. PCE-COHERENCE over GNP-classes were shown to be in NP and to be NP-
complete over NP-complete GNP-classes. We also provided a reduction from PCE-EXTENSION to
PCE-COHERENCE.

6.1 Future Work

For the future, other applications of semantics modulo satisfiability may be identified in a variety
of logical systems both to approach established problems — as in the cases of LIPSAT and PCE-
COHERENCE — and define new useful concepts — as in the case of L,-MODSAT. For instance,
the work of Finger (2019) has rephrased decision problems as CPL-SAT and PSAT in a way that
only admits a restricted underlying semantics; these problems turned out to be polynomial. The
rephrased problems have not been placed in the framework of semantics modulo satisfiability, how-
ever, we believe such approach would perfectly fit them. In addition, the applications presented in
this thesis also have room for further study.

Both the algorithm for building representations in f...-MODSAT and its implementation might
be improved in order to achieve efficiency gains. The formal analysis of neural networks is a work still
in its dawn in which we may envision two directions to pursue: the effective codification of general
neural networks as (approximate) rational McNaughton functions in the regional format encoding,
so representable in Y..o.-MODSAT by our algorithm, and the formalization of more of their desirable
properties in the language of fLukasiewicz Infinitely-valued Logic with a view to the emerging field
of verification of neural networks. Despite our identification of neural networks with the functions
that they determine, the experiment in Section 3.6.1 shows that it is not a trivial problem to
translate from the neural network typical graph models to rational McNaughton functions in regional
format. Also, despite the extensive literature on computational problems related to L, to effectively
perform robustness verifications as proposed, an efficient approach to the decision on the validity
of logical consequence in Y.ukasiewicz Infinitely-valued Logic is still needed, as the experiment also
made clear.

Moreover, Amato et al. (2002) raised the hypothesis that the representation of neural networks
in a logical system may be useful in their interpretability, which happens to be a challenge to
their development; thus, approximate representations in f...-MODSAT might play a role in such
endeavor.

On the LIPSAT problem, one may focus on the improvement of the solvers having the anal-
ysis of the phase transition as a qualitative guideline. From a theoretical perspective, it may be
worth investigating the connections between probabilities in accordance with a propositional theory
Th(T), where a distribution only assigns positive probability to valuations in a semantics modulo
satisfiability Valr, and conditional probabilities given that the formulas in I' have occurred.

Finally, concerning observable games, besides tackling some practical problems and implemen-
tations of PCE-COHERENCE and PCE-EXTENSION, the techniques presented might be expanded

to other forms of equilibrium such as e-Nash equilibrium (Daskalakis et al., 2009).
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