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Resumo

FIGUEIREDO, N. S. Representação eficiente adaptativa multiresolução de sinais musi-
cais. Dissertação (Mestrado) - Instituto de Matemática e Estatística, Universidade de São Paulo,
São Paulo, 2020.

A inerente troca entre resolução no tempo e na frequência de transformadas convencionais
(como a Transformada Discreta de Fourier) pode ser um inconveniente na representação de sinais
musicais, já que tais transformadas são incapazes de localizar simultaneamente eventos percussivos
com precisão no tempo e eventos melódicos com precisão na frequência. Representações adaptativas
buscam contornar essa limitação variando o tamanho da janela de análise utilizada em cada região
do plano tempo-frequência, e possuem aplicações como entrada para algoritmos automáticos de
transcrição de música, separação de fontes e análise de expressividade musical.

O projeto apresentado tem como objetivo principal o desenvolvimento de uma representação
adaptativa de baixo custo computacional, cuja estrutura se opõe à tradicional combinação de repre-
sentações de diferentes resoluções pré-computadas. O proposto Iteratively Refined Multiresolution
Spectrogram (IRMS) funciona a partir de refinamentos sucessivos em cima de um espectrograma
inicial de baixa resolução de frequência, localizados nas áreas do plano tempo-frequência nas quais
existe informação musical como notas, harmônicos e elementos expressivos. Seu desenvolvimento
passa pela investigação de estimadores de informação musical e técnicas de processamento em sub-
bandas que permitam uma computação eficiente de representações em alta resolução de regiões
isoladas do plano tempo-frequência.

Para a investigação de algoritmos de processamento em sub-bandas para essa finalidade, foi
desenvolvida uma aplicação que permite a visualização em alta resolução de áreas específicas de um
espectrograma. Um experimento comparativo entre diferentes estimadores de informação musical
foi conduzido, com bons resultados para as entropias de Shannon e Rényi. Também são apresen-
tados detalhes técnicos sobre a integração entre detecção de subregiões musicais e seu refinamento
via processamento em sub-bandas, que dá origem à implementação final da IRMS. Como avaliação
da solução, um experimento final comparativo baseado em custo computacional entre diferentes
representações no plano tempo-frequência foi realizado. A IRMS alcançou tempos de execução or-
dens de magnitude menor do que as outras representações adaptativas avaliadas, e em algumas
configurações apresentou custo computacional competitivo em relação à CQT e à STFT, validando
a nossa proposta de uma alternativa eficiente para representações adaptativas.

Palavras-chave: representação multi-resolução, representação adaptativa, transcrição automática
de música, computação sonora e musical.
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Abstract

FIGUEIREDO, N. S. Efficient adaptive multiresolution representation of music signals.
Dissertation (Masters degree) - Instituto de Matemática e Estatística, Universidade de São Paulo,
São Paulo, 2020.

The inherent trade-off between time and frequency resolutions, which exists in conventional
transforms (such as the Discrete Fourier Transform) may be a hindrance for the representation
of music signals, since these transforms are incapable of simultaneously locating percussive events
with precision in time and melodic events with precision in frequency. Adaptive representations
intend to address this limitation by varying the analysis window size used in sub-regions of the
time-frequency plane (TFP), and can be used as input representations in algorithms for automatic
music transcription, source separation and musical expressiveness analysis.

The main objective of the presented work is the development of an efficient adaptive trans-
form, that serves as a counterpoint to traditional algorithms based on the combination of precom-
puted representations with different resolutions. The proposed Iteratively Refined Multiresolution
Spectrogram (IRMS) works by performing successive refinements on top of an initial low frequency
resolution spectrogram, located in the areas of the TFP that contain musical information such as
notes, harmonics and expressive elements. Its development is built on the investigation of musical
information estimators and sub-band processing techniques that allow the efficient computation of
high resolution representations within isolated subregions of the TFP.

As an investigation of sub-band processing algorithms for this task, a GUI application was built
for the detailed high-resolution visualization of specific areas of a spectrogram. A comparative ex-
periment between different musical information estimators was conducted, with good results for
Shannon and Rényi entropies. This work also presents technical details on the integration between
the detection of musically relevant subregions and their refinement via sub-band processing, that
defines our final implementation of the IRMS. As an evaluation of the final solution, a compar-
ative experiment based on computing cost between different time-frequency representations was
conducted. The IRMS achieved execution times orders of magnitude faster than the other evalu-
ated adaptive representations, and in some configurations presented a competitive computational
cost with respect to the STFT and CQT, thus validating our proposal of an efficient alternative for
adaptive representations.

Keywords:multiresolution representation, adaptive representation, automatic music transcription,
sound and music computing.
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Chapter 1

Introduction

1.1 Context

Frequency domain representations are an integral part of signal processing, whether it be for the
analysis of speech, image and music signals, or of other signals in areas such as telecommunications,
medical sciences, applied mathematics, physics and many others. Specifically in the Sound and
Music Computing research area, tasks like source separation, automatic music transcription, music
information retrieval (MIR), signal transformation and noise reduction generally use as starting
point frequency domain representations of the analyzed signals. Consequently, all of the processing
and its results are conditioned by the quality of this representation, which, if computed with a
non-optimal resolution, can lead to blurring and poor localization of events in the time-frequency
plane.

Recently, with the rise of machine learning techniques in the MIR area, large data sets have
become an essential part of research. These data sets are mostly comprised of music (annotated
or not) in their time domain representation, and algorithms that use frequency representations as
input data must compute them for the whole data set, which puts focus on the computing cost of
these analysis techniques. This landscape serves as context and motivation for the investigation of
alternative adaptive algorithms for frequency domain representations of music signals.

1.2 Motivation and applications

The spectrogram is a widely used analysis/representation tool in sound and music computing,
despite the fact that the linear frequency resolution of the Short-Time Fourier Transform (STFT)
is rarely adequate for applications dealing with music signals. Pitches in the 12-tone tempered scale
(which is dominant in the western music) are distributed in a logarithmic fashion: the so-called
semitone distance between adjacent tones is always relative and roughly equal to 5.9463% of the
frequency of the lowest tone (see Fig.1.1). Furthermore, the human ear presents an approximately
exponential resolution between 500 Hz and 20 kHz [Moo95], making it capable of more easily
differentiating small frequency changes in the lower registers as opposed to higher registers. This
serves as motivation for representations that sample different frequency ranges at different rates,
which are called multiresolution representations.

The trade-off between frequency and time resolution, which is a defining characteristic of the
STFT (discussed in detail in Section 2.2), also serves as motivation for the use of other represen-
tations besides the STFT spectrogram. This trade-off, also referred to as the uncertainty principle,
makes it impossible for signals with melodic and percussive spectral characteristics such as mu-
sic signals to be sparsely represented by a single STFT analysis, since either percussive events or
melodic events will be poorly located in the time-frequency plane according to the analysis window
chosen. This causes problems for tasks such as automatic music transcription (AMT) that depend
on the precise detection of note onset times and melody extraction. Analysis of musical expressive-
ness (the automatic identification of glissandi, tremolo, vibrato) also depends on both precise time

1



2 INTRODUCTION 1.3

Figure 1.1: The frequency in Hz of every note in an 88-key piano, with a linear and logarithmic y axis:
the linear aspect of the logarithmic plot illustrates the logarithmic distribution of frequencies for the 12-tone
tempered scale.

and precise frequency resolutions. These tasks motivate the development of adaptive representa-
tions for music signals, which are representations that vary both time and frequency resolutions in
different regions of the time-frequency plane, according to local characteristics of the signal being
analyzed.

Another motivation for the research proposed here arises from a prevalence found in the lit-
erature on adaptive representations: most algorithms follow the same framework, where several
representations are precomputed for the entire signal, and then used to compose a multiresolution
spectrogram. This introduces an inefficiency in the process: several regions of these representations
are discarded after their computation, causing an enormous computational overhead. This moti-
vates the investigation of a more efficient representation that avoids the unnecessary computation
of high-resolution regions of the time-frequency plane, performing them only when there is evidence
of the presence of relevant musical events in that region. This way, such a representation could
eventually use the same amount of data of a fixed-resolution spectrogram while providing a more
precise representation, by using very coarse resolutions in areas that do not contain musical events
and high resolution representations of musically relevant regions.

The applications of such a representation are many: as stated, this would provide a useful
representation for AMT-related tasks such as melody extraction, onset detection and musical ex-
pressiveness analysis. Given that the adaptive strategy aims to precisely locate all relevant musical
events present in a signal, this is a potentially valuable representation for source separation algo-
rithms, because the amount of noise and cross-components between sources would be minimized. In
more general terms, since its objective is to produce an accurate representation of a music signal,
it could potentially serve as an alternative input representation for any MIR algorithm that relies
on spectrograms as input data.

1.3 Related work

Among multiresolution representations, the Constant-Q Transform (CQT) [Bro91] is widely used
as an input representation for tasks such as monophonic fundamental frequency tracking [Bro92],
source separation [JFB+11, GSD12], and pitch shifting [SKS13]. Since the main motivation behind
the CQT is the representation of music signals, it takes into consideration the logarithmic distri-
bution of frequency of the notes in the tempered scale. Because of that, its frequency resolution
is geometrically related to the absolute frequency value: the Q factor is given by Q = f/δf where
f is the frequency value and δf is the resolution, and it is constant for every value of f . This
results in each musical octave being represented with the same number of bins. In [SKHD14], an
expansion of the CQT called the Variable-Q Transform is presented, where the Q factor is allowed
to vary smoothly in order to create constant filter bandwidths towards the lower frequencies. This
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is done in order to mitigate the cost of using very long windows in lower octaves, and to make its
filters more closely resemble the human auditory system, which is approximately constant-Q only
for frequencies above 500 Hz and approaches constant bandwidth in lower frequencies.

A general framework for adaptive representations is presented in [LT06], along with a specific
algorithm. In it, the time-frequency plane is divided into sub-regions and for each one the sparsest
representation amongst a set of alternatives is chosen to represent it; the sparsity measure chosen
is a form of entropy. By effectively varying the window size used in order to produce the repre-
sentation of each subregion, this solution tries to mitigate the uncertainty principle by maximizing
the sparsity of the final representation. In [dC20], several methods for the combination of previ-
ously computed spectrograms are presented and divided into three groups: bin-wise combinations,
combinations based on local information and combinations based on image analysis. Similarly to
the work in [LT06], this second group presents methods that utilize the Gini index as a measure of
sparsity used to weight the combination of the precomputed spectrograms. A formal mathematical
framework for the analysis, transformation and resynthesis of a signal with adaptive time-frequency
resolution based on nonstationary Gabor frames is developed in [LRM+13]. Rényi entropies are
used as a sparsity measure for the choice between different sets of analysis windows at each time
frame of a signal, and a resynthesis method is provided along with a theoretical upper bound for its
error. A similar algorithm is given in [JT07]: the time-frequency plane is divided into rectangular
regions, and for each one the sparsest (according to Rényi entropy) Gabor representation among
a family of representations is chosen. Then, this initial representation is inverted, and subtracted
from the original signal. The resulting residual signal is again approximated using the same adaptive
algorithm, and the process is iterated until a criterion is met, resulting in a layered representation
of the original signal. Besides entropy, energy variance has also been used as a measure of relevance:
in [ZN77], an adaptive coding technique for speech signals is developed using energy variance of the
transform coefficients as an information estimator.

Other relevant multiresolution representations and methods include discrete wavelet transforms,
which represent a given signal using basic functions derived from a mother wavelet that can be
of varying frequency and limited time duration. Dyadic [FS99] and Multiplexed [Eva93] wavelet
transforms have been investigated as the basis for pitch estimation algorithms. Reassignment meth-
ods [HM03] use phase information in order to represent simple sinusoids, linear chirps, and impulses
with a higher resolution than the inherent FFT resolution tradeoffs, and have been used for melody
extraction [GH99]. The Coupled PLCA [NMG+10] method computes a multiresolution represen-
tation by jointly decomposing two spectrograms, one with a high frequency and one with a high
temporal resolution. This method is applied successfully to speech analysis, although conversion of
the algorithm is not guaranteed. While these are valid approaches for computing multiresolution
representations, this work focuses on adaptive methods that use the STFT as their foundation in
order to maintain a clear interpretability of results based on the basic waveforms of the FFT and
musical information on the TFP.

Sub-band processing is found on many compression algorithms for audio, images and video,
such as JPEG [Wal92], MUSICAM [DLU91] and MPEG [LG91]. In [TC79], a general sub-band
coding framework is presented where the original signal is analyzed with a time-domain filter bank,
and each band is ring-modulated to DC and low-passed before being subsampled. A more efficient
sub-band coding technique is presented in detail in [VSW91]: the modulation, low-pass filtering
and subsampling steps are substituted by a single undersampling step, that in effect subsamples
and modulates the signal at the same time. In [Rot83], polyphase quadrature filters are used for
a computationally efficient front-end for sub-band coding. These techniques are also a part of
multiresolution transforms: in [SK10], an efficient algorithm for the computation of the CQT is
presented, where CQT coefficients are computed one octave at a time, based on a recurring analysis,
filtering and subsampling algorithm.
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1.4 Objectives

As stated in Section 1.2, tasks such as automatic music transcription motivate the development
of representations that accurately represent all musical events contained in a music signal. From
the studied solutions, the additional motivation of exploring a more efficient approach to adaptive
representations was formulated.

In summary, this research project has as its main objective the development of an efficient
adaptive time-frequency representation based on the detection of musically relevant subregions of
a spectrogram and their iterative refinement. This development is supported by the investigation
of the following questions:

• How reliably can we detect the subregions of a spectrogram that contain musical events?

• Is sub-band processing an appropriate solution for the efficient refinement of isolated regions
of the time-frequency plane? What would be a suitable sub-band processing algorithm for this
task?

• Is the proposed scheme of detection and refinement computationally more efficient than the
traditional framework of combination of precomputed representations? Additionally, how does
it compare, with respect to computing costs, to other single resolution and multiresolution
representations?

These questions are further detailed in Chapter 3.

1.5 Structure of this Dissertation

Chapter 2 introduces the conceptual and technical tools involved in the development of this
project, along with technical discussions of related work. Chapter 3 begins with a conceptual
overview of our adaptive representation proposal. Further details are given into the questions raised
by this proposal and the steps planned in order to investigate them and accomplish the objectives
of this work. A technical description of the implementation of both a tool relating to the explored
sub-band processing techniques and the proposed adaptive representation itself is given in Chap-
ter 4. Chapter 5 lays out the technical details of the conducted experiments, along with their results
and discussions. Finally, Chapter 6 offers an overview of this research project, its contributions and
future work.



Chapter 2

Fundamental Concepts

This chapter introduces the conceptual tools which are central to the the development of this
project and offers a technical description of related work.

2.1 STFT and spectrogram

2.1.1 Time and frequency domain representations of audio signals

Audio is represented digitally by sampling the sound pressure wave at a constant rate. This rate
fs is called the sampling rate, and its inverse Ts = 1/fs is the sampling period. Therefore, a digital
audio file can be understood as a sequence of values {xn} ∈ R that describe a waveform over time.
This is the time domain representation of an audio signal (see Figure 2.1a).

Signals can also be represented in the frequency domain by their decomposition into a sum
of basic functions. The Fourier transform decomposes a signal into a sum of sinusoidal components.
The Discrete Fourier Transform (DFT) of a signal {xn} = x0, x1, ..., xN−1 containing N samples is
given by {Xk} = X0, X1, ..., XN−1 where:

Xk =
N−1∑
n=0

xn · e−2πikn/N , (2.1)

and expresses the original signal as the following linear combination of complex exponential signals:

xn =
1

N

N−1∑
k=0

Xk · e2πikn/N . (2.2)

2.1.2 Spectrogram

The Short Time Fourier Transform (STFT) performs the above decomposition repeatedly for
small segments called window frames of a signal. The result is a matrix that represents the evolu-
tion of these coefficients over time. Since these coefficients are complex values, it is often more useful
to plot their magnitudes (resulting in a magnitude spectrogram) or their squared magnitudes
(resulting in a power spectrogram) as a heat map (see Figure 2.1b). The plane in which these
values are plotted is called the time-frequency plane (TFP). This type of visualization is widely
used in the area of signal processing.

2.2 Time-frequency resolution

The formula for the IDFT in Eq. 2.2 expresses the original signal as a linear combination of
complex exponential signals of form e2πikn/N . For a signal sampled at fs Hz, the translation between

5
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(a)

(b)

Figure 2.1: a) Waveform representation of an audio signal (time domain representation) b) Magnitude
spectrogram of an audio signal (frequency domain representation)

time t in seconds and sample index n is given by n = t · fs, which means Eq. 2.2 can be rewritten
as:

xn =
1

N

N−1∑
k=0

Xk · e2πiktfs/N . (2.3)

It is worth noting that the analog waveform e2πiqt makes q complete cycles per second, therefore
the exponential signals being used to represent the original signal have frequencies equal to k ·fs/N
Hz. From this, the following observations can be made:

1. The DFT represents the analyzed signal by a linear combination of complex signals with
frequencies evenly spaced by fs/N Hz. In other words, the frequency resolution of the DFT
is given by fs/N Hz, where fs is the sampling frequency and N is the size of the analysis
window in samples;

2. The frequency resolution varies with the analysis frame size N and hence with the duration
of the signal N/fs.

Observation 1 states that the DFT is a fixed resolution transform. Since the frequencies of the
basic waveforms used to represent the analyzed signal are linearly spaced, equal importance is given
for each frequency band on a linear scale, and thus increasing importance is given to higher pitches
(more coefficients per music interval). Observation 2 explains the trade-off between frequency and
time resolution of the DFT, which also reflects the global nature of the basic waveforms1. Whenever
a finer frequency resolution is needed, the analysis window size N needs to be bigger, which means
that a bigger time slice of the signal has to be analyzed, and so the spectral characteristics of the
adjacent portions of the original signal slice are now part of the same analysis coefficients (leading to

1These are global in the context of the analysis window, in the sense that each waveform e2πikt/T in the IDFT
Equation 2.2 represents an unchanging frequency component within the window.
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a coarser time resolution). If a finer time resolution is needed, N needs to be smaller, thus lowering
the number of frequencies sampled by the DFT (leading to a coarser frequency resolution). This
trade-off makes it impossible for signals with both melodic and percussive spectral characteristics
such as music signals to be adequately represented by an STFT analysis: as shown in Fig. 2.2,
percussive hits will be poorly time-located if a big analysis window is used (right), and melodic
lines will be poorly frequency-located if a small analysis window is used (left).

(a) (b)

Figure 2.2: Two spectrograms of the same time slice of a music signal containing percussive and melodic
elements. a) A high time resolution spectrogram (analysis window of 512 samples) that locates poorly the
melodic events (particularly the note at 128 Hz) in the frequency axis. b) A high frequency resolution spec-
trogram (analysis window of 4096 samples) that locates poorly the percussive events in the time axis.

2.2.1 Multiresolution representations

In order to circumvent this trade-off, multiresolution representations were developed. These are
representations that do not use evenly-spaced sampled frequencies: more importance is given to
specific frequency bands in detriment of others.

Among multiresolution representations, the Constant-Q Transform (CQT) [Bro91] is of special
importance for this work. It is a transform developed for the analysis of music signals, motivated
by the logarithmic distribution of the frequencies of notes in the tempered scale. Its frequency
resolution is geometrically related to the frequency: there is a constant ratio between frequency
value and resolution, given by the Q factor. For example, if a distinction between semitones is
needed in the analysis, one often chooses a quarter-tone frequency resolution (δf = 2

1
24 − 1), and

so Q = f/δf = f/(0.029f) = 34 in this case.
This transform was initially presented in [Bro91] as an adaptation of the DFT formula, varying

the analysis window size according to the frequency being sampled. This causes the analysis of
lower frequencies to be computed with very large windows, resulting in high computational cost.
For instance, if Q = 34, for a signal sampled at 48 kHz, the 100 Hz frequency is sampled with a
window of size N=48000/(100/34)=16320.

2.2.2 Adaptive representations

Another way to address the trade-off issue is to vary the analysis window size according to some
characteristic of the signal being analyzed. Ideally, for the analysis of music signals, small windows
would be used in moments where percussive events occur, and large windows would be used in
moments where melodic events occur. This way, percussive elements would be time-located with
precision and melodic elements would be frequency-located with precision. Representations that
adapt their characteristics according to the signal being analyzed are called adaptive represen-
tations.

Lukin & Todd [LT06] present a general framework for adaptive representations (depicted in Fig.
2.3), where several representations of a signal are processed in parallel using different filter banks
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Figure 2.3: A general structure for adaptive time-frequency representations (adapted from [LT06]).

(STFTs with different window sizes, for example) and combined according to some type of infor-
mation extracted from the signal. A specific algorithm is presented where different representations
of a signal are compared according to their entropy: the TFP of a spectrogram is divided in small
rectangular regions and for each subregion the representation with the smallest entropy is chosen,
thus creating a multiresolution spectrogram. It is worth noting that this structure requires different
representations of the entire signal to be computed before a choice is made on whether they are
used or not for every subregion of the TFP, which means that a lot of data is computed and then
discarded. Adaptive representations that follow this framework are prevalent in the literature and
can be found in [dC20, LRM+13, JT07, CS10, JH17, KG13].

2.3 Sparsity measurements

An important conceptual part of adaptive representations is the quality of a given represen-
tation: given a set of representations of a specific region of the TFP, which one best represents
the signal? As a rule of thumb, the sparsest representation is generally chosen to be the best. The
sparsest representation is the one that maximizes the concentration or peakiness of information,
being therefore the one that best localizes musical events (melodic notes or percussive hits) in the
TFP.

Entropy is widely used for estimating signal information and complexity in the TFP. This is
possible because entropy functions exploit the analogy between signal energy densities and probabil-
ity densities [WBH91]: certain parallel characteristics between time-frequency representations and
probability density functions suggest the Shannon entropy as a measurement for the complexity of a
given time-frequency representation. Baraniuk et al. mention that “the negative values taken on by
most TFRs prohibit the application of the Shannon entropy due to the logarithm” [BFJM01], but of
course this can easily be corrected, since the range of the logarithm depend on the reference level (i.e.
using the threshold of hearing or the minimum amplitude for a given bit-depth). This limitation can
be avoided by the use of Rényi entropies, which form a class that generalizes the Shannon entropy.
This class of functions is widely used in adaptive transform algorithms [LRM+13, BRSS19, JT07].



2.4 SUB-BAND PROCESSING 9

The Rényi entropy Hα of a discrete time-frequency representation C[n, k] with time step δt and
frequency step δf is given by:

Hα(C[n, k]) :=
1

1− α
log2

∑
n

∑
k

(
C[n, k]∑

n′
∑

k′ C[n
′, k′]

)α
+ log2δtδf .

As shown in [WBH91], the third-order Rényi entropy is immune to the negative time-frequency
representation values and also measures signal complexity. A detailed review of its properties is
given in [BFJM01]. Careful interpretation and analysis of the α parameter is needed, as different
values of α determine different concepts of sparsity [LBR11]: as α increases, the difference between
the entropy value of a sparse representation and a diffuse one increases. While high α values provide
measures of entropy that are robust to noise, they are also less sensitive to weak spectral partials
that should be taken into consideration in the measurement of musical contents. The parameter
α, then, should be chosen taking into consideration this trade-off between robustness to noise and
sensitivity to partials. An α value of 3 is commonly used [BRSS19, BFJM01], but other values can
be useful: α = 0.7 is chosen empirically in [LBR11], and with α = 0.3 the entropy value is analogous
to the power law that relates loudness levels in phons to perceived loudness in sones [LRM+13].

2.4 Sub-band processing

Sub-band processing is any form of processing that splits a signal into different frequency bands
(whether by FFT analysis or a time-domain filter bank) and processes them separately. This type
of processing is commonly used in audio compression algorithms and speech signal coders and
transmitters, as well as in some multiresolution representations.

An efficient algorithm for the CQT based on sub-band processing is presented in [SK10]. In
this implementation, the transform is performed an octave at a time, in the following manner: the
implemented transform kernel produces only the coefficients for the highest octave of the audio
signal. After these coefficients are calculated, the signal is low-pass filtered in order to remove the
higher octave that has already been transformed. The signal is then subsampled by a factor of 2. This
process is then iterated with the same transformation kernel, in order to obtain the coefficients for
the next highest octave. This is repeated until all octaves of interest are processed. This algorithm
takes advantage of the fact that the DFT frequency resolution is the ratio between the sampling
frequency and the size of the analysis window. Since the signal is subsampled by two at each round
and the analysis window (transformation kernel) remains the same, the resolution doubles for each
subsequent octave, thus resulting in the desired constant Q factor. The computational complexity
of this algorithm is that of the DFT times a fixed number of octaves desired.

Sub-band processing is also common in compression algorithms as part of the sub-band coding
technique [TC79]: this type of algorithm begins with an M-channel filter bank. Each channel is then
modulated in order to shift the center frequency to DC, low-passed and compressed (subsampled) by
a factor according to the Nyquist frequency [CWF76]. This analysis process is depicted in Figure 2.4.
The signal can be reconstructed by expanding each channel to the original sampling frequency by
filling in with zeros, low-pass filtering the signal, re-modulating the signal back to the original center
frequency and summing all channels.

A more efficient sub-band coding structure called integer-band sampling is presented in [VSW91].
After the filter bank analysis, the modulation, low-pass filtering and subsampling stages are sub-
stituted by a single subsampling step. Subsampling is performed in such a manner as to alias the
signal in an advantageous way, in effect shifting the band-limited signal close to DC and achieving
modulation and subsampling in one single step. This type of processing is also called undersam-
pling [HP02, K+03] and is analyzed in further detail in Section 2.4.3.

Because of the computational efficiency of the above undersampling process, this appears to be a
promising direction for developing a low-cost adaptive transform. This type of sub-band processing
combines a computationally lightweight DFT analysis with a high frequency resolution for each
band. For example, if a signal originally sampled at 40000 Hz is split into 20 different frequency
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bands spanning 1000 Hz each, each band can potentially be subsampled (after modulation) at 2000
Hz. Then, if transformed with a DFT using a 500-sample analysis window, each band could be
visualized with a frequency resolution of 4 Hz. In order to attain this resolution in the original
signal with a regular DFT, it would be necessary to use a 10000-sample window. Each step of
a sub-band processing algorithm for the proposed adaptive transform is detailed in the following
subsections.

2.4.1 Band-pass filtering

Sub-band processing starts with a filter bank of time-domain band-pass filters (alternatively, a
FFT filter bank can be used). Filter banks used in sub-band coding usually have 4 to 8 bands [CWF76,
TC79] and each band-pass filter is designed to have sharp cutoff frequencies in order to isolate in-
dividual bands as much as possible.

Filter design takes into consideration the trade-off between smoothness and roll-off sharpness:
ripples inside the passband and stopband allow for sharper roll-offs, but produce higher distortion
in the signal [Ham98]. The choice of filter architecture is usually made between Butterworth filters
(allow no ripples in the passband or stopband), Chebyshev type 1 filters (allow ripples in the
passband), Chebyshev type 2 filters (allow ripples in the stopband) and elliptic filters (allow ripples
in both the passband and stopband). Smooth filters are usually necessary for filter-bank applications
that are concerned with the later reconstruction of the signal, since the overlap-add property is
needed in the frequency domain.

Usually, every sub-band has the same bandwidth, but some adaptations can be made according
to the application of the filter bank. For example, if trying to compress a piano recording to be
used in an automatic music transcription algorithm, since the 8 kHz–20 kHz range does not contain
fundamental frequencies of a typical 88-note piano, fewer bands may be used in that range as
compared to the 20 Hz–8 kHz range.

2.4.2 Ring modulation

Ring modulation is a computationally cheap modulation technique in which a signal is multiplied
by a simple modulator such as a sine wave. Take, for example, a signal x(n) multiplied by cos(2πf);
this operation results in a signal y(n) that is a frequency-shifted version of x(n). From the basic
trigonometric property cos(a) · cos(b) = 1

2 cos(a + b) + 1
2 cos(a − b), it follows that each sinusoidal

component of x(n) will be shifted by +f and −f Hz.
This can be used to maximize the amount of decimation applied to a specific frequency band in

a sub-band processing streamline. By modulating the band-limited signal close to DC and then low-
pass filtering it, the resulting signal could be re-sampled with a frequency of twice the bandwidth
and still accurately represent this band, as shown in Fig. 2.4.

2.4.3 Undersampling

Ring modulation can be substituted by a technique called undersampling, which is the sampling
of a band-limited signal with a sampling rate below the Nyquist frequency, in order to create a low-
frequency alias that is spectrally indistinguishable from the original signal [K+03]. According to the
convolution theorem, the DFT of a sampled real-valued signal is composed of the spectrum of the
signal and frequency-shifted copies of this spectrum called aliases. If these aliases don’t overlap, it
is possible to recover the original spectrum. Therefore, in order to obtain a useful low-frequency
alias of the original band-limited signal by sampling it below the Nyquist frequency, it must be
ensured that all spectrum aliases caused by this new sampling rate do not overlap. It is important
to note that this condition must be met by both bands of a real signal (its positive spectrum and
its conjugate-symmetric negative copy), since both are shifted by the sampling process.
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(a)

(b)

Figure 2.4: a) A scheme for the compression of a single frequency band of a music signal b) The spectral
view of the above process

As shown in [Gas78], the conditions to avoid overlap between aliases of a band-limited signal
between frequencies fL and fH are:

2fH
n
≤ fs ≤

2fL
n− 1

, (2.4)

where fs is the new sampling rate and n is an integer satisfying

1 ≤ n ≤ fH
fH − fl

. (2.5)

The highest n that satisfies both conditions leads to the lowest possible sampling rates. In Figure 2.5,
the undersampling of a band-limited signal between fl and fh is depicted. The blue values represent
the signal’s original positive and negative spectra, the green values represent the aliased copies from
the positive spectrum, the red values represent the aliased copies from the negative spectrum and
the black values represent the useful low-frequency alias from the positive spectrum. Since there
is no overlap between any of the aliases or original copies of the spectrum, undersampling was
performed successfully and the black values are identical to the original positive spectrum of the
signal.

2.5 Signal components and musical events

The term component is widely used in signal processing as a way to describe a concentration of
energy in some domain, but there is no formal quantitative definition for it [Coh92]. In automatic
music transcription, these components are usually called sound events, and can be characterized by
their pitch, loudness, duration and timbre [KD07]. The usual definition is expanded here in order
to include expressive elements, resulting in the following categories, here named musical events:

• Melodic events: notes with a clear fundamental frequency (as opposed to percussive events).
The fundamental frequency and harmonic overtones of a given note constitute this type of
musical event, and ideally should be frequency-located with precision. If a melodic note starts
with a strong onset, this should be time-located with precision;

• Percussive events: notes such as cymbal and tom-tom hits, bells and other percussion in-
struments with no clear fundamental frequency. These events should be time-located with
precision;
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(a)

(b)

Figure 2.5: A spectral view of undersampling: a) The spectrum of a signal band-limited between fl and
fh and its new sampling frequency fs. b) After subsampling the signal at fs, several aliases of the original
spectrum are produced. Since there is no overlap between any aliased copies, the black values represent a
low-frequency alias that is identical to the original positive spectrum.

• Expressive events: variations of the amplitude or frequency of a note, such as pitch bends,
tremolo and vibrato.

These are the phenomena we wish to locate with time or frequency precision on a given time-
frequency representation. In that sense, an ideal representation would be the one that best locates
time and/or frequency-wise all musical events contained in a music signal. It is important to note
that these phenomena are not sufficient to describe many musical pieces outside of the tradition of
popular Western music, which produces a bias (also present in the utilized datasets) towards this
style of music in the present work.



Chapter 3

Methodology

We start this chapter with an overview of our proposed adaptive multiresolution representa-
tion named the Iteratively Refined Multiresolution Spectrogram (IRMS). We then present
specific objectives to its design and the methodology proposed to reach them.

3.1 IRMS representation overview

As explained in Chapter 1, our motivations and discussion of related work lead us to the main
objective of developing an efficient adaptive transform. This objective emerges as a counterpoint
to the traditional adaptive analysis framework of the “jigsaw puzzle” [JT07], that combines several
precomputed representations in different resolutions. Ideally, our representation would use very
little detail to represent regions of the TFP that are not of interest (areas of silence, for example)
and high detail in areas of the TFP that contain musical events and expressive elements. Instead of
combining precomputed representations, our proposal is to achieve it with local refinements on top
of an initial rough spectrogram, localized in the musically relevant subregions of the TFP. In other
words, we would only pay the computational cost of a high resolution representation when justified,
and not for the whole spectrogram. This method aims to save memory and computing power: it
could use the same amount of data of a fixed-resolution spectrogram by using coarser resolutions in
areas that do not contain musical events and higher resolutions in musically relevant regions, while
at the same time reducing the computational overhead by avoiding throwing away computed data.

The proposed Iteratively Refined Multiresolution Spectrogram (IRMS) follows these steps (il-
lustrated in Fig. 3.1):

1. An initial STFT representation is computed with a short window;

2. A music information estimator is extracted from this representation. This estimator indicates
which subregions of the representation contain musical events (these are termed relevant),
and thus should be represented with higher resolution;

Figure 3.1: A single refinement step of the IRMS representation. From an initial generic spectrogram,
subregions (represented by the white dotted lines) are detected as musically relevant, and then transported to
the original spectrogram in order to be refined via localized high resolution STFT computations. In the shown
plots, brighter colors denote higher values (of either energy or musical relevancy).

13
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Figure 3.2: The multilevel IRMS. We depict here the 3-level case, showing the refinement of only 1 subregion
per level for the sake of clarity. On each level, an estimator map is computed, from which the most prominent
subregion is picked and refined. The frequency resolution doubles at each level, and analysis subregion sizes
(the size of each bin of the estimator map) get increasingly smaller with each level.

3. Based on this estimator, some subregions are classified as musically relevant. This can be
decided on a percentile or threshold basis;

4. Localized higher-resolution STFT representations of the subregions detected as relevant are
computed using a sub-band processing algorithm;

5. These localized STFTs are inserted into the original spectrogram, resulting in a multiresolution
spectrogram.

These steps define our algorithm with a single level of refinement. That is, detection of relevant
subregions and subsequent refinement is performed only once. The algorithm can be repeated in a
recursive fashion for several levels of refinement while decreasing the size of the analysis subregion,
by expanding the original algorithm with these steps:

5. For every subregion refined in step 4, repeat steps 2-4. That is, inside every detected and
refined subregion, determine which subsubregions are relevant and refine them further.

6. Repeat step 5 using the subsubregions refined by it in the previous step until a certain criterion
is met (e.g. number of levels, execution time).

Fig. 3.2 illustrates the multilevel algorithm for a depth of three levels, where the frequency reso-
lution is doubled at each level. This format enables a layered refinement, where increasingly smaller
subregions are represented with an incresingly higher frequency resolution, thus producing a mul-
tiresolution spectrogram that prioritizes musically relevant subregions in a hierarchical fashion. As
an alternative, we could also reach the same maximum resolution as in the presented scenario with a
single level of refinement, by increasing 8 times the resolution of detected subregions. Although this
could be computationally cheaper, it would create a binary (resolution-wise) spectrogram instead
of a layered refinement.

The development of the IRMS depends on the investigation of two main problems: the iden-
tification of musically relevant regions and the efficient computation of representations of isolated
rectangular regions of the TFP. In the following sections we break down each of these problems and
explain the methodology used to investigate them.

3.2 Efficient STFT computation of isolated time-frequency regions

The task of computing STFT representations of isolated time-frequency regions can be achieved
by sub-band processing (see Section 2.4). This type of processing has been extensively researched
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and is common in signal processing algorithms, such as audio, image and video compression [Wal92,
DLU91, LG91] and, more relevantly to the presented work, it is employed in the efficient CQT
algorithm [SK10].

In order to explore these existing techniques and apply them to our task at hand, the develop-
ment of an application called “STFT Zoom” is proposed.

3.2.1 “STFT Zoom” GUI application

A standard usage of the application should follow these simple steps:

1. The user selects an audio file to be inspected;

2. The application computes a low-resolution STFT of the audio file and displays it;

3. The user specifies a rectangular region of the spectrogram to be visualized in greater detail
(optional resolution parameters can be specified);

4. A low-cost high-resolution STFT representation of this area is computed using sub-band
processing and displayed to the user in a separate window;

5. If desired, other regions are specified and the process is repeated;

6. If desired, the high-resolution visualizations are overlayed on top of the original low-resolution
spectrogram to create a multi-resolution spectrogram.

In addition to serving as an exploratory analysis tool, this application can be viewed as the first
step towards a working algorithm for our proposed adaptive multiresolution representation, one in
which the detection of relevant subregions is performed by the user. This is a way of detaching the
sub-band processing problem from the task of automatic identification of relevant subregions.

Fig. 3.3 shows a visual prototype of the GUI of the application. Apart from its role in this
research project, this tool could be useful as an application for manual sound analysis tasks, such
as inspecting bird song recordings, analyzing human speech or helping in the manual transcription
of music signals.

3.3 Identification of musically relevant regions of a spectrogram

The identification problem elicits the investigation of possible music information estimators
to be applied on subregions of a time-frequency representation. In greater detail, we aim to answer
the following questions:

• Is it possible to clearly identify the regions of a spectrogram that contain musically relevant
information? What is the best estimator for this task? What is the necessary resolution of a
spectrogram in order to perform this identification with satisfactory confidence?

• What are the appropriate dimensions of these subregions of the spectrogram to be analyzed?
What are the trade-offs involved in this choice?

Two experiments are proposed in order to investigate these questions. First, we evaluate how
well different estimators correlate to reference values relating to some MIR tasks. In the second
experiment, we evaluate chosen estimators in a binary classification task to further evaluate their
applicability as part of an algorithm for a multiresolution representation. The following subsections
are heavily based on [FQ20], where they were first presented.
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Figure 3.3: Interface of the “STFT Zoom” application.

Figure 3.4: Overview of the estimator evaluation experiment: from a single piano performance a MIDI-
derived symbolic event density map and a spectrogram-derived estimator map are built and correlated. Re-
produced from [FQ20].
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Figure 3.5: Alternative intermediate symbolic representations for the event density map. Reproduced
from [FQ20].

3.3.1 Estimator evaluation

MIDI files are a representation of a song containing a description of each note and their duration.
In a sense, they are sound event maps that can be used as ground truth in an experiment, since
each of these notes can be precisely located in the TFP. The idea of this experiment is to compare
a song’s “true” sound event map with an estimated map computed from the spectrogram.

This is made possible through the use of piano performances recorded in a Yamaha Disklavier:
for each performance in the utilized dataset, there are corresponding aligned MIDI and audio files.
Fig. 3.4 gives an overview of the steps involved in this experiment: from the MIDI file, we build
a density map of musical events (MIDI notes, possibly including harmonic partials of such notes),
to be used as ground truth; from the sound recording, we build a density map using a candidate
estimator. Both density maps are computed over rectangular TFP subregions measured in ms ×
cents (width × height). Finally, ground-truth and estimator density maps are compared according
to their Pearson correlation coefficient, in order to see which estimator adheres best to the ground
truth.

We now present the evaluated reference values and estimators.

Music information reference values

From each MIDI file, we extract three different reference values (see Fig. 3.5):

1. Piano roll: from the note-on/off and sustaining pedal position events, a simple binary piano
roll representation (no velocity information) is built;

2. Piano roll with harmonics: the simple binary piano roll is augmented with the inclusion of 7
harmonics (also binary) for each note;

3. Piano roll with harmonics and decay models: a piano roll with velocity information is built
from the MIDI events contained in the file, along with 7 harmonics for each note. Then, linear
energy decay models are used to attenuate each note over the time axis and each harmonic
over the frequency axis.

After their computation from the MIDI file, each matrix is divided into subregions with di-
mensions in cents × miliseconds. The mean value inside each of these subregions is considered in
order to form the final reference matrix. It is important to note that the reference value (and thus
our definition of music relevance) is strongly dependent on the subregion size. The above matrices
represent the overall “note content” of each subregion, and so the size of subregions, along with
the design decision of taking the mean value within each subregion, both directly influence the
definition of music relevance.
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Each estimator derived from the spectrogram was compared against each of these reference
values, in order to give us insight into their applicability under different circumstances:

• The correlation of an estimator with the simple binary piano roll should give us an idea of its
applicability to the AMT task, since a piano roll would be one possible format for the final
product of a transcription. Thus, in a representation built specifically for AMT, piano roll
events should be given more importance, and should be represented with a finer resolution
with respect to the remaining subregions of the TFP.

• The correlation of an estimator with the piano roll with harmonics allows us to evaluate its
sensibility to the presence of harmonics, which are an integral part of the timbre of nearly every
musical instrument, and would show up on a spectrogram, but not necessarily in a music score.
Harmonics might be of interest to timbre analysis, and so estimators that correlate well with
this augmented piano roll would be candidates for producing multiresolution time-frequency
representations for timbre-related tasks. Additionaly, there are F0 detection algorithms that
utilize harmonics in their computation [SGER14], so this ground-truth value is also related
to AMT.

• Finally, the introduction of decay models into the piano roll represents an attempt to include
a very simple acoustic instrument model: this may be suited to test the invariability of each
estimator in relation to specific instrument timbres, but also to look for estimators that would
be useful to study dynamic (i.e. time-varying) aspects of timbre.

Estimators

Rényi entropies [LRM+13, BRSS19, JT07] and energy variance [ZN77] have both been employed
as musical information estimators in the TFP. The Shannon entropy was also considered in our
evaluation as an alternative information estimator. The standard deviation was used in place of
variance, in order to preserve the same scale of the original (energy or amplitude) data. All of these
estimators were extracted from amplitude, energy and dB energy STFT spectrograms. Finally, the
amplitude, energy and dB energy densities (i.e., their mean values inside each subregion) were
evaluated, totaling 12 estimators.

These estimators are motivated by the fact that musical events are characterized not only by
an increase of energy or amplitude (which would be captured by their densities) but also by an
increase of information complexity due to note onsets, frequency gaps between harmonics and
other observable events. This increase in complexity (possibly captured by entropy and standard
deviation) also justifies a closer look at these regions: an adaptive transform should use a finer
resolution to represent regions containing onsets, for example, but also regions containing entangled
harmonics belonging to different harmonic series (i.e., different notes).

3.3.2 Binary classification of TFP subregions

In the second experiment, the best performing estimators of the first experiment are to be
further evaluated as features to be used in a predictive model for the binary detection of musically
relevant regions of the TFP. This experiment follows the same structure of the first one: ground
truth values are extracted from a MIDI file and features are extracted from the corresponding audio
recording. Single-feature predictive models and feature pairings will be tested in the training of a
Gaussian Naive Bayes model.

Firstly, the binary piano roll will be used as ground truth. After its decomposition into sub-
regions, each subregion that contains at least one note will be labeled as relevant. As discussed
in Section 3.3.1, a feature that accurately predicts subregions containing notes would be a good
detector to be used as part of an AMT-motivated multiresolution representation. Secondly, in or-
der to evaluate the influence of harmonics in the detection, a ground truth consisting of a binary
representation of the piano roll with harmonics and decay models will be used. For this reference
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value, a musical density threshold has to be chosen in order to use this map to produce binary
(relevance) labels (further discussion is presented in Sec. 5.2). The comparison of these models with
the previous ones should give us insight into the sensitivity of different estimators to harmonics,
and how these harmonics aid or harm the detection of musically relevant TFP regions.

As a result of these two experiments, we will have an evaluation of the best performing estimators
for the detection of musically relevant subregions of a TFP representation, along with a trained
Naive-Bayes model for this task.

3.4 Integration and final evaluation

The final stage in the development of the IRMS is the integration of the automatic identification
of musically relevant regions of the TFP with the sub-band STFT processing of such regions. This
stage defines the translation between an estimated map of musical event density and the computa-
tion of a multiresolution spectrogram. This integration is dependent on the following choices:

• The mapping between a subregion’s estimated density of musical events and whether it is
considered relevant (i.e. a subregion that should be represented with higher resolution) or
not. This could be done by a percentile choice (always refine 50% of the spectrogram, for
example) or a threshold choice informed by the experiments shown in 3.3. Plus, there is the
choice of STFT resolution used to represent each detected subregion. Should this be fixed for
each level of refinement or follow the values of the estimators (i.e., should musically denser
subregions be represented with higher resolution)?

• The data structure used to represent the multiresolution spectrogram. What would be an
efficient structure, i.e. one that is sparing in memory usage and which facilitates search and
insertion of data? How to efficiently produce a visualization of such multiresolution spectro-
gram?

These are more so guiding choices in a specific implementation of the IRMS than guidelines for
an exploratory experiment. These do not concern the conceptual ideas behind the IRMS, but do
play a factor in some important characteristics of it, such as its execution time and memory used.
The following experiment aims to evaluate the integrated algorithm and to supply data in order to
inform the choices above.

3.4.1 Computational cost experiment

Given that computational cost is one of the main motivations behind this work, it should be
one of the evaluating factors of the final solution as well as a strong guiding factor in the choices
related to algorithm integration. In this experiment, we intend to profile several configurations of
the IRMS and to compare them with different existing representations for music signals based on
execution time.

The IRMS representation is here compared to the following time-frequency representations:

• STFT: the fixed-resolution representation used by the IRMS as its foundation;

• Constant-Q Transform (CQT) [SK10]: a multiresolution non-adaptive representation with
fixed resolution per octave;

• Sample-Weighted Geometric Mean (SWGM): proposed in [MdVB17], it is a bin-wise
combination of a previously computed dictionary of representations, whose main idea is to
“combine the spectrograms in such a way that the lowest valued sample takes precedence,
increasing the sparsity [of the resulting multiresolution spectrogram]” [dC20]. Since this com-
bination takes into account the values presented by the spectrograms, it can be considered an
adaptive multiresolution transform;
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• Lukin & Todd’s maximal energy compaction principle [LT06]: an adaptive representa-
tion that combines a previously computed dictionary of representations based on a local spar-
sity criterion (measured by an entropy-like feature) that intends to minimize energy smearing
in both time and frequency axes;

• Smoothed Local Sparsity (SLS) [dC20]: a representation analogous to that of Lukin &
Todd, that also combines previously computed representations based on a sparsity criterion:
it performs a mean of samples weighted according to their local sparsities (measured by the
Gini index), while ensuring soft transitions between different resolutions.

Although the competing techniques are designed based on different goals, in this experiment we
adopt a one-criterion-fits-all, namely the requirement that each representation attains a given target
frequency resolution in its most refined regions of the TFP. For each multiresolution representation,
it is left to each algorithm to decide, based on its intrinsic models, exactly which subregions of
the plane should attain the target frequency resolution. The STFT spectrogram will present this
target resolution homogeneously, while multiresolution representations will present this resolution
only on some of its bins. In the case of methods based on the combination of previously computed
representations (SWGM, Lukin & Todd, SLS), this maximum resolution is equal to the resolution
of the finest (frequency-wise) representation in the provided dictionary.

The computation of these representations will be timed for several target frequency resolutions
spanning from 86.13 Hz/bin to 1.35 Hz/bin (the equivalent of using 512 and 32768 sample windows
in a 44100 Hz signal, respectively) across a dataset of music signals. We take the mean of all files for
each resolution point, and, as a result, we will have a curve of execution time as a function of the
maximum frequency resolution, for each one of the tested representations. With this experiment,
we aim to answer the following questions:

• With regards to the IRMS, what is the influence of the analysis subregion size in its cost?
What is the influence of the number of refinement levels in its cost? How does its cost vary
from file to file?

• How does our solution compare to the others? How efficient is it compared to other adaptive
multiresolution representations? Does it behave similarly in regards to cost versus maximum
resolution (i.e. linearly, exponentially)?



Chapter 4

Implementations

In the first section of this chapter, we give technical details and observations about the “STFT
Zoom” tool. It functions as an interface for computing STFT representations of localized subregions
of the TFP, using a sub-band processing algorithm. This tool is a first step towards our proposed
IRMS representation, that uses the same sub-band algorithm along with automatic detection of
relevant subregions to create a multiresolution spectrogram. Implementation details and integration
decisions for the final algorithm of the IRMS are presented in the second section of the chapter,
along with its complexity analysis.

4.1 Sub-band processing algorithm for “STFT Zoom”

The sub-band processing algorithm implemented in the “STFT Zoom” application follows these
steps (see Figure 4.1):

1. A frequency range and time range are specified by the user;

2. Optionally, the user specifies the desired frequency and time resolution of the zoomed-in
region. The frequency resolution can be specified in Hz/bin or number of bins, and the time
resolution can be given in ms/frame or number of time frames;

3. The audio file is sliced in the specified time range;

4. Depending on the lower limit of the frequency range, the sliced audio file is either band-passed
or low-passed in order to isolate the specified frequency band (see 4.1.1);

5. If band-passed in the previous step, the algorithm tries to find an undersampling frequency
(see 4.1.2). If found, the audio is undersampled, in order to perform modulation and subsam-
pling in one single step. If not, the signal is modulated and low-passed once more in order to
get rid of the alias caused by ring modulation (see 4.1.3).

6. If not undersampled in the previous step, the signal is subsampled using the appropriate
frequency described in 4.1.3;

7. An STFT is computed for the signal obtained in the previous steps. The analysis window and
hop size are chosen according to the resolution specified by the user.

The filtering, undersampling, modulation and subsampling stages are detailed in the next sub-
sections.

21
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Figure 4.1: A time domain and frequency domain view of the sub-band processing algorithm implemented.
It is important to note that all computations (slicing, filtering, undersampling) are performed in the time
domain signal, and the frequency domain view is only included for illustration.
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Figure 4.2: Amplitude response of an elliptical bandpass filter with passband frequencies equal to 1950 and
2250 Hz (shown in dotted yellow lines). This figure depicts the filter corresponding to the 2000–2200 Hz
frequency band (shown in red dotted lines).

4.1.1 Band-pass filter and low-pass filter

As discussed in 2.4.1, there is a trade-off between smoothness of a filter’s frequency response
and the steepness of its roll-off when choosing its architecture. For the present application, a steeper
roll-off means that lower rates of subsampling can be used after the filtering stage, which is very
advantageous for an efficient high resolution STFT computation afterwards. On the other hand,
ripples in the filter’s passbands (that make a steeper roll-off possible) could distort the signal’s char-
acteristics inside the frequency band of interest, which is not desirable for an application primarily
concerned with the representation of signals.

With this trade-off in mind, the Elliptical filter architecture was chosen for band-pass filtering.
The filter is designed to have no more than 3 dB of attenuation in the passbands and at least
30 dB of attenuation in the stopbands, with a maximun filter order of 7. Passbands are chosen as
the frequency range specified by the user extended by 50 Hz in each edge (see Fig. 4.2). This way,
there are safeguards preventing the distortion of the frequency band of interest: the (at most) 3 dB
distortion allowed inside the band is negligible. These parameters were chosen in order to ensure
small filter orders (that speed up computation), steep roll-offs and smoothness inside the frequency
band of interest.

If the specified frequency range has a lower limit of 400 Hz or less, the band-pass filter is
substituted by a low-pass filter. Again, an elliptical filter is used, designed with a 3 dB ripple
allowed in the passband and a minimum attenuation of 30 dB in the stopband. The filter’s critical
point, which is the point where the filter gain first drops below 3dB, is chosen as the upper limit of
the frequency range specified by the user. A maximum filter order of 7 is permitted (see Figure 4.3).
This same filter is used for the case where an undersampling frequency cannot be found in step 5
above, in which case the signal has to be ring-modulated and low-pass filtered.

4.1.2 Undersampling

As described in Section 2.4.3, modulation and subsampling can be achieved in one stage using a
technique called undersampling. In order to determine a new sampling rate funder that successfully
performs undersampling, the following steps are taken:

1. The highest n that satisfies Equation 2.5 is determined, using the pass-band filter stopbands
as fL and fH ;

2. This n is used to determine the bounds of fs in Equation 2.4;

3. The subsampling rates that are achievable without interpolation (by selecting 1 sample out of
each M original samples) and that lie between these bounds are listed. If there are multiple
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Figure 4.3: Amplitude response of an elliptical lowpass filter with cutoff frequency set at 500 Hz. This would
be the filter used to isolate the 100–500 Hz frequency band (shown in red dotted lines).

rates, the highest one is returned;

4. If a subsampling rate cannot be found in step 3 and n > 2, the algorithm returns to step 2
with n = n− 1. If n = 2, undersampling cannot be performed in this band-limited signal.

Undersampling will shift the frequency band of interest [fL, fH ] in the following manner:

• If the undersampling frequency funder was found using an odd n, the frequency band [fL, fH ]
will be shifted by −bfL/funderc · funder Hz;

• If the undersampling frequency funder was found using an even n, the frequency band [fL, fH ]
will be mirrored (the alias closest to DC is an alias of the symmetric negative spectrum) and
will be shifted to the interval [−fH + dfH/fundere · funder, −fL + dfH/fundere · funder]. It is
important to note that in this case, after the STFT computation of the undersampled signal,
the spectrogram must be inverted in the [−fH+dfH/fundere·funder, −fL+dfH/fundere·funder]
frequency range in order to represent the positive spectrum of the signal.

4.1.3 Modulation and subsampling

If no undersampling frequency is found, ring modulation is performed. The signal is shifted in
fL − 150 Hz (a safeguard of 150 Hz is used in the band-pass filter), bringing the frequency band
of interest close to DC. Since ring modulation creates an alias shifted on the other direction, the
signal is low-passed after modulation (see Fig. 2.4.2).

Finally, subsampling is performed by choosing the closest frequency fsub that satisfies the fol-
lowing conditions:

• fsub > 2 ·(fc+100), where fc is the cutoff frequency of the low-pass filter; this is the Shannon-
Nyquist condition with a safeguard of 100 Hz;

• fsub = fs/i, where i is an integer and fs is the original sampling rate; this way, subsampling
can be performed without interpolation.

4.1.4 Observations and computational details

Figure 4.4 shows the implemented “STFT Zoom” GUI application, which is a working tool
for the detailed visualization of specific regions of a spectrogram, implemented as described in this
chapter. The application is written in Python, and its structure is quite simple: a graphical interface
built with the TkInter package gets the necessary parameters from the user and calls a script that
performs the appropriate sub-band processing algorithm. The STFT result is then plotted using
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Figure 4.4: A screenshot of the implemented “STFT Zoom” application, showing an initial spectrogram of
a music signal and a detailed view of the 15 to 25 seconds and 0 to 500 Hz sub-region.

Matplotlib inside a new TkInter window. SciPy is used in the design and application of both filters,
LibROSA [MMB+19] is used for STFT computations and conversion between amplitude and dB
spectrograms, and NumPy is used throughout for representation and computations involving arrays
and matrices. The code is available at https://github.com/nicolasfigueiredo/stft-zoom.

4.2 Iteratively Refined Multiresolution Spectrogram (IRMS)

In this section, we run through each stage of the IRMS discussing implementation details and
decisions made on the integration between the detection of musically relevant subregions and their
refinement. We also take a look at the chosen data structure to store the IRMS and the code
organization, along with an analysis of its computational complexity and example plots of the final
working IRMS representation. An important observation is that some of the implementation details,
such as choice of features, are informed by the experiments in Cap. 5. These parts of the algorithm
are presented generically (as in “plug your feature here”), and specifics are left as a user decision.

4.2.1 The algorithm and integration decisions

The IRMS algorithm starts off with the computation of the initial rough STFT. This is done
with default values of 512 samples for the window and hop size, although different values can be
chosen by the user. Then, the IRMS data structures are initialized (more details on 4.2.2) with this
spectrogram as its base, and the first round of detection of musically relevant regions is performed.

Subregion detection

Detection of relevant subregions depends on the following parameters supplied by the user:

• Subregion size: determines the size of the subregion (in ms per cents) from which a music
information estimator will be extracted;

• A predictive model: this model takes as input the music information estimator and outputs,
for each subregion, a probability that the subregion contains a note;

• A percentile or threshold choice: this determines the subregions that will be passed on to the
refinement stage. If a percentile p is given, this means that the top p% of subregions (according
to the probability computed by the model) will be refined. If a threshold t is given, this means
that subregions with probability above t% will be refined.

https://github.com/nicolasfigueiredo/stft-zoom
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Figure 4.5: IRMS visualizations showing the influence of subregion size used in the detection stage. A
refinement percentage of 35% and k factor of 8 were used for all plots. Although a smaller subregion size
produces a more selective detection process, it also results in the sub-band processing algorithm being called
more times, which could mean a longer execution time for the same refinement percentage.

Figure 4.6: IRMS visualizations showing the influence of refinement percentage used in the detection stage.
A subregion size of 800 ms by 800 cents and k factor of 8 were used for all plots.

Given these parameters, the first step in this phase is feature extraction from the initial spec-
trogram. According to a subregion size given in cents × ms, the spectrogram matrix is split into
rectangular regions as follows:

1. The array of frequencies fft_frequencies that define the y-axis of the spectrogram is
computed. Then, certain frequencies of this array are selected in order to create a new ar-
ray subregion_freqs that presents the following property: the musical interval defined
by two consecutive elements of this array is approximately the subregion height given in
cents. This approximation is a result of the fact that subregion_freqs is a subset from
fft_frequencies, in order to avoid splitting a single spectrogram bin across two subre-
gions. This is done with Algorithm 1, using function find_nearest(value, array) that
returns the element of array that is nearest to value.

2. The column step is determined as the closest integer to the ratio between the subregion width
tsubregion and the time width of a frame of the spectrogram tframe.

3. Given this column step and the frequencies that define the borders of each subregion, a double-
nested loop slices the spectrogram, selecting the bins pertaining to a subregion, and calculates
the music information estimator. The result of this double-nested loop is a feature matrix to
be passed on to a predictive model.

With this feature matrix as input, the model calculates a probability of music relevance for each
subregion. Then, according to a percentile or threshold supplied by the user, some of the subregions
are selected to be refined. The detected subregion indices are translated into the corresponding
time and frequency ranges (e.g. subregion 1 is the area of the TFP defined by intervals 1-2 seconds,
200-400 Hz), finalizing the detection portion of the algorithm. In the translation between subregion
index and time/frequency range, we pay attention to the fact that both the x-axis and y-axis values
of the spectrogram are represented by center values, and not the border values of each bin. We need
to include safeguards of half the time step and half the frequency step in the respective ranges in
order to properly perform this translation.

Figs. 4.5 and 4.6 show the influence of subregion size and refinement percentage in the IRMS
for a 10 second excerpt from a piano recording taken from the MAESTRO dataset. As illustrated
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Algorithm 1 Function find_freq_list(fft_frequencies, delta_cents):
f1 ← 20.0
f2 ← f1 · 2delta_cents/1200
idxf1 ← find_nearest(f1,fft_frequencies)
idxf2 ← find_nearest(f2,fft_frequencies)
idx_list is initialized with [idxf1 ]
if idxf1 equal to idxf2 then
idxf2 ← idxf2 + 1

end if
while idxf2 < length of fft_frequencies do
Append idxf2 to idx_list
idxf1 ← idxf2
f1 ← fft_frequencies[idxf1 ]
f2 ← f1 · 2delta_cents/1200
idxf2 ← find_nearest(f2,fft_frequencies)
if idxf1 equal to idxf2 then
idxf2+ = 1

end if
end while
Append the last element of fft_frequencies to idx_list
return idx_list // these are the indices of fft_frequencies that define subregion_freqs

in Fig. 4.5, using a smaller subregion size produces a more selective detection process, and, as a
result, it allows for the refinement of the whole signal while selecting a smaller percentage of the
TFP (this observation is reaffirmed by the results in Sec. 5.4). However, a smaller subregion also
results in the sub-band processing algorithm being called more times and on top of increasingly
smaller frequency bands, which could result in a longer execution time. Fig. 4.6 shows that, for
this example recording, the IRMS algorithm behaves as desired, first refining the area between 100
and 1000 Hz that contains the majority of music information, and then expanding to subregions
containing harmonics. It also indicates how a refinement percentage above 50% could be excessive
for representing the music information of most recordings.

Before we move on to the refinement stage, we have to discuss a proposed algorithm optimization:
the computation of a signal bank.

Signal bank

During development and evaluation of the IRMS algorithm, it became clear that its most time-
consuming parts are the filtering stages (see Appendix 6.2). It became also clear that most detected
relevant subregions were located between 100 and 1500 Hz. With this in mind, a code optimization
was proposed, in which a bank of pre-filtered and modulated signals is computed as follows (see
Fig. 4.7):

1. In the same way as step 1 of the subregion detection, the frequencies that define the subregion
bandwidths are computed.

2. For each defined frequency band between 100 and 1500 Hz, we apply a band-pass filter on the
whole signal, modulate the result shifting it close to 0 Hz, and then apply a low-pass filter
(more details on this sub-band processing algorithm are given in Sec. 4.1.

3. We then store these filtered and modulated signals in an array, to be consulted later on in
the refinement stage.

If a relevant subregion is detected between 100 and 1500 Hz, we then only need to select the
corresponding pre-filtered signal from the bank, slice it, subsample it and perform the final STFT.
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Figure 4.7: A signal bank for faster computation of the localized STFTs. The frequency band between 100
and 1500 Hz is divided into musical intervals equal to the subregion size in cents, and each band-pass filter
(illustrated as BPF) isolates each interval. Then, each interval is modulated close to DC and stored into an
array. This array is consulted in the sub-band processing part of the IRMS.

Without this optimization, we would have to perform band-pass filtering and low-pass filtering for
each subregion detected between 100 and 1500 Hz, instead of only once per frequency band.

This optimization was empirically evaluated on the same dataset used in the experiments in
Chapter 5, using 30 second excerpts from the piano recordings. The signal bank significantly im-
proved the execution time of the IRMS by orders of magnitude. Nonetheless, since this improvement
is highly dependent on recording duration and musical content of the tested recordings, it should
be re-evaluated when used in different datasets.

Refinement stage

The detection stage of the algorithm produces a list of frequency and time intervals that define
the subregions that were detected as musically relevant. For each element in this list, we perform
the following computations:

1. Check if the subregion lies between 100 and 1500 Hz. If so, select the corresponding signal
from the signal bank, slice it in the subregion’s time range and go to step 3;

2. If not, perform the sub-band processing algorithm as defined in Sec. 4.1 in order to filter and
modulate the signal;

3. Subsample the signal according to the minimum sampling rate as discussed in Sec. 4.1;

4. Compute the STFT of this subsampled signal, according to a desired frequency and time
resolution based on the k factor (to be discussed in 4.2.1). This is the refined representation
of the detected subregion.

5. Insert this refined subregion into the IRMS data structure that stores the multiresolution
spectrogram. If desired, refined subregions may be normalized before insertion (see 4.2.2 for
details on how this is done).

STFT computations usually center the first analysis window at the signal’s first sample and use
zero padding in its beginning and end for calculation of the first and last time frames. In order
to substitute this padding with actual information from the signal, when performing a localized
STFT we extend the time range analyzed in half the window size in both directions. By doing this,
disabling padding and ensuring that the first window starts at (instead of being centered at) the
first sample of the analyzed signal, the first and last windows will be centered at the beginning and
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Figure 4.8: IRMS visualizations showing the influence of the k factor in the final representation. A subregion
size of 800 ms by 800 cents and a refinement percentage of 50% were used for all plots. From left to right,
the frequency resolution of the refined subregions are the same as using window sizes of 1024, 4096, 16384
and 32768, respectively, for a 44100 Hz sampling rate signal.

end of the original time range, respectively. This does not expand the time range of the resulting
STFT beyond the original time range of interest, it only substitutes padding for information present
in the original signal.

In practice, the sub-band processing algorithm is the same as the one implemented in the “STFT
Zoom” tool (Sec. 4.1), but with the aid of the signal bank and a simple change to the filtering stages.
In order to ensure quicker execution times for the IRMS, the pass-band is extended in 250-Hz in both
directions when performing band-pass filtering, and in 100-Hz when performing low-pass filtering.
Since we keep the filter design requisites (stop-band attenuation, pass-band ripple) fixed, a larger
pass-band means a smaller filter order, which is computationally cheaper. After the computation
of the localized STFT, the resulting matrix is sliced in the original frequency range of interest. The
resolution of the refined subregions is defined by the k factor, discussed next.

The k factor

Every level of refinement has its frequency resolution defined by a k parameter supplied by the
user. This means that resolution is uniform per level, and is defined in relation to the resolution
f baseres of the initial base spectrogram. In simple terms, frequency resolution fres of level l is defined as
f lres = f baseres /kl (since resolution is given in Hz/bin, a smaller value configures a finer representation).
The window size of each localized STFT is defined according to this resolution, taking into account
the subsampling rate achieved by the sub-band algorithm.

Hop size is calculated in order to keep time resolution fixed for all subregions and all levels of
refimenent, and equal to the time resolution of the initial base spectrogram. This means that when
refining a subregion, we keep the same number of time frames as in the base spectrogram. It is
worth noting that, while the number of time frames is fixed, the temporal region covered by each
STFT bin increases with the k factor, since we are increasing the size of the analysis window used
to compute each time frame. This increased overlap should be taken into account when extracting
temporal information (e.g. onset times) from the multiresolution spectrogram. In other words, there
is no running away from the uncertainty principle. We consider as future work the development
of a more complex detection algorithm, capable of detecting not only relevant subregions of the
TFP, but whether they should be refined time or frequency-wise. In the current implementation,
the IRMS is also capable of refining subregions time-wise instead of frequency-wise, by setting the
k parameter with a value lesser than 1.

Fig. 4.8 shows the influence of the k factor in the final IRMS visualization. As discussed, very
high values of k result in spectral smearing in the direction of the time axis. The visualization
of high k values is also limited by the issue described later in 4.2.2: the actual resolution of the
IRMS visualization is bounded by the size chosen for the final image, which is kept constant for
this example.
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Normalization

Normalization is a necessary step in order to match the energy of spectrograms of a given
signal computed with different window sizes, and, in the case of the IRMS, versions of a signal with
different sampling rates, modulated and filtered in different ways. If normalization is not performed,
energy values across the multiresolution spectrogram will not be comparable across subregions, and
a subsequent AMT algorithm that accesses the IRMS like a fixed-resolution spectrogram may have
difficulties dealing with these discontinuities.

We present two methods for energy normalization. The first one uses Parseval’s identity as a the-
oretical energy reference. Parseval’s identity can be written in the following way for the DFT [BB09]:

‖y‖2 =
∑

i

∑
j a

2
i,j

N

where y is a signal in the time domain, ai,j are its DFT coefficients and N is y’s length in
samples. Given a subregion of signal y defined by a time and frequency range, we use Parseval’s
identity to calculate its energy reference in the following way:

1. Slice y in the specified time range;

2. Compute its DFT spectrum and select the positive coefficients of frequencies inside the spec-
ified frequency range;

3. Calculate the sum of the squared coefficients, multiply this by two (in order to consider the
symmetric negative coefficients) and divide it by N .

When computing a localized STFT, we apply a normalization factor, matching its energy sum
with the energy reference taken from Parseval’s Identity. By doing this to all spectrograms that
are part of the IRMS, we guarantee that their energies are normalized using the same theoretical
reference value originated from the time-domain signal. Although this method is strongly supported
in a mathematical basis and produces good results, it is also cost-intensive, since we have to perform
a DFT for all refined subregions. As a cheaper alternative with similar results, we also present a
peak-matching strategy.

In the peak-matching strategy, we use as reference the initial rough spectrogram of the IRMS.
When inserting a localized STFT on top of it, we check the highest peak value of the corresponding
subregion of the initial spectrogram and normalize all values of the spectrogram being inserted
according to the original highest peak. This idea extends to the multilevel IRMS: when inserting
a level 2 STFT into a level 1 STFT, we match the peak of the level 2 STFT to the peak of the
corresponding subregion from level 1. Surprisingly, this approach seems to create a more uniform-
looking (in terms of noise level across different subregions of the TFP) spectrogram than the Parseval
approach, while adding no significant computational cost to the single-level IRMS. Fig. 4.9 shows a
comparison between the IRMS with no normalization and both presented normalization strategies.

Although the peak-matching strategy creates a more uniform-looking spectrogram, it should not
be considered the “best” normalization strategy, since this evaluation is highly dependent on the final
use of the IRMS. Even for visualization purposes, one could argue that the un-normalized IRMS,
by presenting a lower noise level and more concentrated peaks in the refined subregions, is actually
focusing on the most relevant elements of the TFP, making notes, harmonics and onsets easier to
inspect. Plus, many MIR algorithms using the IRMS as input representation could be computed
locally within each subregion with fixed resolution, thus avoiding the discontinuity issue and taking
advantage of the lower noise level in refined subregions. With this in mind, the implementation
leaves the peak-matching normalizaton as a user-defined parameter of the IRMS, to be determined
according to its final use.
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Figure 4.9: A comparison between the IRMS with no normalization and the two tested approaches. The lack
of normalization causes a severe discontinuity in the edges of refined subregions, while the peak matching
strategy results in a smoother transition between all areas of the TFP.

Figure 4.10: The multilevel IRMS. Parameters used were, for refinement levels 1 through 4 respectively:
k factors of 2, 4, 8 and 16; subregion sizes of 1600x1600, 800x800, 400x400 and 200x200 (cents × ms);
refinement percentages of 35%, 75%, 75% and 75%.

Multilevel considerations

We presented the algorithm focusing on the single-level IRMS. Minor changes occur in its multi-
level configuration. Some of the user-defined parameters need to be supplied per level: subregion
size, detection percentile/threshold and the k factor (it is necessary that the subregion size defined
for level l + 1 is smaller than that of level l). After the first level of refinement, a for-loop iterates
through the remaining levels defined by the user. For level l > 1 of refinement, the algorithm takes
the following steps:

1. We select from the IRMS data structure all subregions refined in level l − 1;

2. For each of these subregions, we repeat the detection and refinement stages of the algorithm
with the user-defined k factor, subregion size and detection percentile/threshold for the current
level;

3. All newly-refined subregions are normalized and inserted into the IRMS data structure.

At the end of the last level defined by the user, we return the IRMS data structure to the user.
The functions and algorithms for detection and refinement in levels l > 1 are the same as the ones
used in level 1, except that they take as one of their arguments a STFT matrix that does not
represent the entire TFP, but only part of it. Fig. 4.10 shows IRMS visualizations for an increasing
number of refinement levels.

4.2.2 Data structure

Storing a multiresolution spectrogram is not a trivial task. The final product of such a repre-
sentation is a matrix with different time and frequency lattices, a 2-D image with varying pixel
density throughout the time-frequency plane. This variation in density means it cannot be easily
stored in a single matrix, and how we choose to do so could in the end undermine our efforts in
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Figure 4.11: A representation of the IRMS data structure for its single-level configuration. Each bin marked
with an ‘f ’ is part of a subregion that was not refined, and so it points to a float value representing its
spectral amplitude. Bins that are part of refined subregions point to the corresponding new representation of
its subregion.

building an economical (memory-wise) representation. For instance, one simplistic solution would
be to build a matrix that uniformly uses the maximum resolution present in the multiresolution
spectrogram, interpolating or repeating values when necessary. While this would work in presenting
an accurate visualization of the multiresolution spectrogram, it would not take advantage of the
savings in memory space achieved by using lower resolutions in the coarser regions of the TFP. We
first present our conceptual solution to this problem, then take a look at the actual classes and
methods implemented in our algorithm.

Fig. 4.11 shows the concept behind the implemented data structure. It functions on the central
idea of the IRMS: starting from a rough spectrogram and refining specific subregions of the TFP.
Note that a refined subregion is thought of as a rectangular selection of bins from the initial spectro-
gram, that after being refined will be represented by a new collection of bins (a new STFT matrix).
This means that we could substitute the original bins of a subregion for this newly calculated local
STFT, but doing so inside the initial STFT matrix would cause problems because of the difference
in density from the other subregions of the TFP. Our solution is to build a matrix of bins that fall
under two cases: either they are part of a subregion of the TFP that was refined further or they
are not. In the first case, this bin points to another matrix, one that represents the subregion from
which it is part of in greater detail. In the second case, this bin is the most detailed representation of
the subregion it represents, and so it will point to a float value representing its spectral amplitude.

Extending this idea to the multilevel case (Fig. 4.12), we end up with a tree-like structure with
the following characteristics:

• Each node is a spectrogram. Each bin of a spectrogram can either point to a float or another
node of the tree;

• Its root is the initial rough spectrogram;

• The nodes of level l of the tree are the spectrograms computed in refinement level l+1 of the
IRMS.

In order to implement this data structure, two custom classes were created:

• SingleResSpectrogram: an object that stores a single resolution spectrogram, with the
following attributes:

– spec: a 2-D matrix that stores an STFT spectrogram;

– x_axis: center times of the spec matrix time frames;
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Figure 4.12: A representation of the IRMS data structure for its multi-level configuration. The expansion
of the original idea to multiple levels of refinement creates a tree-like structure, where each level of the tree
corresponds to the spectrograms of each refinement level.

– y_axis: center frequencies of the spec matrix frequency bins;

– n_fft, hop_size: the values used in the calculation of the spectrogram

– sr: sampling rate of the signal from which the STFT was computed.

• MultiResSpectrogram: an object that stores a multiresolution spectrogram, with the fol-
lowing attributes:

– base_spec: this attribute is initialized with a SingleResSpectrogram that stores
the initial rough spectrogram that will be refined, and is the root of the tree data struc-
ture;

– zoom_specs: this is an auxiliary list for the computation of a visualization of the IRMS.
Its i-th element contains the list of spectrograms computed in level i of refinement, each
represented by a SingleResSpectrogram object.

Insertion

When a subregion is refined, a SingleResSpectrogram object is produced with the localized
STFT as its spec attribute. We then insert this object into the IRMS data structure. This is done
by pointing some of the bins of its parent spectrogram - the spectrogram from which this subregion
was detected as musically relevant - to this newly refined SingleResSpectrogram.

We need only to define which bins will be pointed towards this new STFT. Logically, these are
the bins that form the subregion that was detected, and is now being represented with this localized
spectrogram. However, the sub-band algorithm uses safe-guards to produce an STFT that represents
a slightly wider frequency band than the one occupied by the original detected subregion. Because
of the steps involved in the sub-band algorithm, the center frequencies of the localized STFT do
not line up with the center frequencies of the original STFT. The insertion algorithm errs on the
side of “over-representation”: when a subregion’s frequency frontier falls inside a bin of its refined
STFT, we include this “part-in part-out” bin in the matrix instead of leaving it out. In short, we are
actually pointing to an initial subregion into a representation of a slightly bigger subregion (Fig. 4.13
illustrates this characteristic). This is not necessarily a problem, given that all bins pointing towards
this new STFT are represented in it, which is what we would expect from a look-up operation.
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Figure 4.13: A visualization of the insertion procedure in the IRMS data structure. When a detected
subregion (here pictured as the subregion between 344.5–602.9 Hz and 3.2–4.0 seconds) is refined, we create
a representation of a slightly larger frequency band (here pictured as 336.3–613.0 Hz). The dotted green lines
in the second plot show the bounds of the original detected subregion. In the final step, all bins of the original
spectrogram inside this dotted green area point towards the refined subregion. This means that an area of bins
from 344.5-602.9 Hz will point to a representation of a 336.3–613.0 Hz frequency band.

Given a new SingleResSpectrogram to be inserted and its parent SingleResSpectrogram,
we execute Algorithm 2. It calculates the indices that define the appropriate bins of parent_spec
to be pointed at new_spec, normalizes the spectrogram to be inserted, inserts it and also updates
the auxiliary zoom_specs structure.

Algorithm 2 Function insert_spec(new_spec, parent_spec, normalize=True):

xstart ← the element of parent_spec.x_axis that is nearest to (and greater than)
the first element of new_spec.x_axis
xstop ← the element of parent_spec.x_axis that is nearest to (and less than)
the last element of new_spec.x_axis
ystart ← the element of parent_spec.y_axis that is nearest to (and greater than)
the first element of new_spec.y_axis
ystop ← the element of parent_spec.y_axis that is nearest to (and less than)
the last element of new_spec.y_axis
new_spec ← normalize(new_spec, parent_spec)
parent_spec.spec[ystart : yend, xstart : xend] ← new_spec
append new_spec to the appropriate element of IRMS zoom_specs

Visualization

So far, we have presented a data structure capable of economically storing a time-frequency
multiresolution representation. We still have to deal with how to generate a visualization of this
structure. We do this with an analogous algorithm to that of insertion, but instead of insert-
ing SingleResSpectrogram objects, we paste 2-D images on top of each other. Algorithm
3 describes the pseudo-code for this operation. It uses the auxiliary list zoom_specs from the
MultiResSpectrogram object as a quick shortcut to retrieving each localized STFT from each
refinement level. The algorithm goes through this list, pasting each localized STFT into the ap-
propriate subregion of the original STFT. We make sure to access the list in correct order, so that
images from level l are always pasted on top of images from level l−1 and not the other way around.

This algorithm results in a 2-D image to be displayed to the user. Note that we start by
expanding the initial spectrogram to the dimensions of the final image that will be presented to
the user. This means that the actual resolution of the spectrogram visualization depends on these
dimensions, and if we want to display the resolution found on the most refined subregions, we end
up having the problem cited on the beginning of this section: thinking of a spectrogram bin as
a pixel, in order to display the full information present in a refined subregion, we would have to
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Algorithm 3 Function generate_visualization(irms):
spec_img ← irms.base_spec resized to the dimensions of the image displayed to the user
for each level in irms.zoom_specs do
for each local_spec in level do
box ← determine_bounds(local_spec, spec_img)
spec_img ← paste_img(spec_img, local_spec, box)

end for
end for
return spec_img

expand all other subregions to the same pixel density, i.e. the same frequency and time resolutions.
This expansion is done with nearest-neighbour interpolation, a method in which the value of a pixel
in the resized image is calculated as the value of the nearest pixel of the original image. That is, we
are not creating values that do not exist in the original STFT matrix, but only repeating those that
were already there. This ensures that every pixel in the visualization is interpretable as spectral
information of the original signal, and not as a result of interpolation.

Although this expansion is an expensive and inefficient operation, this is done for visualization
purposes only. The IRMS is stored in a compact form, and algorithms that use the IRMS as their
input can work locally on the STFT matrices that form its data structure. Future work can include
more sophisticated image processing tools for the display of an image with non-uniform pixel density,
in order to speed up the generation of a visualization of the IRMS.

Future work on the data structure

Future work on this data structure includes the development of a look-up method that is capable
of, given a frequency and time value, returning the most detailed bin that represents this region.
We should also think of a way of indexing bins so that the IRMS tree structure can be accessed
as a simple 2-D matrix, which would facilitate its use with ready-to-use MIR algorithms. Lastly,
in order to generate its visualization without the auxiliary zoom_specs list, future work should
include the development of a fast method for the retrieval of all matrices of a given refinement level
from the data structure.

4.2.3 Complexity analysis

In this section, we offer a complexity analysis of the IRMS, focusing on the computation of STFT
representations for each TFP subregion of the initial spectrogram. For a step-by-step execution time
profiling of the IRMS, please refer to Appendix 6.2.

The IRMS’s initial STFT has a complexity of

O(m · log(n));

where m is the total number of samples of the analyzed signal and n is the number of rows of
the STFT matrix. Assuming a worst case in which all subregions of this initial spectrogram are
detected as musically relevant, we need to perform the defined sub-band processing algorithm for
the refinement of each one.

All steps of the sub-band algorithm up to the final localized STFT (filtering, subsampling and
ring modulation) are linear in cost, and thus will be absorbed by the cost of the final STFT. We
then only need to analyze the cost of performing an STFT for each TFP subregion of the initial
spectrogram. We define a subregion size by its width m′ in samples and its height n′ in number of
rows of the initial spectrogram, with one caveat: since in our implementation the subregion size is
defined in ms per cents, the number n′ of rows is not fixed, but changes along the frequency axis.
For simplicity sake, we perform our analysis using octave frequency bands, i.e. a subregion height of
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1200 cents. For different subregion heights, we would have an analogous analysis with proportional
cost, which would result in the same computational complexity.

For the analysis of a single slice of m′ samples, we have a subregion of height equal to n/2 bins
in the highest octave, followed by a subregion of height equal to n/4, n/8 and so on. Considering
the refinement parameter K that defines the number of rows of the localized STFT as a function of
the subregion height in bins, the STFT cost of all of these stacked subregions summed is given by:

O
(
m′ log

Kn

2
+m′ log

Kn

4
+ · · ·+m′ log

Kn

2L

)
where L = logKn. Additionally,

log Kn
2 + log Kn

4 + · · · = (logKn− log 2) + (logKn− log 4) + · · ·+ (logKn− log 2L)
= L ∗ logKn− log 2 ∗ (1 + 2 + 3 + · · ·+ L)

= L2 − log 2 ∗ L(L−1)2

Both terms above are proportional to L2 = (logKn)2, and so the total cost of all subregion STFTs
in a vertical slice of the initial STFT is given by:

O(m′(logKn)2)

Now, considering we have a total of m
m′ vertical bands in the initial spectrogram, the IRMS com-

plexity can be expressed by:

O(m(logKn)2)

4.2.4 Code organization

Code is available on GitHub, and is divided into the following files:

• irms.py: contains the entry point function irms, that should be called by the user for the
computation of a IRMS representation. Its parameters are:

– y: the array containing the audio signal to be analyzed;

– k: the k factor (either a single value or a list, one for each level of refinement);

– subregion_size: subregion size for detection and refinement (either a single value or a
list, one for each level of refinement);

– model: a scikit-learn predictive model to be used to calculate probabilites for the refine-
ment of a subregion;

– pct: detection percentile (either a single value or a list, one for each level of refinement).
Alternatively, the function can receive a probability threshold instead of a percentile;

– Optional parameters (default values are given): n_fft=512 and hop_size=512 for
the initial spectrogram, and sr=44100 (sampling rate of the y signal).

• mappings.py: contains all functions pertaining to the extraction of features from a spectro-
gram. Its main function is extract_features, that partitions a spectrogram into subre-
gions and extracts the Rényi and Shannon entropies from each one. It accepts the following
parameters:

– spec: the amplitude spectrogram matrix from which the features will be extracted. In
practice, a dB energy spectrogram will be derived from this one, from which the Shannon
entropy will be extracted, while the Rényi entropy will be extracted from the original
amplitude spectrogram;

https://github.com/nicolasfigueiredo/IRMS
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– subregion_size: subregion dimensions given in cents per ms;

– fft_freqs: optional, used when features are being extracted from a subregion spectro-
gram. Contains the y-axis center frequencies of the spectrogram;

– Optional parameters (default values are given): n_fft=512, hop_size=512 (window
and hop size of the analyzed spectrogram), sr=44100 (sampling rate of the original
signal), alpha=3 (the α factor used in the calculation of the Rényi entropy).

• detect_musical_regions.py: contains all functions that relate to the detection of mu-
sical subregions of a spectrogram. Functions from mappings.py are called here for feature
computation. Its main function detect_musical_regions takes a spectrogram, a predic-
tive model and a subregion size as its parameters and returns a list of indices representing
the detected subregions. These are transformed by musical_regions_to_ranges into a
list of time_range, freq_range pairs that represent the detected subregions.

• stft_zoom.py: contains all functions related to the sub-band processing algorithm. Its main
function, stft_zoom, takes these inputs:

– y: an array containing an audio signal;

– freq_range: a list of two values that define a frequency band;

– time_range: a list of two values that define a time slice;

– k and original_window_size: these two parameters define the frequency resolution
of the final STFT;

and returns an STFT computation of y in the TFP subregion defined by freq_range and
time_range.

• classes.py: contains the definitions for the data structures SingleResSpectrogram
and MultiResSpectrogram;

• util.py: other utility functions.

The following Python packages were used (all of which are available with pip install):
LibROSA for the STFT computations, SciPy for the filtering stages of the sub-band algorithm and
Shannon entropy calculation, fast_histogram for the histogram part of the entropy calculation,
Pillow for the generation of the MultiResSpectrogram visualization and NumPy for general
array computations.
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Chapter 5

Experiments

This chapter presents three experiments that form the proposed methodology for the develop-
ment of an efficient multiresolution representation. Sections 5.1 and 5.2 analyze two experiments
related to the evaluation of musical information estimators of the TFP, while Sec. 5.4 evaluates the
final IRMS algorithm with a comparative experiment based on execution time.

Sections 5.1 and 5.2 are heavily based on [FQ20], where these two experiments were originally
presented.

5.1 Estimator evaluation

This experiment aims to evaluate different features as musical information estimators in the TFP.
When extracted from a subregion of a spectrogram, a good estimator should give us an indication
of whether the this subregion contains musical events (notes, harmonics, expressive elements) or
not. The evaluated estimators and reference values were detailed in Secs. 3.3.1, and now we focus
on the technical aspects of the experiment as well as the results and their discussion.

5.1.1 Experiment

The MAESTRO dataset [HSR+19] was used in this experiment. It contains over 200 hours of pi-
ano performances recorded in Yamaha Disklaviers as part of the International Piano-e-Competition,
spanning ten years of competition. It should be noted that this dataset is mostly comprised of pre-
20th century western-european classical music, which limits our study towards this style of music
and the musical characteristics and expressiveness of the piano. For each performance, a pair of a
MIDI file and sound recording is captured and aligned with 3ms accuracy. From this dataset, we
randomly selected 16 minutes of performances from 2004 to 2014. In order to represent different
recording conditions in the 16 minutes of music selected for the experiment, each year in the dataset
was sampled equally. For every recording/MIDI pair selected, 30 seconds were extracted from the
halfway point of the performance and used in the experiment.

Each selected performance was used in the following analysis: from the corresponding MIDI file,
the three reference maps described in 3.3.1 were extracted, according to a rectangular subregion
size: piano roll, piano roll with harmonics, and piano roll with harmonics and decay model. For
modeling the energy decay over time and frequency of the third reference value, we used models
based on measured data from acoustic pianos [CDM15, Bla65]. For each note, a decay of 8 dB/s
is considered, and seven harmonics are included with a decay of 4.3 dB per partial. MIDI velocity
values in [CDM15] were translated using estimates from [BFS+02], as decays of 28 velocity points
per second and 7.86 velocity points per partial. From the corresponding audio recordings, an STFT
analysis was performed, from which the estimators described in 3.3.1 were extracted (Rényi en-
tropy, Shannon entropy, standard deviation and mean value of amplitude, energy and dB energy
spectrogram - 12 estimators in total), using the same subregion size used for the extraction of the
ground truth values. The Rényi entropy was computed with α = 3, a value justified by the discus-

39
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Estimators Piano roll Piano roll + harmonics P. roll + harm. + decay
Rényi (amp. spec) 0.43 +- 0.08 0.51 +- 0.09 0.49 +- 0.09
Shannon (dB spec) 0.26 +- 0.05 0.34 +- 0.06 0.29 +- 0.05
Std. dev. (amp. spec) 0.51 +- 0.10 0.55 +- 0.10 0.64 +- 0.08
Std. dev. (en. spec) 0.36 +- 0.10 0.39 +- 0.10 0.50 +- 0.09
Density (amp. Spec) 0.55 +- 0.12 0.57 +- 0.14 0.66 +- 0.11
Density (dB spec) 0.48 +- 0.10 0.52 +- 0.12 0.51 +- 0.11

Table 5.1: Correlation results of the best performing estimator/reference value pairings, using a subregion
size of 800 ms per 800 cents and an STFT with an analysis window of 2048 samples. All correlations achieved
significance values p < 0.05. Reproduced from [FQ20].

sion in [BFJM01]. Finally, the Pearson correlation between each possible estimator/reference value
pairing (36 pairs in total) was computed.

In order to test the influence of the resolution of the STFT from which the estimators are
extracted, the experiment was repeated for spectrograms computed with windows of 512, 1024,
2048 and 4096 samples. All recordings are sampled at 44100 kHz, and hop sizes were chosen as
one-fourth of the size of the analysis window.

As discussed in Sec. 3.3.1, the dimensions of the subregions determine our reference value,
and should be considered part of our definition of musical relevance. Since our work is strongly
motivated by AMT, the best subregion size would be the one that produces the representation best
suited for this task. Admittedly, even this motivation does not entail a single optimal subregion
size: this would vary according to spectral characteristics of the audio being transcribed, such as
the expected number of notes per second or the proximity in the frequency axis of simultaneous
notes and harmonics per chord, so it is not appropriate nor possible to treat the subregion size as a
variable to be optimized. With this discussion in mind, the experiment was repeated for subregion
sizes of 100 ms by 100 cents, 200 ms by 200 cents, 400 ms by 400, 600 ms by 600 cents, 800 ms by
800 cents and 1000 ms by 1000 cents, in order to observe, compare and discuss the results of the
obtained representations under different conditions.

The experiment was written in Python, using LibROSA [MMB+19] for the STFT calculations,
NumPy for general array computations, fast-histogram1 and SciPy for entropy calculations and
Mido2 for MIDI manipulation.

5.1.2 Results and discussion

Overall, the estimators that achieved the highest correlations were the density and standard
deviation of the amplitude spectrogram (see table 5.1). Density of the dB spectrogram and Rényi
entropy of the amplitude spectrogram also achieved fair results, although no estimator achieved
correlation coefficients significantly above 0.5. Estimators extracted from the energy spectrogram
(not in dB) did not achieve notable results, as well as Shannon entropies, that achieved the lowest
correlation with each of the three reference values.

Fig. 5.1 shows that increasing subregion size tends to increase the correlation between reference
value and estimator for all pairings. This is somewhat expected, given that using a bigger subregion
size has the effect of making both matrices lose detail, favoring general trends in the data which are
easier to estimate than minor local changes. No outliers were observed in this trend, which agrees
with our discussion in 3.3.1 about the impossibility of finding an optimal subregion size. Further
studies analyzing the impact of subregion size in a subsequent AMT task of selected pieces with
similar spectral characteristics could provide more information about this behaviour.

The variation of correlation caused by STFT window size (see Fig. 5.2) seems to be fairly
minimal for most estimators, although with some interesting exceptions and characteristics. The

1https://github.com/astrofrog/fast-histogram
2https://mido.readthedocs.io/en/latest/
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Figure 5.1: The effect of subregion size in the correlation coefficients for 5 estimator/reference value pair-
ings. All estimator/reference value pairings presented (approximately) monotonically increasing behaviour.
Reproduced from [FQ20]

Figure 5.2: The effect of window size in the correlation coefficients for 5 estimator/reference value pairings.
Reproduced from [FQ20]
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Figure 5.3: The effect of introducing harmonics and decay models in the reference values for 5 estima-
tor/reference value pairings. Reproduced from [FQ20]

Shannon entropy is the only feature that presents monotonically decreasing performance with the
increase of window size, while amplitude density seems to be the estimator mostly favored by an
increase in window size. All other estimators are not as sensible to this variation.

Entropies in general performed better with the reference value of the piano roll with harmonics
(see Fig. 5.3). This means that the introduction of decay models in the reference value actually
served to (slightly) decorrelate these estimators with the reference. This could be related to the
invariance of entropy with respect to data scaling, which pushes the reference and estimator maps
in this case apart from each other as the reference decays. Standard deviation and amplitude density
presented higher correlation with the reference value containing decay models, which agrees with
its sensitivity to scaling and the adherence of the simple decay models to the amplitude behavior
observed in the spectrograms. Surprisingly, the introduction of decay models did not improve the
correlation of the density of the dB spectrogram and the reference value. This probably means that
the linear decay models represent poorly the energy decay profiles exhibited in the dB spectrogram
of the Disklavier recordings.

It is important to note the high variance of the obtained correlation values. Although there are
noticeable and useful trends in the data, this fluctuation means that the estimator values should be
further analyzed with caution in the context of relevant subregion classification, the performance of
which is still unclear in the presence of these fluctuations. The binary classification experiment aims
to assess this classification performance in the context of the iterative refinement of a multiresolution
time-frequency representation.

5.2 Binary classification of TFP subregions

This experiment is a compliment to the estimator evaluation, where we take its best perform-
ing estimators and further evaluate them in the binary classification task of musically relevant
subregions of the TFP.

5.2.1 Experiment

As in the previous experiment, the MAESTRO dataset was utilized. All recordings from 2004
to 2015 present in the dataset were utilized, totalling nearly 9 hours analyzed from 1043 recordings.
Once again, for every selected recording/MIDI pair, 30 seconds were extracted from the halfway
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Figure 5.4: The effect of the threshold in transforming the piano roll with harmonics reference value into a
binary one. The piano roll with harmonics density map is shown, along with 3 binary maps obtained using
thresholds of 0, 0.04 and 0.1 respectively. Reproduced from [FQ20]

point of the performance and used in the experiment. 80% of the dataset was used for training and
the remaining 20% for evaluation.

From the estimator evaluation experiment, the best performing estimators were selected, namely
Rényi entropy, standard deviation and amplitude density of the amplitude spectrogram, and Shan-
non entropy and energy density of the dB spectrogram. An STFT window of 2048 samples was
used, chosen as a middle ground motivated by the results shown in Fig. 5.2. A subregion size of 800
ms per 800 cents was used while keeping in mind that the utilized dataset contains piano perfor-
mances with heterogeneous spectral characteristics, and it would not be possible to choose an ideal
subregion size for this experiment.

The first step of this experiment consisted of the training of Naive-Bayes models for the pre-
diction of the binary piano roll reference, using the mentioned estimators as single-feature models
and every possible feature pairing as two-feature models. In a second step, designed to test the
sensibility of each feature to the presence of harmonics, the models were evaluated using a binary
representation of the piano roll with harmonics and decay models as ground truth. The rationale for
also including the piano roll with harmonics and decay model in this experiment is not to evaluate
the model for itself, but to gain insight on whether false positives of the binary piano roll model
in step 1 could be related to the presence of harmonics, and also to enquire whether there are
estimators that behave differently in the identification of subregions containing harmonics.

In order to transform the reference value explained in 3.3.1 into a binary map, a “musical
density” threshold had to be chosen above which a bin was considered as a positive example of
“musical activity”. If this threshold is set to 0, the presence of even the weakest harmonic would
signal a positive sample, and if it is set close to 1, only the “musically densest” regions would be
counted as a positive sample (see Fig. 5.4). Several different thresholds were tested leading to the
results presented in the following section.

In addition to the libraries cited in the previous experiment, scikit-learn [PVG+11] was used for
training and evaluation of the Naive-Bayes models.

5.2.2 Results and discussion

Among the single-feature models for the binary piano roll prediction, the Rényi entropy per-
formed best according to F-Score, achieving a recall of 0.78 and precision of 0.62. The Shannon
entropy achieved a notable recall of 0.92 but a precision of 0.42. Among the feature pairings, Shan-
non entropy and standard deviation achieved the highest F-Score of 0.66, tied with the Rényi and
energy density pairing. The highest precision of 0.76 was achieved by the Rényi entropy and stan-
dard deviation pairing, while the highest recall of 0.93 was reached by the pairing of Shannon and
Rényi entropies. All notable results are shown in Table 5.2.

In order to interpret these results and what they mean for a possible multiresolution repre-
sentation, we must first discuss the different implications of high precision and high recall in this
setting. If a positive subregion of the TFP is expected to be represented in higher resolution by our
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Estimator F-Score Precision Recall Avg. precision
Rényi (amp.) 0.69 0.62 0.78 0.69
Shannon (dB) 0.58 0.42 0.92 0.45
Std. dev. (amp) 0.52 0.82 0.38 0.72
En. density (dB) 0.65 0.61 0.69 0.67
Rényi + Shannon 0.62 0.47 0.93 0.67
Rényi + Std. dev. 0.63 0.76 0.53 0.74
Rényi + en. density 0.66 0.55 0.83 0.67
Shannon + en. density 0.63 0.49 0.91 0.66
Shannon + Std. dev. 0.66 0.73 0.59 0.72

Table 5.2: Selected classification results for the trained Naive-Bayes models using the binary piano roll as
ground truth. Reproduced from [FQ20].

Estimator Recall (w. harmonics) Precision (w. harmonics)
Rényi (amp.) 0.82 (+0.04) 0.61 (-0.01)
Shannon (dB) 0.92 0.60 (+0.18)
Std. dev. (amp) 0.31 (-0.07) 0.84 (+0.02)
Amp. density (amp) 0.26 (-0.06) 0.81 (+0.03)
En. density (dB) 0.69 0.61

Table 5.3: Classification results using the binary piano roll with harmonics (threshold set to 0.04) as ground
truth. In parentheses the score change in relation to the piano roll model (without harmonics) using the same
feature is shown. Reproduced from [FQ20]

algorithm, false positives can be interpreted as spending computing power in unimportant regions,
while false negatives are interpreted as withholding computing power in musically relevant regions
that should be refined. Ideally, in a TFP representation aimed at AMT, we would like to represent
in detail all regions containing musical information, even if this means spending a bit of computing
power where this is not needed. Thus, when choosing between features with similar F-Scores, we
favor the ones with higher recall over the ones with higher precision.

Several thresholds were tested for the introduction of harmonics in the ground truth label. A
threshold of 0 leads to a percentage of 78% positive training samples in relation to all samples
- in practice, nearly every region of the TFP above 200 Hz is labeled as positive for all training
samples. When using the simple piano roll with no harmonics as ground truth, 30% of the training
samples are labeled as positive. As a middle ground, a threshold of 0.04 was chosen (49% of positive
samples). For this threshold, the performance of the Rényi and Shannon entropies improve (see
Table 5.3), while standard deviation and amplitude density suffer a small drop in F-Score. The
improvement in precision of the Shannon entropy model is of special importance: it means that
some of the false positives detected by the model trained with the simple piano roll were actually
regions occupied by harmonics, and thus regions that contained some musical information (which
would be relevant e.g. to timbre analysis and melody extraction algorithms).

Taking all classification results and our discussion of precision and recall into consideration,
both Rényi and Shannon entropies present encouraging results for their usage in an algorithm
for producing a mutiresolution time-frequency representation for tasks such as AMT and timbre
analysis, at least for musical pieces that follow the characteristics present in the utilized dataset.
The pairing of both entropies, as well as the pairing of Shannon entropy and energy density could
also be useful for this detection. These results also further validate the usage of Rényi entropy as a
time-frequency information content estimator as seen in [BFJM01].
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5.3 Further discussion about musical information estimators

The classification experiment concludes our investigation of possible estimators of musical in-
formation in the TFP, with promising results for the use of Rényi and Shannon entropies in the
detection of musically relevant subregions of a spectrogram. In the end, the feature pairing of both
entropies was chosen as the default for the detection phase of the IRMS, given its high recall and
comparable F-Score with other tested models. It still remains unclear how the spectrogram’s res-
olution from which these estimators are extracted influences the performance of detection. Since
both entropies seem to perform best with a shorter window, a 512-sample window was chosen as
the default for the IRMS, lewaving this decision open for the user.

Since the dataset used is comprised solely of piano performances, it would be important to
evaluate how well these detection methods perform in other conditions and musical styles, such
as performances of instruments with very different spectral characteristics from the piano and
more complex multi-instrument performances. There is also interest in considering separately the
frequency and time axes in our detection of relevant subregions in future work. Since the inher-
ent tradeoff between time and frequency resolution in the STFT motivates our development of a
multiresolution transform, a detection algorithm that distinguishes between regions that contain rel-
evant time or frequency information could better guide the refinement step towards a more suitable
representation for AMT, representing, for instance, onset regions with higher temporal resolution
and melodic lines with higher frequency resolution.

5.4 Computational cost experiment

From the investigations on sub-band processing (Sec. 4.1), musical information estimators
(Secs. 5.1 and 5.2) and the integration between the two (Sec. 4.2), a final algorithm for the IRMS
was conceived. This multiresolution spectrogram has as one of its main objectives to be a more
efficient adaptive representation than those following the traditional framework found in the liter-
ature (see 1.2). As a final experiment for the evaluation of the IRMS, we propose its comparison
against several different fixed resolution, multiresolution and adaptive representations according to
execution time, in order to assess if the implemented representation is indeed as efficient as intended.

5.4.1 Experiment

The MAESTRO dataset was once again used for the computational cost experiment. As in
the classification experiment, all sound recordings from 2004 to 2015 present in the dataset were
utilized. For each file, 30 seconds were extracted from the halfway point of the performance and
used in the experiment, totalling 8.5 hours analyzed from 1023 different performances.

For each audio recording selected, the following representations were computed: STFT, CQT [SK10],
SWGM [MdVB17], Lukin & Todd’s maximal energy compaction principle (noted throughout as
simply Lukin-Todd) [LT06], SLS [dC20] and several configurations of the IRMS (see 3.4.1 for more
details on the chosen representations). Each representation was computed for target frequency res-
olutions from 86.13 Hz/bin to 1.35 Hz/bin, equivalent to analysis windows of 29 . . . 215 samples
on a 44100-Hz sample rate signal. Time-wise, all representations are computed with a fixed hop
size of 512 samples, producing a homogeneous time resolution of 12 ms. As noted in 3.4.1, the
representations considered here deal with frequency resolutions in different ways, so these target
frequency resolutions have to be translated to specific representation parameters. The evaluated
representations and their parameters are:

• STFT: the analysis window size is chosen according to the desired resolution;

• CQT: the resolution in bins per octave of the CQT is set as the number of bins that fit into
the octave from 100 to 200 Hz using the target frequency resolution in Hz per bin. Other
parameters used for the CQT are a minimum frequency of 20 Hz and a range of 10 octaves;
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• Lukin & Todd, SWGM and SLS: these three methods combine previously computed fixed-
resolution representations, so their maximum frequency resolution is determined by the finest
(frequency-wise) representation in the provided dictionary. For this group of representations,
given a frequency resolution point defined by window size wmax, three STFT spectrograms
are computed, with windows wmax/8, wmax/2 and wmax. Other parameters include a sparsity
analysis window of 5 time frames per 48 frequency bins and energy attenuation window of 5
time frames per 16 frequency bins for the SLS (as per discussion in [dC20]), and a sparsity
analysis window of the same dimensions for the Lukin-Todd representation.

In order to observe the influence of subregion size and number of refinement levels in the ex-
ecution time of the IRMS, several configurations were evaluated. They all start with an initial
spectrogram computed with an analysis window of 512 samples and use subregions of N cents per
N ms, being divided into categories according to the number of refinement levels:

• Single level of refinement: subregion sizes with N = 1600, 800, 500 and 200 were tested. The
target frequency resolution is attained at the refined subregions, by setting the k parameter
accordingly. This parameter determines a multiplying factor in relation to the initial spectro-
gram: for example, for an initial spectrogram computed with a 512-point window and a target
resolution equivalent to a 4096-point window, k is set to 8.

• Multilevel: 2 to 4 levels of refinement were evaluated, using subregion sizes with N = 1600,
800, 400 and 200.

In the multilevel configurations, the target frequency resolution is reached only by the refined
subregions of the last level. The k factors for these configurations are set like so: defining kil,res as
the k factor of the i-th level of the configuration with a total of l levels and a desired resolution
res, it can be calculated as a function of k11,res, by the formula kil,res =

i
l · k

1
1,res. In concrete terms,

this means that in multilevel configurations refinement occurs gradually, starting at 86.13 Hz/bin
(initial spectrogram) and working its way up to the target resolution with uniform steps at each
level.

Time resolution is kept constant (512 samples) across all subregions of the IRMS, as required by
the experiment definition. Since subband processing includes a subsampling or undersampling step,
hop sizes of the STFTs of refined subregions are redefined to preserve time resolution. Although
this time resolution could be excessive for note onset tasks (note onsets are tipically considered
correctly labeled if within 50ms of the ground truth [Dix06]), it was set as a common point between
all evaluated representations in order to create a fair comparison.

One last parameter of the IRMS remains: the percentage of refined subregions on each level of
refinement. This parameter was estimated for each audio file based on piano roll representations
obtained from the paired MIDI files in the MAESTRO dataset. This is done by examining the
corresponding MIDI file and extracting the percentage of subregions that contain at least one note
(Figs 5.5 and 5.6 illustrate this process). For the multilevel configurations, we compute this reference
for each level, by calculating the TFP area occupied by relevant regions on the current level and
dividing it by this same measurement of the preceding level (that is, how much of the previously
defined relevant subregions remain relevant in this deeper level). This strategy was adopted to ensure
that the target frequency resolution was attained not only within the regions of the TFP that are
musically most relevant, but within all regions that include music events in the piano roll. Since
these reference values tell us how much of the TFP is usually occupied with notes, they can be useful
later on for setting a default parameter for the IRMS for trascription related tasks (see 5.4.3 for
further discussion on this). In order to assess a worst-case scenario related to refinement percentage,
we also tested a “stressed” version of the IRMS, using a subregion size of 800 ms per 800 cents and
the maximum refinement percentage found from the MIDI files in the MAESTRO dataset for this
subregion size.
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Figure 5.5: Extraction of a reference for the refinement percentage of the single-level IRMS. Given an
audio file, we take the corresponding MIDI file in the MAESTRO dataset, and build its piano roll. Then, we
transform this piano roll into TFP dimensions, and divide the plane into subregions defined by a certain size
in cents per ms (this same size will be used in the IRMS). Finally, we compute the ratio between subregions
that contain at least one note and the total number of subregions, and use this as the refinement percentage
of the IRMS. The green lines are the borders of each subregion.

Figure 5.6: Extraction of refinement percentages for the multi-level IRMS. The three figures present the
final product of the process shown in Fig. 5.5 for three different increasingly smaller subregion sizes related
to each refinement level. Refinement percentages for levels l > 1 are calculated as the ratio between the
percentage of area occupied by relevant subregions (yellow area) for level l and this same measurement for
level l − 1.
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Figure 5.7: Computational cost curves for all evaluated representations and selected configurations of the
IRMS, with a linear y-axis (left) and logarithmic y-axis (right).

In order to minimize the influence of other processes running on the same machine simultane-
ously with the experiment, each file was processed 5 times. We then take the mean of all computa-
tions of each representation and resolution pairing in order to plot the execution time curves.

5.4.2 Implementation details

This experiment was written in Python. Librosa [MMB+19] was used for the computation of
STFT and CQT, and custom implementations of the Lukin & Todd, SWGM and SLS represen-
tations were developed. In the case of Lukin & Todd, no implementations from the authors were
available; for the SWGM and SLS, MATLAB implementations were supplied by the original author.
In the end, in order to maintain a common ground of coding language and runtime environment,
the MATLAB codes were translated to Python with the supervision of the original author. This
translation is also part of an ongoing collaboration with the original author on a Python package
containing the proposed representations in [dC20] and other adaptive representations.

General experiment code and representation implementations rely on NumPy for array com-
putations and SciPy for the computation of Hamming windows for the SLS. Execution times are
captured using the default_timer function of the timeit Python module. This experiment
was conducted on a 2017 MacBook Pro with 8 GB of RAM and a 3.1 GHz Intel Core i5 Dual-Core
processor.

5.4.3 Results and discussion

Fig. 5.7 shows computational cost curves for all representations and two configurations of the
IRMS (in the presented figures, single-level IRMS configuration with a subregion size of N cents
per N ms are labeled as IRMS N, while configurations with L levels of refinement are labeled as
IRMS Lx). The Lukin-Todd and SLS computational costs sit several orders of magnitude above
the rest. These representations start with the computation of three different spectrograms, then
interpolation of the smaller spectrograms to the dimensions of the largest matrix in the dictionary,
and then looping through each bin of each spectrogram while calculating a measure of sparsity. Both
measures of sparsity depend on selecting a subregion around the analyzed bin and then sorting all
magnitude values therein, which amounts to a comparatively very high cost. Because of this order-
of-magnitude difference, all subsequent figures only display the computing times for the 4 remaining
representations, which are computationally more affordable.

Fig. 5.8 shows the computational cost curves of the SWGM, STFT, CQT and two configurations
of the IRMS. Apart from the multilevel IRMS, all other representations seem to behave almost
linearly in the analyzed interval. The graph shows that for resolutions finer than 4.41-Hz per bin
the SWGM representation is no longer competitive with the others. These results, in conjunction
with Fig. 5.7, show that the use of adaptive representations that rely on the traditional framework
presented in [LT06] is impractical when dealing with large datasets and resolutions finer than 4
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Figure 5.8: Computational cost curves for selected representations. Using a subregion size of 1600 cents per
1600 ms, the single level IRMS is shown to be cheaper than the CQT for all evaluated resolution points and
cheaper than the STFT for resolutions above 2.75 Hz/bin. For resolutions above 4 Hz/bin, the SWGM is not
competitive with the other representations shown here. Resolution is given in the corresponding window size
for a sampling rate of 44.1 kHz.

Hz/bin, and demonstrate that the IRMS is successful in producing an adaptive multiresolution
representations at a cost comparable with STFT and CQT.

Fig. 5.9 is a comparison of the single-level IRMS with the STFT and CQT. This figure makes it
clear that reducing the analysis subregion size increases execution times of the IRMS. This happens
because most of the execution time is spent on sub-band processing, as shown in Appendix 6.2.
The most computationally expensive parts of this algorithm are the filtering steps, which become
more expensive as the frequency band gets smaller: since their requisites (attenuation in stopbands
and passbands) are fixed, higher orders are needed for smaller frequency bands.

Taking into account the adaptive aspect of IRMS, it can be said that overall our algorithm
compares favorably with the STFT and CQT. The single-level IRMS curves behave approximately
linear, with a bigger initial cost (intercept) than the STFT but a smaller gradient. This means
that, for frequency resolutions over a certain value (depending on subregion size), the costs of
detecting relevant subregions and performing the sub-band processing algorithm are offset by the
gains of refining only relevant parts of the spectrogram. This makes our representation an efficient
alternative for resolutions above 2.2 Hz/bin. The slope of the CQT sits between the slopes of the
STFT and IRMS, and its overall cost for the analyzed resolution range is very similar to the cost
of the IRMS with a subregion size of 500 cents per 500 ms.

Fig. 5.10 shows computing times for all tested configurations of the IRMS. Aside from the
observations about subregion size, the figure clearly shows that adding a level of refinement is a
very costly operation. This means that, with regards to execution time alone, it would seem to
be more advantageous to use the single-level configuration with a higher k parameter than adding
several levels of refinement (for example, using a single-level that increases the resolution by a factor
of 8 instead of three levels where each increases the resolution by a factor of 2). However, there
may be other advantages to using the multi-level configurations depending on the subsequent tasks
performed on the obtained representation, as will be discussed below.

Fig. 5.11 shows boxplots of execution times for the IRMS tested configurations. The variance for
each boxplot is a function of two factors: the refinement percentage, that is defined independently for
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Figure 5.9: Computational cost curves for the STFT, CQT and every evaluated single-level configuration
of the IRMS. Execution time increases as the subregion size of the IRMS decreases, but it still remains
comparable to the STFT and CQT for subregions above 500 cents per 500 ms.

Figure 5.10: Computational cost curves for all tested configurations of the IRMS. Adding levels of refinement
proves to be very costly operation.
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Figure 5.11: Boxplots of execution times for all tested configurations of the IRMS. Variance for each data
point is due to the different refinement percentages and the location of the refined subregions for each file,
which change with the analyzed signal and have an influence on the cost of the sub-band processing algorithm.
The box extends from the first to the third quartile values of the data, with a line at the median. The whiskers
show the range of data, extending no more than 1.5 ∗ (Q3−Q1) from the edges of the box, while outliers are
plotted as separate dots.

each processed recording, and the locations of the refined subregions, that depend on signal content.
It can be said that the observed variance is expected and even desired in adaptive transforms, since
by definition they operate differently when analyzing different signals.

Single-level and multi-level IRMS

We now turn our attention to single-level versus multi-level IRMS representations, and to iden-
tifying contexts where the latter would be preferable over the former. Consider, for example, a local
MIR detection algorithm (e.g. peak-finding or onset detector); if the target events are all concen-
trated in the relevant subregions of the last level of refinement of our multiresolution representation,
such an algorithm would be applied on a much smaller area of the TFP when additional levels are
computed. So, adding additional refinement levels effectively decreases the percentage of the TFP
area that would have to be analyzed by event-oriented local MIR detection algorithms. Fig 5.12
shows the total percentage of the TFP area that is part of the last level of refinement. The figure
shows that, for the given example, 10% of the spectrogram would be fed to an MIR detection al-
gorithm when using a 4-level IRMS, against 36% when using a single-level IRMS (median values),
and 100% when using a conventional spectrogram. This way, the extra cost of a multilevel IRMS
could be offset by a speed up in subsequent AMT or MIR algorithms performed on a much smaller
subregion of the TFP.

Fig. 5.13 shows boxplots of refinement percentages per subregion size (single-level IRMS) and
per refinement level (multi-level IRMS), according to the ground truth values extracted from the
corresponding MIDI files. The first plot gives us an idea of how many subregions (as a function
of subregion size) of the initial spectrogram’s TFP actually contain notes (i.e. fundamental fre-
quencies; recall that the evaluated dataset contains solo piano performances). This figure is useful
for the determination of a default value for the refinement percentage of the single-level IRMS for
transcription tasks: for subregions between 800×800 and 1600×1600 cents per ms, this percentage
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Figure 5.12: Boxplot showing the percentage of subregions of the initial spectrogram that are processed in
the last level of refinement, that is, the percentage of subregions that present the maximum resolution in an
IRMS multiresolution representation. These values are calculated for the entire MAESTRO dataset, using
MIDI files as reference in order to calculate how many subregions of the TFP contain notes. The “One level”
label refers to a single-level IRMS with subregion size of 1600×1600

Figure 5.13: a) Refinement percentages as a function of subregion size. These values are calculated for the
entire MAESTRO dataset, using MIDI files as reference in order to calculate how many subregions of the
TFP contain notes using different subregion sizes. b) Refinement percentages at each level of refinement,
using subregions of sizes 1600×1600, 800×800, 400×400 and 200×200 on levels 1 to 4. For levels above
1, we calculate the percentage of subregions that contain notes and are inside the regions generated by the
previous level of refinement

lies between 20% and 40% for this dataset. The second plot shows the same analysis for the multi-
level IRMS. After the first level of refinement, which drastically reduces the area in the TFP under
scrutiny, around 70% of the subregions refined in the preceding level are further refined on each
subsequent level. This means that subregions tend to concentrate around actual music events, so
more subregions are now considered relevant. Surely this is a by-product of the chosen percentages
and subregion sizes (1600×1600 at level 1, 800×800 at level 2, 400×400 at level 3 and 200×200
cents per ms at level 4), but it still gives us an idea of useful refinement percentages for transcription
tasks.

Lastly, Fig. 5.14 shows the timing of the IRMS stressed configuration. The maximum refinement
percentage found on the MAESTRO dataset for a subregion size of 800 cents per 800 ms was 40.7%,
almost two times the mean value of 20.8%. This figure shows that the worst-case scenario results in
a considerable rise in execution time when compared with its non-stressed counterpart. Although
significant, this increase still leaves the stressed IRMS somewhat competitive with the CQT, and
orders of magnitude cheaper than the other evaluated adaptive representations. This result is useful
for establishing bounds on IRMS execution time based on refinement percentage, and shows that a
high percentage does not invalidate IRMS as an efficient choice for adaptive representations.
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Figure 5.14: Computational cost curve for the stressed IRMS and other compared representations. Although
a high refinement percentage results in a considerable rise in execution time, the IRMS still remains an
efficient choice for an adaptive representation.

5.4.4 Conclusion

In this experiment, we evaluated computational cost curves for the STFT, CQT, Lukin-Todd,
SLS, SWGM and several configurations of the IRMS. When compared to other adaptive represen-
tations (Lukin-Todd, SLS, SWGM), IRMS performed very well, achieving the smallest execution
times and sitting orders of magnitude below SLS and Lukin-Todd. This advantage is especially
pronounced for the single-level IRMS. These results validate our initial proposal of an adaptive
representation that does not conform to the traditional framework of combining multiple fixed-
resolution spectrograms from a precomputed dictionary, and demonstrate its success in providing
an efficient alternative to existing adaptive representations.

Furthermore, the single-level IRMS can be faster than the STFT for higher resolutions (finer
than 2.2 Hz/bin), where the cost of detecting and refining relevant subregions is offset by the gains
of refining a smaller portion of the TFP. This makes the IRMS an efficient alternative when “super
resolutions” are desired. This performance can be further improved by speeding up the the filtering
stages of the sub-band processing algorithm used for the computation of localized STFTs, e.g., by
relaxing filter design criteria (attenuation in stopbands and pass bands).

The experiment suggests a choice of subregion sizes above 500 cents per 500 ms in order to
keep execution times competitive with STFT and CQT, and a refinement percentage between
20% and 40% in the first level and around 70% in subsequent levels of the IRMS, at least for the
MAESTRO dataset. The cost comparison favors the use of the single-level IRMS against multi-level
configurations, although the latter could speed up subsequent AMT and MIR algorithms because
of the ultimately smaller area of the maximally refined subregions.

Finally, further experiments are needed to address the application of the IRMS in music tran-
scription tasks. A comparative experiment of IRMS against other representations in tasks such
as onset detection and F0 extraction shall reveal the interplay between computational cost and
accuracy of the obtained estimates.
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Chapter 6

Conclusion

In this work we presented a novel adaptive representation focused on the efficient use of comput-
ing power. This proposal is an alternative to the traditional framework of adaptive representations
that rely on the combination of a set of precomputed single resolution representations [LT06]. The
traditional scheme relies on the calculation of sparsity measurements across the whole set of rep-
resentations, which is usually cost-intensive and inefficient, since only part of the precomputed
data is used in the resulting multiresolution representation. The proposed Iteratively Refined Mul-
tiresolution Spectrogram composes an adaptive representation not by combination of precomputed
spectrograms, but by successive refinements on top of an initial low-frequency-resolution spectro-
gram. These refinements are located in the TFP subregions judged to contain relevant music infor-
mation such as notes, harmonics and expressive elements. The efficiency of the IRMS is two-fold:
by using coarser resolutions in areas that do not contain musical events and higher resolutions in
musically relevant regions, it reduces memory usage of the final representation; by only computing
high resolution representations of the relevant TFP subregions, it reduces execution time while not
disregarding any computed high resolution data.

Two main problems were investigated in order to develop the IRMS: the efficient STFT com-
putation of isolated time-frequency regions and the identification of musically relevant regions of a
spectrogram. In the former, we reviewed well-known sub-band processing techniques for compres-
sion and analysis of music signals. Based on this review, we implemented the “STFT Zoom” tool,
a visual interface for the fast computation of high-resolution representations of specific regions of
the TFP via sub-band processing. In the latter, we reviewed signal information estimators in the
TFP, and proposed a comparative experiment between different features using ground truth values
related to MIR tasks. Both Rényi and Shannon entropies showed promising results in their use as
music information estimators.

For the integration between detection of relevant subregions and sub-band processing, several
empirical evaluations were made leading to optimization choices such as filter design requisites and
the signal bank configuration. A data structure was proposed for the representation of a multireso-
lution spectrogram in a tree-like structure, as well as algorithms for insertion and visualization. A
final IRMS implementation was conceived based on the sub-band algorithm part of “STFT Zoom”
and a trained model for classification of musically relevant subregions. Its customizable parame-
ters are: number of refinement levels, subregion size, refinement percentage and target frequency
resolution for each refinement level.

The final IRMS implementation was compared to other adaptive and non-adaptive representa-
tions on a computational cost comparative experiment. Several configurations of our solution were
evaluated, leading to observations regarding influence of subregion size, number of refinement levels
and refinement percentage on execution time. MIDI files from piano performances were analyzed in
order to investigate suitable default refinement percentages in the use of the IRMS for transcrip-
tion purposes. The IRMS achieved execution times orders of magnitude faster than all other tested
adaptive representations, and in some configurations presented a competitive cost with respect to
the STFT and CQT. Overall, the results showed that the IRMS is successful in its attempt to offer
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an efficient alternative to the traditional framework used for adaptive representations.

6.1 Contributions

In this work, we presented a review of the literature on multiresolution and adaptive represen-
tations, sparsity measurements and sub-band processing techniques. An open tool for the detailed
visualization of specific regions from a spectrogram called “STFT Zoom”1 was developed, as a result
of the exploration on sub-band processing techniques.

An evaluation of different features for musical information estimation in the TFP was undertaken
in a comparative experiment relating them to certain AMT tasks. Apart from the main comparison
between features, we highlight as contributions of this study the further validation of the use of
Rényi entropy as a measurement of time-frequency information [BFJM01] and the training of a
Naive-Bayes model for the detection of musically relevant subregions of a spectrogram using Rényi
and Shannon entropies as its features. This study was first presented in the 17th Sound and Music
Computing Conference (2020) [FQ20].

A comparison between different time-frequency representations based on execution time is an-
other contribution of this work. We offer as an experiment result the comparative profiling of the
STFT, CQT, Lukin-Todd, SLS, SWGM and IRMS representations as a function of frequency res-
olution. Furthermore, as a part of this experiment, Python implementations of the Lukin-Todd,
SLS and SWGM representations were produced. The last two were translated from MATLAB with
the original author’s supervision, and are part of an ongoing collaboration on a Python package
containing the proposed representations in [dC20] and other adaptive representations. An article
focused on the IRMS proposal and the computational cost experiment was submitted to ICASSP
2021.

Finally, we highlight as the main contribution of this work the IRMS2 itself, in both its method-
ological proposition and its final implementation. The final results of this research project indicate
its merits as an efficient adaptive time-frequency representation, and indicate possibilities of further
exploration of the proposed framework for adaptive representations as a more efficient option to
the traditional one present in the reviewed literature.

6.2 Future work

The IRMS proposition shown here can be expanded in a few different ways. The investigation of
different models for the detection of musically relevant subregions of the TFP would be beneficial. In
order to truly circumvent the trade-off between frequency and time resolution of the STFT, future
work should include research on a detection scheme that is capable of not only detecting these
subregions, but whether they should be refined time or frequency-wise. As an initial proposition of
discrimination between onset and melodic regions, we suggest the comparison of entropies calculated
independently along each axis of a given TFP subregion.

Given the IRMS focus on efficiency, future work shall also include testing of different filter design
requisites for the sub-band processing algorithm, with the objective of speeding up its execution
time. As noted in 4.2.2, some aspects of the utilized data structure can be improved. We highlight
here as possibilities the development of a look-up method that is capable of, given a frequency and
time value, returning the most detailed bin of the IRMS data structure that represents this region,
and the development of an indexing scheme for the access of the tree-like structure as if it were a
simple 2-D matrix, facilitating its employment with ready-to-use MIR algorithms.

Finally, further experiments are needed to address the application of the IRMS in music tran-
scription and other MIR tasks. Beyond the evaluation of its computational efficiency presented
here, a comparative experiment of the IRMS against other representations in tasks such as onset

1Available on https://github.com/nicolasfigueiredo/stft-zoom
2Available on https://github.com/nicolasfigueiredo/IRMS

https://github.com/nicolasfigueiredo/stft-zoom
https://github.com/nicolasfigueiredo/IRMS
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detection and F0 extraction shall reveal the interplay between computational cost and accuracy of
the obtained estimates, and provide additional validation for the IRMS as a relevant time-frequency
representation for music signals.
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IRMS Code Profiling

This appendix presents execution time profiling for the implemented code of the IRMS repre-
sentation. We intend to give a top-down view of the algorithm stages, while identifying the most
cost-intensive parts of the code. For the sake of clarity, we present the algorithm of the single-level
IRMS only. The multi-level profiling would follow the same structural observations made here, with
some difference of total execution time for each refinement level. The presented figures were gener-
ated using the line_profiler3 Python package as a Jupyter Notebook [KRKP+16] extension.

Figure 1 shows the entry point function for the IRMS. The example given is a computation of a
single-level IRMS with subregion size equal to 800 cents per 800 ms, refinement percentage of 50%
and a k factor of 5. Total execution time lasted 1.0049 seconds. This time was partitioned like so:

• 2.7% was spent on the initial spectrogram’s computation;

• 2.1% was spent on the initialization of the custom IRMS data structure;

• 8.0% was spent on the detection (feature extraction + model prediction) of interesting sub-
regions;

• 39.3% was spent initializing the signal bank of the stft_zoom script;

• 40.6% was spent performing localized STFTs with the implemented sub-band processing
algorithm;

• 4.7% was spent inserting these localized STFTs into the IRMS data structure.

Now, we take a closer look at some of these stages in the sequential order of the algorithm,
starting with the detection stage shown in Fig. 2. This stage’s execution time is taken up almost
entirely (99.5%) by feature extraction, while probability prediction of the Naive-Bayes model takes
up only 0.4% of this time.

Fig. 3 shows a function call of the stft_zoom() function, that performs the sub-band pro-
cessing algorithm for localized STFT computation. In this case, the processed subregion is found
in the signal bank, so most of the sub-band processing algorithm is bypassed: we only need to find
the corresponding signal in the signal bank, slice it and perform the localized STFT. 80.8% of its
total time of 0.00181 seconds is spent on the slicing and STFT operations, while 13.3% is spent on
an utility function that composes the x-axis and y-axis values of the STFT matrix.

Fig. 4 shows a function call of the stft_zoom() function for when a subregion is not found on
the signal bank. In this case, the function took 0.0107 seconds to run, from which 87.8% is taken
up by the filtering and modulation steps, 0.2% is taken up by subsampling and 9.1% is taken up by
the STFT computation of the sub-band processed signal. Fig. 5 takes a closer look at the filtering
and modulation steps. 44.8% of its execution time is spent on band-pass filtering, while 54.9% is
spent on ring modulation followed by the final low-pass filter stage.

In conclusion, the IRMS execution time is mostly a function of its sub-band processing algorithm,
which takes up 79.9% of its total execution time (39.3% setting up the signal bank and 40.6%
performing additional sub-band processing computations). Most (about 87.8%) of this 79.9%, in

3https://github.com/pyutils/line_profiler
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Figure 1: Cost profiling of the entry point function for the IRMS, with annotations showing the detection,
signal bank and sub-band processing code lines

Figure 2: Cost profiling for the detection phase of the IRMS, highlighting the feature extraction and model
prediction parts of the code

Figure 3: Code profiling for the sub-band processing stage of the IRMS, in the case when a subregion is
found on the stft_zoom’s signal bank.



IRMS CODE PROFILING 65

Figure 4: Code profiling for the sub-band processing stage of the IRMS, in the case when a subregion is not
found on the stft_zoom’s signal bank.

Figure 5: Code profiling for the filtering and ring modulation phases of the sub-band algorithm, higlighting
the band-pass filter and low-pass filter sections of the code.
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turn, is spent on the filtering stages of the sub-band algorithm, whether low-pass or band-pass.
This means that efforts to speed up the algorithm should tackle filtering first, whether by relaxing
some of the filter design constraints or by employing different filter architectures. Secondly, efforts
on speeding up the detection phase should be focused on the faster extraction of features from the
initial rough spectrogram of the IRMS.
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