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Resumo

Juliane Trianon Fraga. Pseudocompacidade e Ultrafiltros. Tese (Doutorado). Instituto

de Matemática e Estatística, Universidade de São Paulo, São Paulo, 2023.

Este trabalho apresenta avanços obtidos na teoria de grupos topológicos com propriedades

pseudocompact-like. Construímos em ZFC um grupo enumeravelmente compacto de cardinalidade

2
c sem sequências convergentes não triviais. Também construímos em ZFC um grupo seletivamente

pseudocompacto que não é enumeravelmente pracompacto. Usando a mesma técnica, construímos um

grupo que tem todas as potências seletivamente pseudocompactas mas que não é enumeravelmente

pracompacto, assumindo a existência de um único ultrafiltro seletivo. Naturalmente, uma pergunta similar

à feita por Comfort em 1990 para grupos enumeravelmente compactos também pode ser feita para

grupos enumeravelmente pracompactos: para quais cardinais 𝛼 existe um grupo topológico 𝐺 tal que 𝐺𝛾 é

enumeravelmente pracompacto para todos os cardinais 𝛾 < 𝛼, mas 𝐺𝛼 não é enumeravelmente pracompacto?

Neste trabalho construímos tal grupo no caso em que 𝛼 = 𝜔, assumindo a existência de c ultrafiltros seletivos

incomparáveis, e no caso em que 𝛼 = 𝜅
+, com 𝜔 ≤ 𝜅 ≤ 2

c, assumindo a existência de 2
c ultrafiltros seletivos

incomparáveis. Também construímos um grupo topológico Abeliano, não divisível, livre de torção, que é

compacto, e mostramos que para qualquer grupo Abeliano 𝐺, o grupo Z × 𝐺 não admite topologia de grupo

𝑝−compacta, para nenhum ultrafiltro livre 𝑝. Mostramos que o resultado anterior também é verdadeiro

quando substituímos Z por um subgrupo de Q que é 𝑟−divisível para todo primo 𝑟 , exceto exatamente um

deles. Por fim, mostramos que existe uma topologia de grupo 𝑝−compacta sem sequências convergentes

não triviais em Q(c) para a qual encontramos um subgrupo fechado 𝐻 ⊂ Q(c) que contém um elemento não

divisível (em 𝐻 ) por nenhum natural.

Palavras-chave: Topologia geral. Pseudocompacidade. Grupo topológico. Compacidade enumerável.

Pseudocompacidade seletiva. Pracompacidade enumerável. 𝑝−compacidade. Ultrafiltro

seletivo. Questão de Comfort. Grupo divisível. Sequências convergentes não triviais.





Abstract

Juliane Trianon Fraga. Pseudocompactness and Ultrafilters. Thesis (Doctorate). Insti-

tute of Mathematics and Statistics, University of São Paulo, São Paulo, 2023.

This work presents advances obtained in the theory of topological groups with pseudocompact-like

properties. We construct in ZFC a countably compact group without non-trivial convergent sequences of

size 2
c. We also construct in ZFC a selectively pseudocompact group which is not countably pracompact.

Using the same technique, we construct a group which has all powers selectively pseudocompact but is not

countably pracompact, assuming the existence of a single selective ultrafilter. Naturally, a question similar

to that asked by Comfort in 1990 for countably compact groups can also be asked for countably pracompact

groups: for which cardinals 𝛼 is there a topological group 𝐺 such that 𝐺𝛾 is countably pracompact for all

cardinals 𝛾 < 𝛼, but 𝐺𝛼 is not countably pracompact? In this work we construct such group in the case 𝛼 = 𝜔,

assuming the existence of c incomparable selective ultrafilters, and in the case 𝛼 = 𝜅
+, with 𝜔 ≤ 𝜅 ≤ 2

c,

assuming the existence of 2c incomparable selective ultrafilters. We also construct an Abelian, torsion-free„

non-divisible topological group which is compact, and show that for every Abelian group 𝐺, Z × 𝐺 does not

admit a 𝑝−compact group topology for any free ultrafilter 𝑝. We show that the previous result is also true

when we replace Z by a subgroup of Q that is 𝑟−divisible for every prime 𝑟 , except exactly one of them.

Finally, we show that there exists a 𝑝−compact group topology on Q(c) without non-trivial convergent

sequences for which we find a closed subgroup 𝐻 ⊂ Q(c) which contains an element not divisible (in 𝐻 ) by

any natural.

Keywords: General topology. Pseudocompactness. Topological group. Countable compactness. Selec-

tive pseudocompactness. Countable pracompactness. 𝑝-compactness. Selective ultrafilter.

Comfort’s Question. Divisible group. Non-trivial convergent sequence.
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1

Introduction

About this thesis

The objective of this thesis is to present, in the most self-contained way possible, the
problems I worked on during my PhD, as well as the original results obtained. Bearing
this in mind, in most cases, prerequisites, results from other researchers and additional
explanations will be provided if, and only if, they are useful in the motivation, content,
or proofs of such results, most of which are published in the following papers that I
coauthored:

• A. H. Tomita and J. Trianon-Fraga. Some pseudocompact-like properties in certain
topological groups. Topol. Appl., 314:108111, 2022

• A. H. Tomita and J. Trianon-Fraga. On powers of countably pracompact groups.
Topol. Appl., 327:108434, 2023

In the last chapter we present the latest topics we have been working on. We intend to
submit the results already obtained in the near future.

Following the same philosophy, the proofs of results presented in the text will be given
if the proof itself or the ideas contained in it are useful in some way for the presentation
of our results, or if they are simple enough not to break the flow of the text. Proofs of well-
known results, which are already found in many mathematics textbooks, will generally
not be presented, but we will always present a possible source for those interested. There
is an effort throughout the thesis to make it clear which results are original, folklore, or
from other researchers.

I have always found it challenging to find the sweet spot between overexplaining and
underexplaining. Personally, I prefer things that are overexplained rather than overly
obscure, and I tried to make the thesis feel that way. I run the risk, therefore, of making
the text long-winded and tiring. I hope this is not the case.

The content

In this subsection, we will summarize the topics worked on and the results obtained
during the PhD. Everything presented here will be worked on in more detail in the next
chapters. Many definitions and important prerequisites are not given yet, thus we refer
the reader to the subsequent chapters in case of unfamiliarity with a term presented here.
In fact, the idea is just to summarize the background behind the research area and briefly
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present the results obtained, and thus being familiar with all the terms presented here is
not really necessary for now.

We worked with topological groups which have some pseudocompact-like property.
Throughout the introduction, every topological space will be Tychonoff (Hausdorff and
completely regular) and every topological group will be Hausdorff (thus, also Tychonoff).
We will explain more about this restriction later.

To introduce the theme, we start from the definition of pseudocompactness due to
Hewitt [Hew48]: an infinite topological space 𝑋 is pseudocompact if each continuous
real-valued function on 𝑋 is bounded. Although Tychonoff’s theorem ensures that the
product of any family of compact topological spaces is compact (with respect to the product
topology), the same is not true for general pseudocompact topological spaces [Ter52], nor
for countably compact topological spaces [Nov53]1. However, when looking at topological
groups, we get an important theorem, proved by Comfort and Ross: the product of any
family of pseudocompact topological groups is pseudocompact [CR66]. Whether the same
holds for countably compact topological groups is an old question, one we will come back
to shortly.

In order to establish a weaker notion than compactness, and still hold true certain
properties valid for general compact topological spaces (such as, for example, a version of
Tychonoff’s theorem), Bernstein introduced [Ber70] the notion of 𝑝−compactness. Since
then, many related concepts have emerged, which provide new topological spaces, with
different properties. Those that are most relevant to the thesis are the following:

• countable pracompactness, which we consider folklore;

• 𝑝-pseudocompactness, introduced in [GS75];

• ultrapseudocompactness, introduced in [GS75];

• selective 𝑝-pseudocompactness, introduced in [AOT14];

• selective pseudocompactness, introduced in [GO14].

It is interesting to study how the above notions relate to each other, especially for
topological groups, since this class of spaces leads to interesting results, such as the
conservation of pseudocompactness by products. For instance, it follows straight from the
definitions that, for general topological spaces:

countable compactness ⇒ countable pracompactness ⇒

⇒ selective pseudocompactness ⇒ pseudocompactness.

It is not hard to find an example of a countably pracompact group which is not countably
compact. The question whether pseudocompactness implies selective pseudocompactness
in topological groups was posed in [AOT14], and solved by Garcia-Ferreira and Tomita, who
proved that there exists a pseudocompact group which is not selectively pseudocompact

1 These papers proved, respectively, that pseudocompactness and countable compactness are not preserved
under products for arbitrary topological spaces.
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[GT15]. Our first original result, which we state below, answers the remaining question
regarding the inversion of the arrows above:

Theorem 1 ([TT22], Theorem 4.1). There is a selectively pseudocompact group which is not
countably pracompact.

With a similar construction, we also proved that:

Theorem 2 ([TT22], Theorem 5.4). Assuming the existence of a single selective ultrafilter,
there exists a topological group which has all powers selectively pseudocompact and is not
countably pracompact.

Now we will return to a subject that we left pending in a previous paragraph. Comfort,
after proving, together with Ross, the mentioned theorem, asked if the same was true
for countably compact topological groups. That is, his question was: is the product of
countably compact groups countably compact? More generally, he asked the following
question in the survey book Open Problems In topology [Com90]:

Question 1 ([Com90], Question 477). Is there, for every (not necessarily infinite) cardinal
number 𝛼 ≤ 2

c, a topological group 𝐺 such that 𝐺𝛾 is countably compact for all cardinals
𝛾 < 𝛼, but 𝐺𝛼 is not countably compact?

The restriction 𝛼 ≤ 2
c in the question above is due to a result that had already been

proved in [GS75]: it is equivalent to a Hausdorff topological space 𝑋 to have all powers
countably compact and be such that 𝑋 2

c
is countably compact.

Van Douwen gave the first consistent answer to Comfort’s original question: he proved
under Martin’s axiom (MA) that there are two countably compact groups whose product is
not countably compact [Dou80]. More specifically, van Douwen proved the two following
lemmas:

Lemma 1 ([Dou80]). (ZFC) Every infinite Boolean countably compact group without non-
trivial convergent sequences contains two countably compact subgroups whose product is not
countably compact.

Lemma 2 ([Dou80]). (MA) There exists an infinite Boolean countably compact group without
non-trivial convergent sequences.

Using tools outside ZFC, many other examples of countably compact groups without
non-trivial convergent sequences were given over the years. For instance:

• in [HJ76], from Continuum Hypothesis (CH);

• in [KTW00], from Martin’s Axiom for countable posets (MAcountable);

• in [GTW05], from a single selective ultrafilter.

However, it was left open for a long time whether there exists an example in ZFC. This
question was finally solved in 2021, when Hrušák, van Mill, Ramos-García, and Shelah
[Hru+21] proved in ZFC the following theorem:

Theorem 3 ([Hru+21]). There exists a Boolean countably compact topological group (of size
c) without non-trivial convergent sequences.
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Due to Lemma 1, this result also solves the original Comfort’s question in ZFC.

Then, in [BRT21a], the authors asked whether there exists an (Abelian) countably
compact group without non-trivial convergent sequences of size strictly greater than c
in ZFC. With a slight modification to the construction given in [Hru+21], we answered
this question:

Theorem 4 ([TT22], Theorem 3.1). There is a Boolean countably compact group of size 2c

without non-trivial convergent sequences.

We mentioned above the three main results which appear in our first paper ([TT22]).
From now on, we will turn to the results of our second paper ([TT23]), which are related
to Comfort’s more general question (Question 1).

It is natural also to ask productivity questions for countably pracompact and selectively
pseudocompact groups. In this regard, Garcia-Ferreira and Tomita proved that if 𝑝 and 𝑞
are non-equivalent (according to the Rudin-Keisler order in the set of free ultrafilters on 𝜔)
selective ultrafilters on 𝜔, then there are a 𝑝-compact group and a 𝑞-compact group whose
product is not selectively pseudocompact [GT20]. Also, Bardyla, Ravsky and Zdomskyy
constructed, under MA, a Boolean countably compact topological group whose square is
not countably pracompact [BRZ20]. However, it is still not known whether it is a theorem of
ZFC that selective pseudocompactness and countable pracompactness are non-productive
in the class of topological groups.

More generally, one can ask Comfort-like questions, such as Question 1, for selectively
pseudocompact and countably pracompact groups. In the case of selectively pseudocompact
groups, the question is restricted to cardinals 𝛼 ≤ 𝜔, since, as shown in a later chapter, if
𝐺 is a topological group so that 𝐺𝜔 is selectively pseudocompact, then 𝐺

𝜅 is selectively
pseudocompact for every cardinal 𝜅 ≥ 𝜔. In the case of countably pracompact groups,
it is still not known whether there exists a cardinal 𝜅 satisfying that: if a topological
group 𝐺 is such that 𝐺𝜅 countably pracompact, then 𝐺𝛼 is countably pracompact, for each
𝛼 > 𝜅. Thus, there is no restriction to the cardinals 𝛼 yet. We write below the non-trivial
Comfort-like questions in the case of selectively pseudocompact and countably pracompact
groups:

Question 2. For which cardinals 𝛼 ≤ 𝜔 is there a topological group 𝐺 such that 𝐺𝛾 is
selectively pseudocompact for all cardinals 𝛾 < 𝛼, but 𝐺𝛼 is not selectively pseudocompact?

Question 3. For which cardinals 𝛼 is there a topological group 𝐺 such that 𝐺𝛾 is countably
pracompact for all cardinals 𝛾 < 𝛼, but 𝐺𝛼 is not countably pracompact?

In [GT18], under the assumption of CH, the authors showed that for every positive
integer 𝑘 > 0, there exists a topological group 𝐺 for which 𝐺

𝑘 is countably compact but
𝐺
𝑘+1 is not selectively pseudocompact. Thus, Question 2 and Question 3 are already solved

for finite cardinals under CH. The cardinal 𝛼 = 𝜔 is the only one for which there are still no
consistent answers to Question 2. In [TT23], we answered Question 3 for 𝛼 = 𝜔, assuming
the existence of c incomparable selective ultrafilters, and for 𝛼 = 𝜅

+, with 𝜔 ≤ 𝜅 ≤ 2
c,

assuming the existence of 2c incomparable selective ultrafilters:

Theorem 5 ([TT23], Theorem 3.1). Suppose that there are c incomparable selective ultrafil-
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ters. Then there exists a topological group 𝐺 which has all finite powers countably pracompact
and such that 𝐺𝜔 is not countably pracompact.

Theorem 6 ([TT23], Theorem 4.1). Suppose that there are 2c incomparable selective ultra-
filters. Let 𝜅 ≤ 2

c be an infinite cardinal. Then there exists a topological group 𝐺 such that 𝐺𝜅

is countably pracompact and 𝐺𝜅
+ is not countably pracompact.

As a corollary of the proof of Theorem 5, we also obtained:

Corollary 1 ([TT23]). Suppose that there are c incomparable selective ultrafilters. Then, for
each 𝑛 ∈ 𝜔, 𝑛 > 0, there exists a topological group whose nth power is countably compact and
the (n+1)th power is not selectively pseudocompact.

Since CH implies the existence of 2c incomparable selective ultrafilters [Bla73], this is a
slightly stronger result than what was obtained in [GT18].

The case 𝛼 = 2
c of Theorem 6 is particularly interesting since, given a Hausdorff

topological space 𝑋 , if 𝑋 2
c

is countably compact, then 𝑋 𝛼 is countably compact for every
𝛼 > 2

c, as we mentioned.

Finally, we also work a little with the relation between algebraic properties of some
Abelian groups and the possibility of endowing them with a 𝑝−compact topology, for
some free ultrafilter 𝑝 on 𝜔. We have already obtained some results (they will be presented
below) but, as mentioned before, they have not yet been submitted.

In this regard, Fuchs showed that a non-trivial free Abelian group does not admit a
compact Hausdorff group topology, and Halmos proved that it is possible to topologize
the additive group R so that it becomes a Hausdorff compact topological group [Hal44].
Notice that, algebraically, R can be considered as the direct sum of c copies of Q. Also,
Tomita showed the following result:

Theorem 7 ([Tom98]). Let 𝐺 be an infinite free Abelian group endowed with a group
topology. Then, 𝐺𝜔 is not countably compact.

The proof of the theorem above relies on the fact that the only element of a free Abelian
group that is infinitely divisible is 0. This suggests that a good candidate for a torsion-free
group that admits a 𝑝−compact topology might be a divisible group, such as Q. Indeed,
Bellini, Rodrigues and Tomita recently showed that, if 𝑝 is a selective ultrafilter and 𝜅 is a
cardinal such that 𝜅 = 𝜅

𝜔, then Q(𝜅) (the direct sum of 𝜅 copies of Q) admits a 𝑝−compact
group topology without non-trivial convergent sequences [BRT21b]. Our first result in
this regard is that divisibility can be dropped:

Proposition 1. There is an Abelian, torsion-free, non-divisible topological group which is
compact.

Since group divisibility is not essential for the existence of 𝑝-compact topologies, we
tried to change the group Q(c) a little so that it loses its divisibility, and study whether we
still get such a topology. The most immediate attempt would be to look at the Abelian
group Z ×Q(c). We did this, and showed that Z ×Q(c) does not admit a 𝑝−compact group
topology for any 𝑝 ∈ 𝜔

∗. Actually, we proved a more general result:
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Proposition 2. Let 𝐺 be an Abelian group. Then, the Abelian group Z × 𝐺 does not admit a
𝑝−compact group topology for any 𝑝 ∈ 𝜔

∗.

In particular, this answers a question asked in [Bel+21].

Interestingly, we also showed that by replacing Z with a subgroup of Q which is very
divisible (in the following sense), the same is true:

Proposition 3. Let 𝐺 be an Abelian group, 𝐻 be a subgroup of Q and 𝑟 > 1 be a prime
number. Suppose that 𝐻 is 𝑡-divisible for each prime 𝑡 ≠ 𝑟 but is not 𝑟−divisible. Then, 𝐻 × 𝐺

does not admit a 𝑝−compact group topology, for any 𝑝 ∈ 𝜔
∗.

Finally, using a similar construction to the one done in [BRT21b], we also showed
that:

Theorem 8. Let 𝑝 be a selective ultrafilter. Then, there exists a 𝑝-compact group topology on
Q(c) without nontrivial convergent sequences and a closed subgroup 𝐻 ⊂ Q(c) which contains
an element not divisible by any 𝑛 ∈ 𝜔.

That is, such 𝐻 is a 𝑝−compact subgroup of Q(c), without non-trivial convergent
sequences, which contains an element not divisible by any 𝑛 ∈ 𝜔.

The outline

The thesis is organized as follows.

Chapter 1 deals with the preliminary content necessary for understanding the thesis,
which is not directly related to the results that will be presented (such content is in chapter
2). We assume that the reader is already familiar with Mathematics at undergraduate
level, but some basic contents were presented in this chapter for the purpose of fixing the
notation, or due to its centrality and importance in the theme of the thesis.

In chapter 2, we will introduce our main field of study during the PhD. While making
a historical overview, we present preliminary contents that were not covered in chapter 1,
as they are directly related to the results that will be presented. We believe it would be
better this way, as the topics are already presented in the context in which they will be
used, providing greater objectivity and motivation. We also present a general idea of how
most of the constructions that will be done in subsequent chapters work, including some
facts and results that will be useful to us.

Chapters 3, 4, 5 and 6 are devoted to proving the following:

• Chapter 3: Theorem 4;

• Chapter 4: Theorem 1 and Theorem 2;

• Chapter 5: Theorem 5;

• Chapter 6: Theorem 6.

At the end of each of these chapters, we make a brief conclusion, indicating some open
questions that we are interested in and intend to study in the future.
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The reader will notice that chapter 7 differs somewhat from the other chapters. The
reason for this is that the study of the themes presented there is much more recent.
Therefore, the historical overview and the insertion of the results obtained in the context
of the area are made in the chapter itself, and not in chapter 2. There we also present
the proofs of all the original results obtained so far (which are Propositions 1, 2, 3 and
Theorem 8), and at the end we present an idea of the next steps that we want to follow in
this study.
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Chapter 1

Preliminary Content

In this chapter we will group the preliminary content (those that are not directly
related to the results that will be presented) necessary for the understanding of the next
chapters. By preliminary content, we mean notations, nomenclatures, definitions, as well
as results commonly found in undergraduate and graduate mathematics textbooks. We
will assume that the reader is already familiar with many basic mathematics concepts and
results at the undergraduate level. For this reason, most of the time we will talk about
such basic concepts without presenting them (some references for the reader interested in
such topics are suggested throughout the text). However, we sometimes find it necessary
to recall some basic facts in more detail, as well as to fix the nomenclature we will use. For
many readers, much of this chapter can only serve as an occasional reference, and it can
be skipped without major problems in understanding the thesis.

1.1 Algebra

In this section we will recall some algebra results and fix some nomenclature we will
use in the entire thesis. Much of what is presented here can be found in any basic algebra
textbook. For Portuguese speakers, we suggest [Mar10].

Definition 1.1.1. A group is a nonempty set 𝐺 together with a binary operation

⋅ ∶ 𝐺 × 𝐺 → 𝐺

so that:

G1) (associativity) for every 𝑎, 𝑏, 𝑐 ∈ 𝐺, (𝑎 ⋅ 𝑏) ⋅ 𝑐 = 𝑎 ⋅ (𝑏 ⋅ 𝑐);

G2) there exists 𝑒 ∈ 𝐺 so that, for each 𝑎 ∈ 𝐺, 𝑒 ⋅ 𝑎 = 𝑎;

G3) for every 𝑎 ∈ 𝐺, there is 𝑏 ∈ 𝐺 so that 𝑏 ⋅ 𝑎 = 𝑒.

If a group 𝐺 also satisfies that

G4) for every 𝑎, 𝑏 ∈ 𝐺, 𝑎 ⋅ 𝑏 = 𝑏 ⋅ 𝑎, we say that 𝐺 is an Abelian group.
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As usual, the element 𝑒 in the property G2 is called the identity (or the neutral element)
of the group. Also, the element 𝑏 in the property G3 is called the inverse of 𝑎, and it
is denoted by 𝑎

−1. Notice that we can think of the inverse of elements in a group as a
function:

(⋅)
−1
∶ 𝐺 ⟶ 𝐺

𝑎 ⟼ 𝑎
−1
.

Sometimes, when there is no chance of confusion, we may omit the symbol ⋅ in the
product of elements in a group: for instance, we write 𝑎𝑏 instead of 𝑎 ⋅ 𝑏. Recursively we
define, for each 𝑛 ∈ 𝜔 and 𝑎 ∈ 𝐺, the element 𝑎𝑛 ∈ 𝐺 in the following way: 𝑎0 = 𝑒 and
𝑎
𝑛+1

= 𝑎 ⋅ 𝑎
𝑛.

Given subsets 𝐻, 𝐾 of a group 𝐺 and 𝑎 ∈ 𝐺, we also define the following:

• 𝐻−1
≐ {𝑔 ∈ 𝐺 ∶ 𝑔 = ℎ

−1
, ℎ ∈ 𝐻 };

• 𝐻𝐾 ≐ {𝑔 ∈ 𝐺 ∶ 𝑔 = ℎ ⋅ 𝑘, ℎ ∈ 𝐻, 𝑘 ∈ 𝐾 };

• for 𝑛 ∈ 𝜔, 𝑛 > 0, 𝐻 𝑛
≐ {𝑔 ∈ 𝐺 ∶ 𝑔 = ℎ0 ⋅ ... ⋅ ℎ𝑛−1, ℎ0, ..., ℎ𝑛−1 ∈ 𝐻 };

• 𝐻 is called symmetric if 𝐻 = 𝐻
−1;

• 𝑎𝐻 = {𝑔 ∈ 𝐺 ∶ 𝑔 = 𝑎 ⋅ ℎ, ℎ ∈ 𝐻 } and 𝐻𝑎 = {𝑔 ∈ 𝐺 ∶ 𝑔 = ℎ ⋅ 𝑎, ℎ ∈ 𝐻 }.

Note that due to the associativity property of groups, given elements 𝑎, 𝑏, 𝑐 ∈ 𝐺 and
𝐻 ⊂ 𝐺, one can write, with no chance of confusion, elements and sets as 𝑎(𝑏𝑐) or 𝑎(𝑏𝐻 ),
for instance, without the parentheses, as 𝑎𝑏𝑐 and 𝑎𝑏𝐻 , respectively.

Next, we define:

Definition 1.1.2. Let 𝐺 be a group.

1) If 𝐺 is finite, we define its order as the number of its elements. If 𝐺 is not finite, we
say that its order is infinite.

2) The order of an element 𝑎 ∈ 𝐺 is the smallest positive 𝑚 ∈ 𝜔 so that 𝑎𝑚 = 𝑒. If such
𝑚 ∈ 𝜔 does not exist, we say that the order of 𝑎 is infinite.

Definition 1.1.3. A group 𝐺 is called a Boolean group if all its elements, other than identity,
have order 2.

Definition 1.1.4. Let 𝐺 be a group. Then:

1) An element 𝑔 ∈ 𝐺 is a torsion element if it has finite order.

2) 𝐺 is a non-torsion group if there exists 𝑔 ∈ 𝐺 which is not a torsion element. Other-
wise, 𝐺 is called a torsion group.

3) 𝐺 is torsion-free if the only torsion element of 𝐺 is the identity.

For Abelian groups, we usually will denote the binary operation as +, and the neutral
element as 0𝐺 (or simply by 0, if there is no chance of confusion). Also, the inverse of 𝑎 ∈ 𝐺
is denoted by −𝑎, and, for each 𝑏, 𝑐 ∈ 𝐺, an operation as 𝑏 ⋅ 𝑐−1 (which in the new notation
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is 𝑏 + (−𝑐)) will simply be denoted by 𝑏 − 𝑐. As done before, we also define, for each 𝑛 ∈ 𝜔
and 𝑎 ∈ 𝐺, the element 𝑛𝑎 ∈ 𝐺 recursively: 0𝑎 = 0 and (𝑛 + 1)𝑎 = 𝑛𝑎 + 𝑎. In other words,
𝑛𝑎 will be the element 𝑎 "added" 𝑛 times.

Now, we define the following concepts:

Definition 1.1.5. An Abelian group 𝐺 is divisible if, for each 𝑛 ∈ 𝜔 ⧵ {0} and 𝑔 ∈ 𝐺, there
is 𝑦 ∈ 𝐺 so that 𝑔 = 𝑛𝑦.

Definition 1.1.6. Given a prime number 𝑟 ∈ 𝜔, we say that an Abelian group 𝐺 is
𝑟−divisible if, for each 𝑔 ∈ 𝐺, there is 𝑦 ∈ 𝐺 so that 𝑔 = 𝑟𝑦.

1.2 Topology

In this section we will present the preliminary content of topology.

The meaning of certain basic nomenclatures in topology does not exactly match
depending on the source. Thus, we will spend a few pages in this section specifying exactly
what we mean by each term that could cause confusion. As usual, a topological space
(𝑋, 𝜏) will be denoted simply by 𝑋 when there is no chance of confusion.

We highlight here that throughout the thesis the set of natural numbers will be identi-
fied with the first infinite ordinal,𝜔. Also, ordinals are identified with cardinals: for instance,
𝜔 will be identified with ℵ0. As usual, c will denote the cardinality of the continuum.

1.2.1 Basic General Topology

Definition 1.2.1. Let 𝐼 be a set, (𝑋𝑖 ∶ 𝑖 ∈ 𝐼 ) be a family of topological spaces, 𝑌 be a
nonempty set and, for each 𝑖 ∈ 𝐼 , 𝑓𝑖 ∶ 𝑌 → 𝑋𝑖 be a function. The topology on 𝑌 generated
by the family of functions (𝑓𝑖 ∶ 𝑖 ∈ 𝐼 ) is the weakest1 topology on 𝑌 that makes each 𝑓𝑖

continuous.

Recall that, given a set 𝐼 , (𝑋𝑖 ∶ 𝑖 ∈ 𝐼 ), 𝑌 and (𝑓𝑖 ∶ 𝑖 ∈ 𝐼 ) as in the definition above,

 =

{

⋂

𝑖∈𝐹

𝑓
−1

𝑖
(𝑈𝑖) ∶ 𝐹 ⊂ 𝐼 is finite and 𝑈𝑖 ⊂ 𝑋𝑖 is an open subset, for each 𝑖 ∈ 𝐹

}

is a base for the topology generated by the family of functions (𝑓𝑖 ∶ 𝑖 ∈ 𝐼 ) on 𝑌 .

Let again (𝑋𝑖 ∶ 𝑖 ∈ 𝐼 ) be a family of topological spaces. Given 𝑖0 ∈ 𝐼 , we will usually
denote by 𝜋𝑖0 the projection from the cartesian product 𝑋 ≐ ∏

𝑖∈𝐼
𝑋𝑖 onto 𝑋𝑖0

:

𝜋𝑖0 ∶ 𝑋 ⟶ 𝑋𝑖0

(𝑥
𝑖
)𝑖∈𝐼 ⟼ 𝑥

𝑖0
.

Definition 1.2.2. Let (𝑋𝑖 ∶ 𝑖 ∈ 𝐼 ) be a family of topological spaces and 𝑋 ≐ ∏
𝑖∈𝐼
𝑋𝑖. The

product topology on 𝑋 is the topology generated by the family of functions (𝜋𝑖 ∶ 𝑖 ∈ 𝐼 ).

1 That is, the intersection of all topologies with the mentioned property.
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Remark 1. Given a family of topological spaces (𝑋𝑖 ∶ 𝑖 ∈ 𝐼 ), if we somehow say "the
topological space 𝑋 = ∏

𝑖∈𝐼
𝑋𝑖", without specifying the topology, we mean that 𝑋 is

endowed with the product topology.

Next we define the separation axioms for topological spaces. Their precise meanings
may vary according to the source. In this thesis, we agree with [Wil04], for example.

Definition 1.2.3. A topological space 𝑋 is said to be:

1) 𝑇0 if, and only if, given distinct points 𝑥, 𝑦 ∈ 𝑋 , there is an open subset of𝑋 containing
one and not the other;

2) 𝑇1 if, and only if, given distinct points 𝑥, 𝑦 ∈ 𝑋 , there is an open subset of𝑋 containing
𝑥 and not containing 𝑦;

3) 𝑇2 (or Hausdorff ) if, and only if, given distinct points 𝑥, 𝑦 ∈ 𝑋 , there are disjoint
open subsets 𝑈 and 𝑉 of 𝑋 so that 𝑥 ∈ 𝑈 and 𝑦 ∈ 𝑉 ;

4) regular if, and only if, for each closed subset 𝐴 of 𝑋 and 𝑥 ∈ 𝑋 ⧵𝐴, there are disjoint
open subsets 𝑈 and 𝑉 of 𝑋 such that 𝐴 ⊂ 𝑈 and 𝑥 ∈ 𝑉 ;

5) 𝑇3 if, and only if, 𝑋 is regular and 𝑇1;

6) completely regular if, and only if, for each closed subset 𝐴 of 𝑋 and 𝑥 ∈ 𝑋 ⧵ 𝐴, there
is a continuous function2

𝑓 ∶ 𝑋 → [0, 1] so that 𝑓 (𝑥) = 0 and 𝑓 (𝐴) ⊂ {1};

7) 𝑇
3
1

2

(or Tychonoff ) if, and only if, 𝑋 is completely regular and 𝑇1;

8) normal if, and only if, given disjoint closed subsets 𝐴 and 𝐵 of 𝑋 , there are disjoint
open subsets 𝑈 and 𝑉 of 𝑋 so that 𝐴 ⊂ 𝑈 and 𝐵 ⊂ 𝑉 ;

9) 𝑇4 if, and only if, 𝑋 is normal and 𝑇1.

Below we list some important basic facts to remember. Their proofs can be found in
many basic topology textbooks (e.g., [Wil04] contains some of them).

Lemma 1.2.4. A topological space 𝑋 is 𝑇1 if, and only if, for each 𝑥 ∈ 𝑋 , {𝑥} is closed.

Lemma 1.2.5. Every regular 𝑇0 space is Hausdorff.

Lemma 1.2.6. Every completely regular space is regular.

Corollary 1.2.7. Every Tychonoff space is Hausdorff.

Now, let’s recall some more definitions and important results.

Definition 1.2.8. Let 𝑋 be a topological space.

a) A cover of 𝑋 is a collection  of subsets of 𝑋 so that ⋃ = 𝑋 .

b) An open cover of 𝑋 is a cover of 𝑋 whose elements are all open subsets.

c) A subcover of a cover  is a subcolletion of  which is also a cover.

2 The subset [0, 1] ⊂ R is endowed with the subspace topology.
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Definition 1.2.9. A topological space 𝑋 is compact if, and only if, every open cover of 𝑋
has a finite subcover.

Definition 1.2.10. Given a topological space 𝑋 , we define the following.

1) Let (𝑥𝑛)𝑛∈𝜔 be a sequence in 𝑋 . We say that a point 𝑥 ∈ 𝑋 is an accumulation point
of (𝑥𝑛)𝑛∈𝜔 if, and only if, for each open neighborhood 𝑈 of 𝑥 , {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈 } is
infinite.

2) Let 𝐴 ⊂ 𝑋 . We say that a point 𝑥 ∈ 𝑋 is an accumulation point of 𝐴 if, and only if,
for each open neighborhood 𝑈 of 𝑥 , 𝐴 ∩ (𝑈 ⧵ {𝑥}) ≠ ∅.

3) Let 𝐴 ⊂ 𝑋 . We say that a point 𝑥 ∈ 𝑋 is an 𝜔−accumulation point of 𝐴 if, and only
if, for each open neighborhood 𝑈 of 𝑥 , 𝐴 ∩ 𝑈 is infinite.

Definition 1.2.11. A topological space 𝑋 is countably compact if, and only if, it satisfies
one of the following equivalent conditions.

1) Every infinite subset of 𝑋 has an 𝜔-accumulation point.

2) Every sequence on 𝑋 has an accumulation point.

3) Every countable open cover of 𝑋 has a finite subcover.

Remark 2. If 𝑋 is a 𝑇1 topological space, it is equivalent for a point 𝑥 ∈ 𝑋 to be an
accumulation point of a subset 𝐴 ⊂ 𝑋 or an 𝜔−accumulation point of 𝐴, as we shall see in
the next result. For this reason, when dealing with 𝑇1 topological spaces, we will usually
use the terminology accumulation point, while actually working with the definition of an
𝜔−accumulation point.

Lemma 1.2.12. Let 𝑋 be a 𝑇1 topological space. Then, 𝑥 ∈ 𝑋 is an accumulation point of a
subset 𝐴 ⊂ 𝑋 if, and only if, 𝑥 is an 𝜔−accumulation point of 𝐴.

Proof. (⇒) Let 𝑥 ∈ 𝑋 be an accumulation point of a subset 𝐴 ⊂ 𝑋 . Suppose that there
exists an open neighborhood 𝑈 of 𝑥 so that 𝐴 ∩ (𝑈 ⧵ {𝑥}) = {𝑥0, ..., 𝑥𝑚}, for 𝑚 ∈ 𝜔. Since 𝑋
is 𝑇1, 𝑉 ≐ 𝑋 ⧵ {𝑥0, ..., 𝑥𝑚} is an open subset, and therefore 𝑈 ∩ 𝑉 is an open neighborhood
of 𝑥 which satisfies that 𝐴 ∩ ((𝑈 ∩ 𝑉 ) ⧵ {𝑥}) = ∅, a contradiction, as 𝑥 is an accumulation
point of 𝐴. Thus, 𝐴 ∩ 𝑈 is infinite for every open neighborhood 𝑈 of 𝑥 .

(⇐) It is clear.

It is also well known that:

Proposition 1.2.13. Every compact topological space is countably compact.

Proof. Let 𝑋 be a compact topological space. Suppose that there is a sequence (𝑥𝑛)𝑛∈𝜔

on 𝑋 which does not have an accumulation point. Then, for each 𝑥 ∈ 𝑋 we may fix a
neighborhood 𝑉𝑥 of 𝑥 so that {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑉𝑥} is finite. Since (𝑉𝑥)𝑥∈𝑋 is an open cover of 𝑋 ,
it has a finite subcover, say {𝑉𝑦0

, ..., 𝑉𝑦𝑚
}, 𝑚 ∈ 𝜔. Thus, some 𝑉𝑦𝑖 , 0 ≤ 𝑖 ≤ 𝑚, has to contain

infinitely many elements 𝑥𝑛, a contradiction. Therefore, 𝑋 is countably compact.

The following definition is not very usual, but we still consider it folklore.
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Definition 1.2.14. A topological space 𝑋 is countably pracompact if there exists a dense
subset 𝐷 ⊂ 𝑋 such that every sequence on 𝐷 has an accumulation point in 𝑋 .

Regarding compact spaces, we have the following important theorem:

Theorem 1.2.15 (Tychonoff’s Theorem). The product of any family of compact topological
spaces is compact with respect to the product topology.

Proof. We refer [Wil04] for a proof.

1.2.2 Filters and ultrafilters

In this subsection, we will recall the definitions and useful properties of filters and
ultrafilters. Much of the content is based on section 12 of [Wil04].

Definition 1.2.16. Let 𝑆 be a set. A filter on 𝑆 is a collection  ⊂ 𝑃(𝑆) which satisfies the
following properties:

a) 𝑆 ∈  and ∅ ∉  ;

b) if 𝐹0, 𝐹1 ∈  , then 𝐹0 ∩ 𝐹1 ∈  ;

c) if 𝐹0 ∈  and 𝐹0 ⊂ 𝐹1, then 𝐹1 ∈  .

Note that, equivalently, we could replace property a) by

a)’ ∅ ⫋  ⫋ 𝑃(𝑆).

Definition 1.2.17. Let  be a filter on a set 𝑆. A nonempty subcollection 0 ⊂  is a filter
base of  if, and only if,

 = {𝐹 ∈ 𝑃(𝑆) ∶ 𝐹0 ⊂ 𝐹 for some 𝐹0 ∈ 0}.

Not every nonempty subcollection of 𝑃(𝑆) is a filter base for some filter on a set 𝑆.
Indeed, the following result holds.

Lemma 1.2.18. Let 𝑆 be a nonempty set and  ⊂ 𝑃(𝑆) be a nonempty collection of nonempty
subsets of 𝑆. Then,  is a filter base for some filter on 𝑆 if, and only if, satisfies the following
property:

P: for each 𝐶0, 𝐶1 ∈ , there exists 𝐶2 ∈  so that 𝐶2 ⊂ 𝐶0 ∩ 𝐶1.

Proof. (⇒) Suppose that  is a filter base for a filter  on 𝑆. For each 𝐶0, 𝐶1 ∈ , we have
that 𝐶0 ∩ 𝐶1 ∈  . Thus, there exists 𝐶2 ∈  so that 𝐶2 ⊂ 𝐶0 ∩ 𝐶1.

(⇐) Suppose that  satisfies the property P. Then, we claim that the collection

 ≐ {𝐹 ∈ 𝑃(𝑆) ∶ 𝐶 ⊂ 𝐹 for some 𝐶 ∈ }

is a filter on 𝑆 (for which, clearly,  is a filter base). Indeed, as  is nonempty, we have
that 𝑆 ∈  . Also, ∅ ∉  , otherwise we would have that ∅ ∈ . Thus, the property a)
of Definition 1.2.16 is satisfied for  . Property c) is clearly satisfied. Moreover, given
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𝐹0, 𝐹1 ∈  , there are 𝐶0, 𝐶1 ∈  so that 𝐶0 ⊂ 𝐹0 and 𝐶1 ⊂ 𝐹1,. Then, 𝐶0 ∩ 𝐶1 ∈ , and thus
𝐹0 ∩ 𝐹1 ∈  . Therefore, property b) is also satisfied.

Next we recall some more useful definitions and results.

Definition 1.2.19. Let  and  be filters on a set 𝑆. We say that:

a)  is finer than  if  ⊂  ;

b)  is strictly finer than  if  ⫋  ;

c)  is fixed (or principal) if ⋂ ≠ ∅;

d)  is free if ⋂ = ∅.

Definition 1.2.20. A filter 𝑝 on 𝑆 is called an ultrafilter if there is no filter on 𝑆 strictly
finer than 𝑝3.

Proposition 1.2.21. An ultrafilter 𝑝 on a set 𝑆 is fixed if, an only if, there is 𝑥 ∈ 𝑆 so that

𝑝 = {𝐹 ∈ 𝑃(𝑆) ∶ 𝑥 ∈ 𝐹 }.

That is, the collection
{

{𝑥}

}

is a filter base for 𝑝.

Proof. (⇒) Let 𝑝 be a fixed ultrafilter on 𝑆 and 𝑥 ∈ ⋂ 𝑝. It is clear that 𝑝 ⊂ {𝐹 ∈ 𝑃(𝑆) ∶ 𝑥 ∈ 𝐹 }.
Let 𝐹 ∈ 𝑃(𝑆) be so that 𝑥 ∈ 𝐹 . If 𝐹 ∉ 𝑝, then 𝑋 ⧵ 𝐹 ∈ 𝑝, since 𝑝 is an ultrafilter. However,
𝑥 ∉ 𝑋 ⧵ 𝐹 , a contradiction. Thus, 𝑝 = {𝐹 ∈ 𝑃(𝑆) ∶ 𝑥 ∈ 𝐹 }.

(⇐) In this case, ⋂ 𝑝 = {𝑥} ≠ ∅, and thus 𝑝 is fixed.

Proposition 1.2.22. An ultrafilter 𝑝 on a set 𝑆 is fixed if, and only if, it contains a finite
subset.

Proof. (⇒) By Proposition 1.2.21, if 𝑝 is a fixed ultrafilter on 𝑆, it contains the set {𝑥}, for
some 𝑥 ∈ 𝑆.

(⇐) Suppose that 𝑝 contains the finite subset 𝐹 ≐ {𝑥0, ..., 𝑥𝑛}, 𝑛 ∈ 𝜔, and that 𝑝 is free.
Then, there are 𝐹0, ..., 𝐹𝑛 ∈ 𝑝 so that 𝑥𝑖 ∉ 𝐹𝑖, for each 𝑖 = 0, ..., 𝑛. This is a contradiction, since
𝐹 ∩ (𝐹0 ∩ ... ∩ 𝐹𝑛) = ∅. Thus, 𝑝 is fixed.

The following well-known result is very useful when dealing with ultrafilters, as well
as the corollary following it.

Proposition 1.2.23. A filter 𝑝 on a set 𝑆 is an ultrafilter if, and only if, for every 𝑋 ∈ 𝑃(𝑆),
either 𝑆 ∈ 𝑝 or 𝑋 ⧵ 𝑆 ∈ 𝑝.

Proof. We refer [Wil04] for a proof.

Corollary 1.2.24. Let 𝑝 be an ultrafilter on a set 𝑆, and suppose that ⋃𝑛

𝑖=0
𝐴𝑖 = 𝑆, for

𝐴0, ..., 𝐴𝑛 ⊂ 𝑆 and 𝑛 ∈ 𝜔. Then, there is 𝑖 ∈ {0, ..., 𝑛} so that 𝐴𝑖 ∈ 𝑝.

3 That is, an ultrafilter on 𝑆 is a maximal filter on 𝑆 with respect to inclusion.
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Proof. In the conditions of the statement, if𝐴𝑖 ∉ 𝑝 for every 𝑖 = 0, ..., 𝑛, then, by Proposition
1.2.23, 𝑆 ⧵ 𝐴𝑖 ∈ 𝑝 for every 𝑖 = 0, ..., 𝑛. Thus,

𝑛

⋂

𝑖=0

(𝑆 ⧵ 𝐴𝑖) = ∅ ∈ 𝑝,

a contradiction. Therefore, there is 𝑖 ∈ {0, ..., 𝑛} so that 𝐴𝑖 ∈ 𝑝.

It is also important to know when a family of subsets can be extended to an ultrafilter.
We address this question below.

Definition 1.2.25. Let 𝑆 be a set and  ⊂ 𝑃(𝑆). We say that  has the

• finite intersection property if, and only if, the intersection of any finite subcollection
of  is a nonempty subset of 𝑆;

• strong finite intersection property if, and only if, the intersection of any finite subcol-
lection of  is an infinite subset of 𝑆.

Proposition 1.2.26. Let 𝑆 be a set and  ⊂ 𝑃(𝑆). Then:

a)  can be extended to an ultrafilter on 𝑆 if, and only if, has the finite intersection
property;

b)  can be extended to a free ultrafilter on 𝑆 if, and only if, has the strong finite intersection
property.

Proof. a) (⇒) If  can be extended to an ultrafilter 𝑝 on 𝑆, then the intersection of any
finite subcollection of  also belongs to 𝑝, thus cannot be an empty set.

(⇐) Suppose that  has the finite intersection property. Let  the the family of all finite
intersections of elements in . By Lemma 1.2.18,  is a filter base for some filter 0 on 𝑆,
which contains  in particular. Now, let

 ≐ { ⊂ 𝑃(𝑆) ∶  ⊂  and  is a filter.}

Since  ≠ ∅, an usual application of Zorn’s Lemma shows that  has a maximal element
𝑝, which will therefore be an ultrafilter.

b) (⇒) If  can be extended to a free ultrafilter 𝑝 on 𝑆, then the intersection of any
finite subcollection of  also belongs to 𝑝. Since 𝑝 is free, by Proposition 1.2.22, all such
intersections are infinite subsets.

(⇐) Suppose that  has the strong finite intersection property. Let  the the family of
all finite intersections of elements in . By Lemma 1.2.18,

0 = {𝐹 ∈ 𝑃(𝑆) ∶ 𝐵 ⊂ 𝐹, for some 𝐵 ∈ }

is a filter. Also, it is clear that every element of 0 is an infinite subset and  ⊂ 0. Thus,
the set

 ≐ { ⊂ 𝑃(𝑆) ∶  ⊂  ,  is a filter, and every element of  is infinite.}



1.2 | TOPOLOGY

17

is nonempty. Again, we may use Zorn’s Lemma to show that there is a maximal element
𝑝 ∈ . Thus, 𝑝 is an ultrafiter, and, according to Proposition 1.2.22, it is free.

Corollary 1.2.27. Every filter on a set 𝑆 can be extended to an ultrafilter on 𝑆.

Proof. Follows directly from Proposition 1.2.26, since every filter has the finite intersection
property.

Remark 3. Throughout the thesis, we will denote the set of free ultrafilters on 𝜔 by 𝜔∗.

1.2.3 𝑃-points and weak 𝑃-points of 𝜔
∗

In this subsection, we will define the concepts of 𝑃-points, weak 𝑃-points, and present
some results that we will need.

Definition 1.2.28. Let 𝑋 be a 𝑇1 topological space. A point 𝑥 ∈ 𝑋 is called 𝑃−point
if, and only if, whenever (𝑈𝑛 ∶ 𝑛 ∈ 𝜔) is a countable family of neighborhoods of 𝑥 ,
𝑥 ∈ int(⋂𝑛∈𝜔

𝑈𝑛).

Definition 1.2.29. Let 𝑋 be a 𝑇1 topological space. A point 𝑥 ∈ 𝑋 is called weak 𝑃−point
if, and only if, 𝑥 is not an accumulation point of any countable subset of 𝑋 .

Proposition 1.2.30. Let 𝑋 be a 𝑇1 topological space. Then, every 𝑃−point of 𝑋 is a weak
𝑃−point.

Proof. Let 𝑥 ∈ 𝑋 be a 𝑃−point of 𝑋 and suppose that 𝑥 is an accumulation point of a
countable subset 𝐴 of 𝑋 . Let {𝑦𝑖 ∶ 𝑖 ∈ 𝜔} be an enumeration of 𝐴⧵ {𝑥}. Then, for each 𝑖 ∈ 𝜔,
we may fix an open neighborhood 𝑈𝑖 of 𝑥 so that 𝑦𝑖 ∉ 𝑈𝑖. Since 𝑥 is a 𝑃−point, int(⋂𝑛∈𝜔

𝑈𝑛)

is an open neighborhood of 𝑥 , thus

int(⋂
𝑛∈𝜔

𝑈𝑛) ∩ 𝐴

is infinite. This is a contradiction, as 𝑦𝑖 ∉ int(⋂𝑛∈𝜔
𝑈𝑛) for every 𝑖 ∈ 𝜔. Therefore, 𝑥 is a

weak 𝑃−point.

Consider a topology in 𝜔∗ which has sets of the form

𝐴
∗
≐ {𝑝 ∈ 𝜔

∗
∶ 𝐴 ∈ 𝑝},

for each 𝐴 ⊂ 𝜔, as basic open sets. We claim that this topology is 𝑇1. Indeed, given distinct
points 𝑝, 𝑞 ∈ 𝜔∗, there exists 𝐴 ⊂ 𝜔 so that 𝐴 ∈ 𝑝 and 𝐴 ∉ 𝑞. Thus, 𝑝 ∈ 𝐴

∗ and 𝑞 ∉ 𝐴∗.

When 𝜔∗ is endowed with the above topology, one can write equivalent definitions for
𝑃−points in 𝜔∗:

Proposition 1.2.31. Let 𝜔∗ be endowed with the topology above and 𝑝 ∈ 𝜔
∗. The following

conditions are equivalent.

(1) 𝑝 is a 𝑃−point of 𝜔∗;
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(2) for every sequence (𝐴𝑛 ∶ 𝑛 ∈ 𝜔) of elements of 𝑝, there exists 𝐴 ∈ 𝑝 so that 𝐴 ⧵ 𝐴𝑛 is
finite for each 𝑛 ∈ 𝜔;

(3) for every partition (𝐴𝑛 ∶ 𝑛 ∈ 𝜔) of 𝜔, either 𝐴𝑛 ∈ 𝑝 for some 𝑛 ∈ 𝜔 or there is 𝐴 ∈ 𝑝

such that 𝐴 ∩ 𝐴𝑛 is finite for each 𝑛 ∈ 𝜔.

Proof. (1) ⇒ (2): Let 𝑝 ∈ 𝜔
∗ be a 𝑃−point, and (𝐴𝑛)𝑛∈𝜔 be a sequence of elements of 𝑝.

Then, (𝐴∗

𝑛
∶ 𝑛 ∈ 𝜔) is a family of open neighborhoods of 𝑝, and thus 𝑝 ∈ int(⋂𝑛∈𝜔

𝐴
∗

𝑛). Let
𝐴 ⊂ 𝜔 be such that 𝑝 ∈ 𝐴

∗
⊂ int(⋂𝑛∈𝜔

𝐴
∗

𝑛). We claim that 𝐴 ⧵ 𝐴𝑛 is finite for each 𝑛 ∈ 𝜔.
Indeed, suppose that 𝐴 ⧵ 𝐴𝑛0

is infinite for some 𝑛0 ∈ 𝜔. Then, there exists a free ultrafilter
𝑞 ∈ 𝜔

∗ which contains 𝐴 ⧵ 𝐴𝑛0
. Thus, in particular 𝐴 ∈ 𝑞 and 𝐴𝑛0

∉ 𝑞, and therefore 𝑞 ∈ 𝐴∗

and 𝑞 ∉ 𝐴∗

𝑛0
, which is a contradiction. We conclude that 𝐴 ⧵ 𝐴𝑛 is finite for each 𝑛 ∈ 𝜔.

(2) ⇒ (1): Suppose that 𝑝 ∈ 𝜔
∗ satisfies condition (2). We shall prove that 𝑝 is a 𝑃−point.

For that, let (𝐵∗

𝑛
∶ 𝑛 ∈ 𝜔) be a countable family of neighborhoods of 𝑝, with 𝐵𝑛 ⊂ 𝜔, for

each 𝑛 ∈ 𝜔. Then, there is an element 𝐵 ∈ 𝑝 so that 𝐵 ⧵𝐵𝑛 is finite for each 𝑛 ∈ 𝜔. We claim
that

𝑝 ∈ 𝐵
∗
⊂ ⋂

𝑛∈𝜔

𝐵
∗

𝑛
.

Indeed, suppose that 𝑞 ∈ 𝜔∗ is such that 𝐵 ∈ 𝑞. Then, if 𝐵𝑛0 ∉ 𝑞 for some 𝑛0 ∈ 𝜔, we would
have that 𝐵 ∩ (𝜔 ⧵ 𝐵𝑛0

) ∈ 𝑞, a contradiction, since 𝐵 ⧵ 𝐵𝑛0
is finite. Therefore, the above

equation holds, and 𝑝 is a 𝑃−point of 𝜔∗.

(2) ⇒ (3): Suppose that (2) holds, and let (𝐴𝑛 ∶ 𝑛 ∈ 𝜔) be a partition of 𝜔. If 𝐴𝑛 ∈ 𝑝 for
some 𝑛 ∈ 𝜔, we are done. Otherwise, 𝜔 ⧵𝐴𝑛 ∈ 𝑝 for every 𝑛 ∈ 𝜔, thus there exists 𝐴 ∈ 𝑝 so
that 𝐴 ⧵ (𝜔 ⧵ 𝐴𝑛) = 𝐴 ∩ 𝐴𝑛 is finite, for each 𝑛 ∈ 𝜔.

(3) ⇒ (2): Suppose that (3) holds, and let (𝐴𝑛 ∶ 𝑛 ∈ 𝜔) be a sequence of elements of
𝑝. Then, 𝐵𝑛 ≐ 𝜔 ⧵ 𝐴𝑛 ∉ 𝑝, for every 𝑛 ∈ 𝜔. Define recursively a sequence (𝐶𝑛)𝑛∈𝜔, so that
𝐶0 = 𝐵0 ∪ {0} and for each 𝑛 > 0,

𝐶𝑛 ≐ 𝐵𝑛 ∪ {𝑛} ⧵

𝑛−1

⋃

𝑖=0

𝐶𝑖.

Then, 𝐶𝑛 ∉ 𝑝, for every 𝑛 ∈ 𝜔. Let  = {𝑛 ∈ 𝜔 ∶ 𝐶𝑛 ≠ ∅}. Note that {𝐶𝑛 ∶ 𝑛 ∈ } is a
partition of 𝜔, thus  has to be infinite. Therefore, by hypothesis, there exists 𝐴 ∈ 𝑝 such
that 𝐴 ∩ 𝐶𝑛 is finite, for each 𝑛 ∈ , thus 𝐴 ∩ 𝐵𝑛(= 𝐴 ⧵ 𝐴𝑛) is finite for every 𝑛 ∈ 𝜔.

We highlight that Kunen showed in ZFC that there are 2
c points in 𝜔∗ which are weak

𝑃−points but not 𝑃-points [Kun80]. Also, there exists a model of ZFC in which there are
no 𝑃−points in 𝜔∗ [Wim82].

We end this section with the following useful result.

Proposition 1.2.32. Let (𝑞𝑖)𝑖∈𝜔 be a family of distinct weak 𝑃−points in 𝜔∗. Then, there
exists a family (𝐶𝑖)𝑖∈𝜔 of pairwise disjoint subsets of 𝜔 so that 𝐶𝑖 ∈ 𝑞𝑖, for every 𝑖 ∈ 𝜔.

Proof. We will construct such family recursively as follows. Since 𝑞0 is a weak 𝑃−point, it
cannot be an accumulation point of {𝑞𝑖+1 ∶ 𝑖 ∈ 𝜔}. Thus, there exists 𝐶0 ∈ 𝑞0 so that 𝐶0 ∉ 𝑞𝑖,
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for every 𝑖 > 0. Suppose that, for 𝑛 ∈ 𝜔, we have constructed a family (𝐶𝑖)0≤𝑖≤𝑛 satisfying:

1) 𝐶𝑖 ∩ 𝐶𝑗 = ∅ for each 𝑖, 𝑗 ∈ {0, ..., 𝑛} so that 𝑖 ≠ 𝑗 ;

2) 𝐶𝑖 ∈ 𝑞𝑖, for each 0 ≤ 𝑖 ≤ 𝑛;

3) 𝐶𝑖 ∉ 𝑞𝑗 for every 𝑗 ∈ 𝜔, 𝑗 ≠ 𝑖.

Since 𝑞𝑛+1 is a weak 𝑃−point, 𝑞𝑛+1 cannot be an accumulation point of {𝑞𝑖 ∶ 𝑖 ≠ 𝑛+ 1}, thus
there is 𝐷𝑛+1 ∈ 𝑞𝑛+1 so that 𝐷𝑛+1 ∉ 𝑞𝑖 if 𝑖 ≠ 𝑛 + 1. Thus, we have that

𝐶𝑛+1 ≐ 𝐷𝑛+1 ∩ (𝜔 ⧵ 𝐶0) ∩ ... ∩ (𝜔 ⧵ 𝐶𝑛) ∈ 𝑞𝑛+1.

Also, 𝐶𝑛+1 ∩ 𝐶𝑖 = ∅, for every 𝑖 ∈ {0, ..., 𝑛} and 𝐶𝑛+1 ∉ 𝑞𝑖 for every 𝑖 ∈ 𝜔, 𝑖 ≠ 𝑛+ 1. Therefore,
the family (𝐶𝑖)0≤𝑖≤𝑛+1 also satisfies 1)–3), which ends the proof by recursion.

1.2.4 Selective ultrafilters

In this brief subsection we will define selective ultrafilters and present some results
that will be important throughout the thesis.

Definition 1.2.33. A selective ultrafilter on 𝜔 is a free ultrafilter 𝑝 on 𝜔 such that for
every partition (𝐴𝑛 ∶ 𝑛 ∈ 𝜔) of 𝜔, either there exists 𝑛 ∈ 𝜔 such that 𝐴𝑛 ∈ 𝑝 or there exists
𝐵 ∈ 𝑝 such that |𝐵 ∩ 𝐴𝑛| = 1 for every 𝑛 ∈ 𝜔.

It follows straight from item (3) of Proposition 1.2.31 that:

Proposition 1.2.34. Every selective ultrafilter in 𝜔∗ is a 𝑃−point.

When handling the combinatorial properties of selective ultrafilters, it is often useful
to use some of their equivalent properties, like those given by the well known proposition
below.

Proposition 1.2.35. Let 𝑝 ∈ 𝜔
∗. The following are equivalent.

a) 𝑝 is a selective ultrafilter.

b) For every 𝑓 ∈ 𝜔
𝜔, there exists 𝐴 ∈ 𝑝 such that 𝑓 |

𝐴
is either constant or one-to-one.

c) For every function 𝑓 ∶ [𝜔]
2
→ 2 there exists 𝐴 ∈ 𝑝 such that 𝑓 |

[𝐴]
2 is constant.

Proof. See [CN74], for instance.

The existence of selective ultrafilters is independent of ZFC. In fact, Martin’s Axiom im-
plies the existence of 2c selective ultrafilters [Bla73], while, as we mentioned in the previous
subsection, there is a model of ZFC in which there are no 𝑃−points in 𝜔∗ [Wim82].

1.2.5 The Rudin-Keisler order

In this subsection, we will present the definition and some facts regarding the Rudin-
Keisler order.
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Given an ultrafilter 𝑝 on 𝜔 and a function 𝑓 ∶ 𝜔 → 𝜔, we define the set

𝑓∗(𝑝) ≐ {𝐴 ⊂ 𝜔 ∶ 𝑓
−1
(𝐴) ∈ 𝑝}.

Observe that, for each ultrafilter 𝑝 on 𝜔, 𝑓∗(𝑝) is also an ultrafilter on 𝜔.

Definition 1.2.36. Given 𝑝, 𝑞 ∈ 𝜔
∗, we say that 𝑝 ≤𝑅𝐾 𝑞 if there exists a function

𝑓 ∶ 𝜔 → 𝜔 so that 𝑓∗(𝑞) = 𝑝. Such relation on 𝜔
∗ is a preorder called the Rudin-Keisler

order.

We say that 𝑝, 𝑞 ∈ 𝜔∗ are:

• incomparable if neither 𝑝 ≤𝑅𝐾 𝑞 or 𝑞 ≤𝑅𝐾 𝑝;

• equivalent if 𝑝 ≤𝑅𝐾 𝑞 and 𝑞 ≤𝑅𝐾 𝑝.

For our purposes in this thesis, that is enough about Rudin-Keisler order. For more
details on the subject, we suggest [CN74] and [HTT18].

1.2.6 Topological Groups

Let’s recall the definition of topological groups:

Definition 1.2.37. A topological group is a group 𝐺 endowed with a topology for which
the functions (⋅)−1 ∶ 𝐺 → 𝐺 and ⋅ ∶ 𝐺 × 𝐺 → 𝐺 are continuous4.

Notice that, given a topological group 𝐺, the continuity of the functions ⋅ and (.)
−1

implies that, for each open subset 𝑈 and element 𝑔 ∈ 𝐺, the sets 𝑈−1, 𝑔𝑈 and 𝑈𝑔 are also
open.

When working with the pseudocompact-like properties, we assume that the spaces
are at least Tychonoff. Then, in the case of topological groups, it suffices to consider 𝑇0
topological groups since, interestingly, 𝑇0 topological groups are automatically Tychonoff.
We present a complete proof of this non-trivial fact in the proposition below because,
although it is a folklore basic result about topological groups, it is not often exploited. The
proof we present is based on a proof contained in the book [MZ55]. First, we need the
following simple lemma.

Lemma 1.2.38 ([MZ55], Section 1.15). Let 𝐺 be a topological group and 𝑈 be an open
neighborhood of the identity 𝑒. Then, there exists a symmetric open neighborhood 𝑊 of 𝑒 such
that 𝑊 2

⊂ 𝑈 .

Proof. Since 𝐺 is a topological group, the operation ⋅ ∶ 𝐺 × 𝐺 → 𝐺 is continuous in (𝑒, 𝑒).
Therefore, there are open neighborhoods 𝑉0, 𝑉1 of 𝑒 so that 𝑉0𝑉1 ⊂ 𝑈 . We define

𝑊 ≐ 𝑉0 ∩ 𝑉
−1

0
∩ 𝑉1 ∩ 𝑉

−1

1
,

and then 𝑊 is clearly a symmetric open neighborhood of 𝑒. Also, given 𝑤0, 𝑤1 ∈ 𝑊 , we
have that 𝑤0 ∈ 𝑉0, 𝑤1 ∈ 𝑉1, and therefore 𝑤0 ⋅ 𝑤1 ∈ 𝑈 .

4 Recall that, according to the Remark 1, we are considering that 𝐺 ×𝐺 is endowed with the product topology.
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Proposition 1.2.39. The following statements are true.

a) A 𝑇0 topological group is 𝑇1.

b) Every topological group is completely regular.

Proof. a): Let 𝐺 be a 𝑇0 topological group. Given distinct elements 𝑔, ℎ ∈ 𝐺, there is an
open subset 𝑈 ⊂ 𝐺 containing one and not the other. Let’s say it contains 𝑔 and not ℎ.
Then, 𝑉 ≐ ℎ𝑈

−1
𝑔 is an open subset containing ℎ and not 𝑔 . Thus, 𝐺 is 𝑇1.

b): Let 𝐺 be a topological group with identity 𝑒. We shall prove first that for every
closed subset 𝐴 ⊂ 𝐺 so that 𝑒 ∈ 𝐺 ⧵ 𝐴, there exists a continuous function 𝑓 ∶ 𝐺 → [0, 1]

such that 𝑓 (𝑒) = 0 and 𝑓 (𝐴) ⊂ {1}.

Then let 𝐴 be a closed subset of 𝐺 as in the previous paragraph. For each 𝑛 ∈ 𝜔, we will
construct open neighborhoods (𝑈𝑛)𝑛∈𝜔 of 𝑒 recursively as follows: 𝑈0 ≐ 𝐺 ⧵𝐴 and, for each
𝑛 ∈ 𝜔, 𝑈𝑛+1 is a symmetric open neighborhood of 𝑒 so that 𝑈 2

𝑛+1
⊂ 𝑈𝑛 ∩ 𝑈0, which exists by

Lemma 1.2.38.

Next, for each 𝑛 ∈ 𝜔, we also define open neighborhoods (𝑊𝑘,𝑛)1≤𝑘≤2𝑛 of 𝑒 recursively,
as follows. First, we put 𝑊1,0 ≐ 𝑈0. Then, for each 𝑛 ∈ 𝜔:

⎧
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎩

𝑊1,𝑛+1 ≐ 𝑈𝑛+1

𝑊2𝑙,𝑛+1 ≐ 𝑊𝑙,𝑛, for each 𝑙 ∈ 𝜔 so that 1 ≤ 𝑙 ≤ 2
𝑛

𝑊2𝑙+1,𝑛+1 ≐ 𝑊1,𝑛+1𝑊𝑙,𝑛, for each 𝑙 ∈ 𝜔 so that 1 ≤ 𝑙 < 2
𝑛
.

Now, we will show by induction on 𝑛 ∈ 𝜔 that, for each 𝑛 ∈ 𝜔, the expression

𝑊1,𝑛𝑊𝑘,𝑛 ⊂ 𝑊𝑘+1,𝑛 (1.1)

holds for each 𝑘 = 1, ..., 2
𝑛
− 1. If 𝑛 = 0, the claim is a vacuous truth. For 𝑁 > 0, suppose

that the claim is true for each 𝑚 < 𝑁 . We shall prove that it is also true for 𝑛 = 𝑁 . If 𝑘 = 1,
by construction, we have that

𝑊1,𝑁𝑊1,𝑁 = 𝑈
2

𝑁
⊂ 𝑈𝑁−1 = 𝑊1,𝑁−1 = 𝑊2,𝑁 .

If 𝑘 = 2𝑙 for some 1 ≤ 𝑙 ≤ 2
𝑁−1

− 1, we have that

𝑊1,𝑁𝑊2𝑙,𝑁 = 𝑊1,𝑁𝑊𝑙,𝑁−1 = 𝑊2𝑙+1,𝑁 = 𝑊𝑘+1,𝑁 ,

and finally, if 𝑘 = 2𝑙 + 1 for some 1 ≤ 𝑙 ≤ 2
𝑁−1

− 1,

𝑊1,𝑁𝑊2𝑙+1,𝑁 = (𝑊
2

1,𝑁
)𝑊𝑙,𝑁−1 = (𝑈

2

𝑁
)𝑊𝑙,𝑁−1 ⊂ 𝑈𝑁−1𝑊𝑙,𝑁−1 = 𝑊1,𝑁−1𝑊𝑙,𝑁−1.

By the induction hypothesis, 𝑊1,𝑁−1𝑊𝑙,𝑁−1 ⊂ 𝑊𝑙+1,𝑁−1, and

𝑊𝑙+1,𝑁−1 = 𝑊2𝑙+2,𝑁 = 𝑊𝑘+1,𝑁 ,
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which ends the proof by induction.

Next, we claim that, if 𝑛0, 𝑛1 ∈ 𝜔, 𝑘0 ∈ {1, ..., 2
𝑛0
} and 𝑘1 ∈ {1, ..., 2

𝑛1
} satisfy that

𝑘0

2
𝑛0

=

𝑘1

2
𝑛1

,

then 𝑊𝑘0,𝑛0
= 𝑊𝑘1,𝑛1

. In fact, if 𝑛0 = 𝑛1, we have that 𝑘0 = 𝑘1 and clearly 𝑊𝑘0,𝑛0
= 𝑊𝑘1,𝑛1

.
Otherwise, we may suppose, for instance, that 𝑛0 < 𝑛1. Thus, 𝑘1 = 2

𝑛1−𝑛0
𝑘0 and, by

construction,

𝑊𝑘1,𝑛1
= 𝑊2

𝑛
1
−𝑛

0
−1
𝑘0,𝑛1−1

= ... = 𝑊
2
𝑛
1
−𝑛

0
−(𝑛

1
−𝑛

0
)
𝑘0,𝑛1−(𝑛1−𝑛0)

= 𝑊𝑘0,𝑛0
.

Now, let

𝐷 ≐

{
𝑘

2
𝑛
∶ 𝑛 ∈ 𝜔, 𝑘 = 1, ..., 2

𝑛

}

,

and, for each 𝑑 ∈ 𝐷, say 𝑑 =

̄
𝑘

2
�̄�

for �̄� ∈ 𝜔 and ̄
𝑘 ∈ {1, ..., 2

�̄�
}, we define

𝑉𝑑 ≐ 𝑊 ̄
𝑘,�̄�
.

As shown above, 𝑉𝑑 does not depend on the particular representation of 𝑑 in a fraction of

the form
𝑘

2
𝑛
, with 𝑛 ∈ 𝜔 and 𝑘 = 1, ..., 2

𝑛, thus it is well defined.

Note also that, given 𝑑0, 𝑑1 ∈ 𝐷 so that 0 < 𝑑0 < 𝑑1, we have that 𝑉𝑑0 ⊂ 𝑉𝑑1 . In fact, one

can write 𝑑0 =

𝑘0

2
𝑛0

and 𝑑1 =

𝑘1

2
𝑛0

, for some 𝑛0 ∈ 𝜔 and 𝑘0, 𝑘1 ∈ {1, ..., 2
𝑛0
}. Since 𝑊1,𝑛0

is a

neighborhood of 𝑒, we have that 𝑊𝑘0,𝑛0
⊂ (𝑊

𝑘1−𝑘0

1,𝑛0
)𝑊𝑘0,𝑛

. Using equation (1.1) 𝑘1 − 𝑘0 times,
we finally obtain that

𝑉𝑑0
= 𝑊𝑘0,𝑛0

⊂ (𝑊
𝑘1−𝑘0−1

1,𝑛0
)𝑊𝑘0+1,𝑛0

⊂ ... ⊂ 𝑊𝑘1,𝑛0
= 𝑉𝑑1

.

Define 𝑓 ∶ 𝐺 → [0, 1] by

𝑓 (𝑔) =

{

0, if 𝑔 ∈ ⋂
𝑑∈𝐷

𝑉𝑑

sup{𝑑 ∈ 𝐷 ∶ 𝑔 ∉ 𝑉𝑑}, otherwise.

Note that 𝑒 ∈ ⋂
𝑑∈𝐷

𝑉𝑑 , thus 𝑓 (𝑒) = 0, and given 𝑥 ∈ 𝐴, 𝑥 ∉ 𝑉1(= 𝑈0). Therefore, 𝑓 (𝑥) = 1,
and hence 𝑓 (𝐴) ⊂ {1}. We shall show in the next paragraph that 𝑓 is continuous.

Let �̄� ∈ 𝐺 and 𝜖 > 0. Let also 𝑛 > 0 be so that
1

2
𝑛
< 𝜖. Suppose first that 𝑓 (�̄�) = 0. Then,

𝑉 1

2
𝑛

is an open neighborhood of �̄� so that, for each 𝑥 ∈ 𝑉 1

2
𝑛
,

0 ≤ 𝑓 (𝑥) ≤

1

2
𝑛
< 𝜖.
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Now, suppose that 0 < 𝑓 (�̄�) < 1. Since 𝐷 is dense in [0, 1], we may fix 𝑑0 ∈ 𝐷 so that

𝑓 (�̄�) < 𝑑0 < 1.

Thus, we have that �̄� ∈ 𝑉𝑑0
. At the same time, we may fix an element 𝑑1 ∈ 𝐷 so that �̄� ∉ 𝑉𝑑1

.
We may then choose 𝑘 > 𝑛, 𝑚0, 𝑚1 ∈ {1, ..., 2

𝑘
} so that

𝑑0 =

𝑚0

2
𝑘
, 𝑑1 =

𝑚1

2
𝑘
.

Since 1 ≤ 𝑚1 < 𝑚0 < 2
𝑘, there exists 𝑚 ∈ {2, ..., 2

𝑘
− 1} so that

�̄� ∈ 𝑉 𝑚

2
𝑘

⧵ 𝑉𝑚−1

2
𝑘

.

Now, notice that 𝑉 1

2
𝑘

�̄� is an open neighborhood of �̄� so that, for each 𝑥 ∈ 𝑉 1

2
𝑘

�̄� , 𝑥 ∈ 𝑉𝑚+1

2
𝑘

.
Indeed, we have already proved that

𝑉 1

2
𝑘

�̄� ⊂ 𝑉 1

2
𝑘

𝑉 𝑚

2
𝑘

⊂ 𝑉𝑚+1

2
𝑘

.

Thus, for each 𝑥 ∈ 𝑉𝑚+1

2
𝑘

,

𝑓 (𝑥) ≤

𝑚 + 1

2
𝑘
,

and we also have that
𝑚 − 1

2
𝑘

≤ 𝑓 (�̄�) ≤

𝑚

2
𝑘
.

If 𝑚 = 2,

|𝑓 (𝑥) − 𝑓 (�̄�)| ≤

2

2
𝑘
≤

1

2
𝑛
< 𝜖.

If 𝑚 > 2, we claim that 𝑥 ∉ 𝑉𝑚−2

2
𝑘

. In fact, suppose that 𝑥 ∈ 𝑉𝑚−2

2
𝑘

. As 𝑉 1

2
𝑘

is a symmetric
neighborhood, we have that �̄� ∈ 𝑉 1

2
𝑘

𝑥 , and hence

�̄� ∈ 𝑉 1

2
𝑘

𝑉𝑚−2

2
𝑘

⊂ 𝑉𝑚−1

2
𝑘

,

which is a contradiction. Thus, 𝑥 ∉ 𝑉𝑚−2

2
𝑘

, and therefore we conclude that in this case

𝑚 − 2

2
𝑘

≤ 𝑓 (𝑥) ≤

𝑚 + 1

2
𝑘
,

and again

|𝑓 (𝑥) − 𝑓 (�̄�)| ≤

2

2
𝑘
≤

1

2
𝑛
< 𝜖.

Finally, suppose that 𝑓 (�̄�) = 1, and let again 𝑘 > 𝑛. For each 𝑥 ∈ 𝑉 1

2
𝑘

�̄� , we have that
�̄� ∈ 𝑉 1

2
𝑘

𝑥 . If 𝑥 ∈ 𝑉
2
𝑘
−2

2
𝑘

, we would have

�̄� ∈ 𝑉 1

2
𝑘

𝑉
2
𝑘
−2

2
𝑘

⊂ 𝑉
2
𝑘
−1

2
𝑘

,
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a contradiction. Thus, 𝑥 ∉ 𝑉
2
𝑘
−2

2
𝑘

, and hence

1 − 𝜖 ≤ 1 −

1

2
𝑛
≤

2
𝑘
− 2

2
𝑘

≤ 𝑓 (𝑥) ≤ 1.

We conclude then that 𝑓 is continuous.

Now, let 𝑥 ∈ 𝐺 be an arbitrary element and 𝐶 ⊂ 𝐺 be a closed subset so that 𝑥 ∈ 𝐺 ⧵ 𝐶.
Note that �̄� ≐ 𝑥

−1
𝐶 is a closed subset of 𝐺 so that 𝑒 ∈ 𝐺 ⧵ �̄�, and thus there exists a

continuous function 𝑓 ∶ 𝐺 → [0, 1] so that 𝑓 (𝑒) = 0 and 𝑓 (�̄�) ⊂ {1}. Consider the function
ℎ ∶ 𝐺 → [0, 1] given by:

ℎ(𝑦) ≐ 𝑓 (𝑥
−1

⋅ 𝑦),

for each 𝑦 ∈ 𝐺. Since 𝐺 is a topological group and 𝑓 is continuous, it follows that ℎ is
continuous, ℎ(𝑥) = 𝑓 (𝑥

−1
⋅ 𝑥) = 𝑓 (𝑒) = 0 and, for each 𝑦 ∈ 𝐴, ℎ(𝑦) = 𝑓 (𝑥

−1
⋅ 𝑦) = 1. Then,

𝐺 is completely regular.

Corollary 1.2.40. Every 𝑇0 topological group is Tychonoff.

We will work again with useful neighborhoods of topological groups in later chap-
ters.
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Chapter 2

Pseudocompact-like topologies in

groups

In this chapter, we will introduce our main field of study during the PhD. In the
first section, we will make a historical overview of the area, presenting at the same
time definitions and results that will be relevant to us. Many of these definitions and
results require a more detailed discussion, which includes, for example, the presentation
of basic properties and non-trivial known facts. For this purpose, the historical timeline
will be paused, and such discussions will be done in the form of a digression. There
was the possibility of making separate subsections for such topics, prior to the historical
presentation, or even including them in chapter 1. However, we judge that the first form
captures in a more natural and fluid way the real need for each topic, sticking us with what
is really necessary in the proof of the results in the subsequent chapters. We prioritized a
natural development of the ideas that led to our results over a possibly more organized
presentation. Thus, in the first section, we aim to situate, prepare and motivate the reader
in the questions that will be addressed in the future.

In the second section, we present a general idea of how most of the constructions we
will make in the next chapters will work, addressing some properties and facts that will
serve as a basis for what comes later.

2.1 Introduction

We start with the definition of pseudocompactness, by Hewitt, in 1948:

Definition 2.1.1 ([Hew48]). A Tychonoff topological space 𝑋 is pseudocompact if every
countinuous function 𝑓 ∶ 𝑋 → R is bounded.

The following result shows an equivalent definition.

Proposition 2.1.2. A Tychonoff topological space 𝑋 is pseudocompact if, and only if, for
every sequence (𝑈𝑛 ∶ 𝑛 ∈ 𝜔) of nonempty open sets of 𝑋 , there exists 𝑥 ∈ 𝑋 such that, for
each open neighborhood 𝑉 of 𝑥 , {𝑛 ∈ 𝜔 ∶ 𝑉 ∩ 𝑈𝑛 ≠ ∅} is infinite.
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Proof. (⇒) Let {𝑈𝑛 ∶ 𝑛 ∈ 𝜔} be a family of nonempty open subsets of 𝑋 . Suppose that, for
each 𝑥 ∈ 𝑋 , we may choose an open neighborhood 𝑉𝑥 of 𝑥 so that {𝑛 ∈ 𝜔 ∶ 𝑉𝑥 ∩ 𝑈𝑛 ≠ ∅} is
finite. For each 𝑛 ∈ 𝜔, fix arbitrarily 𝑥𝑛 ∈ 𝑈𝑛. Since the space is Tychonoff, for each 𝑛 ∈ 𝜔,
there exists a continuous function 𝑓𝑛 ∶ 𝑋 → R so that 𝑓𝑛(𝑥𝑛) = 1 and 𝑓𝑛(𝑋 ⧵ 𝑈𝑛) ⊂ {0}.
Now, notice that, given 𝑦 ∈ 𝑋 ,

{𝑛 ∈ 𝜔 ∶ 𝑓𝑛(𝑦) ≠ 0} ⊂ {𝑛 ∈ 𝜔 ∶ 𝑉𝑦 ∩ 𝑈𝑛 ≠ ∅},

thus {𝑛 ∈ 𝜔 ∶ 𝑓𝑛(𝑦) ≠ 0} is finite. Then, the function 𝑓 ∶ 𝑋 → R given below is
well-defined:

𝑓 (𝑦) = ∑

𝑛∈𝜔

𝑓𝑛(𝑦)≠0

𝑛𝑓𝑛(𝑦), for each 𝑦 ∈ 𝑋.

Moreover, we claim that 𝑓 is continuous. Indeed, for each 𝑦 ∈ 𝑋 ,

𝑓 |
𝑉𝑦
≡ ∑

𝑛∈𝜔

𝑉𝑦∩𝑈𝑛≠∅

𝑛𝑓𝑛,

which is a continuous function.

Finally, 𝑓 is unbounded, as, for each 𝑛 ∈ 𝜔, 𝑓𝑛(𝑥𝑛) ≥ 𝑛. Thus, 𝑋 cannot be a pseudo-
compact space.

(⇐) Assuming that the second condition is true, suppose that 𝑋 is not pseudocompact,
that is, there exists a continuous function 𝑓 ∶ 𝑋 → R which is unbounded. Then, there
exists a strictly increasing family {𝑘𝑛 ∶ 𝑛 ∈ 𝜔} ⊂ rng(𝑓 ) so that 𝑘𝑛 > 𝑛 for each 𝑛 ∈ 𝜔.
Consider, for each 𝑛 ≥ 1, the following open subset of R,

𝑊𝑛 ≐
(

𝑘𝑛−1 + 𝑘𝑛

2

,

𝑘𝑛 + 𝑘𝑛+1

2 )
,

and the following open subset of 𝑋 ,

𝑈𝑛 ≐ 𝑓
−1
(𝑊𝑛).

Note that 𝑈𝑛 ≠ ∅ for every 𝑛 ∈ 𝜔, since 𝑘𝑛 ∈ 𝑊𝑛 and 𝑘𝑛 ∈ rng(𝑓 ), for each 𝑛 ∈ 𝜔. By
hypothesis, there exists 𝑥 ∈ 𝑋 so that {𝑛 ∈ 𝜔 ∶ 𝑉 ∩ 𝑈𝑛 ≠ ∅} is infinite for every open
neighborhood 𝑉 of 𝑥 . However, letting 𝑉 ≐ 𝑓

−1
((𝑓 (𝑥) − 1, 𝑓 (𝑥))) and 𝑁 ∈ 𝜔 be so that

𝑁 > 𝑓 (𝑥) + 1, we have that 𝑉 ∩ 𝑈𝑛 = ∅ for every 𝑛 ≥ 𝑁 , a contradiction. Hence, 𝑋 must
be pseudocompact.

It is well known that:

Corollary 2.1.3. Every Tychonoff countably compact topological space is pseudocompact.

Proof. Let 𝑋 be a Tychonoff countably compact topological space. Let also (𝑈𝑛)𝑛∈𝜔 be a
family of nonempty open subsets of 𝑋 , and, for each 𝑛 ∈ 𝜔, fix 𝑥𝑛 ∈ 𝑈𝑛. Then, there is
an element 𝑥 ∈ 𝑋 which is an accumulation point of (𝑥𝑛)𝑛∈𝜔. In particular, for each open
neighborhood 𝑉 of 𝑥 , {𝑛 ∈ 𝜔 ∶ 𝑉 ∩ 𝑈𝑛 ≠ ∅} is infinite. Thus, 𝑋 is pseudocompact.
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Tychonoff’s theorem ensures that the product of any collection of compact topological
spaces is compact. However, Novák and Terasaka ([Nov53] and [Ter52], respectively) con-
structed examples of countably compact spaces whose product is not even pseucocompact.
Thus, although many properties of compact spaces hold also in countably compact spaces,
this is not the case for the useful property of preservation under products. Aiming to
construct a property weaker than compactness, but still retaining preservation by products,
Bernstein introduced [Ber70] the following notions.

Definition 2.1.4 ([Ber70]). Let 𝑝 ∈ 𝜔
∗ and (𝑥𝑛 ∶ 𝑛 ∈ 𝜔) be a sequence in a topological

space 𝑋 . We say that 𝑥 ∈ 𝑋 is a 𝑝−limit point of (𝑥𝑛 ∶ 𝑛 ∈ 𝜔) if {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈 } ∈ 𝑝 for
every open neighborhood 𝑈 of 𝑥 .

Definition 2.1.5 ([Ber70]). Let 𝑝 ∈ 𝜔
∗. A topological space 𝑋 is 𝑝−compact if every

sequence (𝑥𝑛 ∶ 𝑛 ∈ 𝜔) ⊂ 𝑋 has a 𝑝−limit.

Definition 2.1.6 ([Ber70]). A topological space is ultracompact if it is 𝑝−compact for
every 𝑝 ∈ 𝜔

∗.

Remark 4. Actually, Bernstein defined the 𝑝−limit notion for every ultrafilter on 𝜔, not
only for free ultrafilters. However, if 𝑝 is a fixed ultrafilter on 𝜔, then there is 𝑛0 ∈ 𝜔 so
that {𝑛0} ∈ 𝑝. Thus, given a topological space 𝑋 , for each sequence {𝑥𝑛 ∶ 𝑛 ∈ 𝜔}, we would
have that {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈 } ∈ 𝑝 for every open neighborhood 𝑈 of 𝑥𝑛0 . Hence, 𝑥𝑛0 would
be a so-called 𝑝−limit point of {𝑥𝑛 ∶ 𝑛 ∈ 𝜔}, and therefore every topological space would
be 𝑝−compact for every fixed ultrafilter 𝑝 on 𝜔. That is the reason why we restricted the
definition to free ultrafilters.

As desired, the following properties hold. They are proved a little differently in [Ber70],
but we also prove them here for completeness.

Proposition 2.1.7. Every compact topological space is ultracompact.

Proof. Let 𝑋 be a compact topological space and 𝑝 ∈ 𝜔
∗. Suppose that 𝑋 is not 𝑝−compact,

for some 𝑝 ∈ 𝜔
∗. Then, there is a sequence (𝑥𝑛 ∶ 𝑛 ∈ 𝜔) in 𝑋 which does not have

a 𝑝−limit. Hence, for each 𝑥 ∈ 𝑋 , we may fix an open neighborhood 𝑈𝑥 of 𝑥 so that
{𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈𝑥} ∉ 𝑝. Since (𝑈𝑥)𝑥∈𝑋 is an open cover of 𝑋 , it has to contain an open
subcover, say {𝑈𝑦0

, ..., 𝑈𝑦𝑚
}, 𝑚 ∈ 𝜔. Then, as

𝑚

⋃

𝑖=0

{𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈𝑦𝑖} = 𝜔

and 𝑝 is an ultrafilter, it must exists 𝑖 ∈ {0, ..., 𝑚} such that {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈𝑦𝑖
} ∈ 𝑝, a

contradiction. Then, 𝑋 is ultracompact.

Proposition 2.1.8. Let 𝑝 ∈ 𝜔
∗. The product of any family of 𝑝−compact topological spaces

is 𝑝−compact.

Proof. Let 𝐼 be a set and (𝑋𝑖)𝑖∈𝐼 be a family of 𝑝−compact topological spaces. Let also
(𝑥𝑛)𝑛∈𝜔 be a sequence on ∏

𝑖∈𝐼
𝑋𝑖. Since 𝑋𝑖 is 𝑝−compact for each 𝑖 ∈ 𝐼 , (𝑥 𝑖

𝑛
)𝑛∈𝜔 has a 𝑝−limit

𝑦
𝑖
∈ 𝑋𝑖, for each 𝑖 ∈ 𝐼 . We claim that 𝑦 ≐ (𝑦

𝑖
)𝑖∈𝐼 is a 𝑝−limit point for (𝑥𝑛)𝑛∈𝜔. Indeed, let

𝑈 ≐ ∏
𝑖∈𝐼
𝑈𝑖 be a basic open neighborhood of 𝑦. Then, there is a finite subset 𝐹 ⊂ 𝐼 so
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that 𝑈𝑖 = 𝑋 for each 𝑖 ∈ 𝐼 ⧵ 𝐹 . Since 𝑦 𝑖 is a 𝑝−limit of (𝑥 𝑖
𝑛
)𝑛∈𝜔 for each 𝑖 ∈ 𝐼 , we have that

{𝑛 ∈ 𝜔 ∶ 𝑥
𝑖

𝑛
∈ 𝑈𝑖} ∈ 𝑝 for each 𝑖 ∈ 𝐹 . Thus, ⋂

𝑖∈𝐹
{𝑛 ∈ 𝜔 ∶ 𝑥

𝑖

𝑛
∈ 𝑈𝑖} ∈ 𝑝, and since

⋂

𝑖∈𝐹

{𝑛 ∈ 𝜔 ∶ 𝑥
𝑖

𝑛
∈ 𝑈𝑖} = {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈 },

we have that {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈 } ∈ 𝑝. If 𝑉 is an arbitrary open neighborhood of 𝑦, then there is
a basic open neighborhood of 𝑦 so that 𝑈 ⊂ 𝑉 , thus, as shown above, {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈 } ∈ 𝑝.
Since {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈 } ⊂ {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑉 }, we conclude that {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑉 } ∈ 𝑝.
Therefore, ∏

𝑖∈𝐼
𝑋𝑖 is 𝑝−compact.

Also, it follows straight from the definition that:

Proposition 2.1.9. If 𝑋 is a 𝑝−compact space for some 𝑝 ∈ 𝜔
∗, then 𝑋 is countably

compact.

The proof of the previous result is straightforward as, given 𝑝 ∈ 𝜔
∗, every 𝑝−limit

of a sequence (𝑥𝑛)𝑛∈𝜔 is, in particular, an accumulation point of (𝑥𝑛)𝑛∈𝜔. But also, the next
proposition states that every accumulation point of a sequence (𝑥𝑛)𝑛∈𝜔 is a 𝑝−limit of
(𝑥𝑛)𝑛∈𝜔 for some 𝑝 ∈ 𝜔

∗.

Proposition 2.1.10. Let 𝑋 be a topological space, (𝑥𝑛)𝑛∈𝜔 be a sequence in 𝑋 and 𝑥 be an
accumulation point of (𝑥𝑛)𝑛∈𝜔. Then, there is a 𝑝 ∈ 𝜔

∗ so that 𝑥 is a 𝑝−limit of (𝑥𝑛)𝑛∈𝜔.

Proof. By assumption, for each open neighborhood 𝑈 of 𝑥 , we have that

𝑆𝑈 ≐ {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈 }

is infinite. Given 𝑈0, ..., 𝑈𝑛 open neighborhoods of 𝑥 ,

𝑆𝑈0
∩ ... ∩ 𝑆𝑈𝑛

= 𝑆∩𝑛
𝑖=0
𝑈𝑖
,

thus 𝑆𝑈0 ∩ ... ∩ 𝑆𝑈𝑛 is also infinite. We conclude that the collection

𝑆 ≐ {𝑆𝑈 ⊂ 𝜔 ∶ 𝑈 is an open neighborhood of 𝑥}

has the strong finite intersection property. Therefore, 𝑆 can be extended to a free ultrafilter
𝑝 ∈ 𝜔

∗. Clearly, in this case 𝑥 is a 𝑝−limit of (𝑥𝑛)𝑛∈𝜔.

Next we shall see some basic properties of 𝑝−limits. Many of them can be found in
[Ber70].

We can only guarantee the uniqueness of the 𝑝−limit of a sequence (𝑥𝑛)𝑛∈𝜔, if it exists,
when the space in question is Hausdorff:

Proposition 2.1.11. Let 𝑋 be a Hausdorff topological space, (𝑥𝑛)𝑛∈𝜔 be a sequence in 𝑋 ,
and 𝑝 ∈ 𝜔

∗. If (𝑥𝑛)𝑛∈𝜔 has a 𝑝−limit 𝑥 in 𝑋 , then it is unique.
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Proof. In the conditions of the statement, suppose that 𝑦 ∈ 𝑋 is another 𝑝−limit of (𝑥𝑛)𝑛∈𝜔.
Since the space is Hausdorff, there are disjoint open neighborhoods 𝑈 and 𝑉 of 𝑥 and
𝑦, respectively. Then, we have that {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈 } ∈ 𝑝 and {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑉 } ∈ 𝑝, a
contradiction, since {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈 } ∩ {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑉 } = ∅.

Then, if we are working with a Hausdorff topological space 𝑋 , we will denote

𝑥 = 𝑝 − lim
𝑛∈𝜔

𝑥𝑛

when 𝑥 is a 𝑝−limit of a sequence (𝑥𝑛)𝑛∈𝜔 in 𝑋 .

The following properties will be very useful when working with products of topological
groups:

Proposition 2.1.12. Let 𝑋, 𝑌 be topological spaces, 𝑓 ∶ 𝑋 → 𝑌 be a continuous function,
and (𝑥𝑛)𝑛∈𝜔 be a sequence in 𝑋 . In these conditions, if 𝑥 ∈ 𝑋 is a 𝑝−limit of (𝑥𝑛)𝑛∈𝜔, then
𝑓 (𝑥) ∈ 𝑌 is a 𝑝−limit of (𝑓 (𝑥𝑛))𝑛∈𝜔.

Proof. Let 𝑈 be an open neighborhood of 𝑓 (𝑥) in 𝑌 . Since 𝑓 is continuous, there exists
an open neighborhood 𝑉 of 𝑥 so that 𝑓 (𝑉 ) ⊂ 𝑈 . As 𝑥 is a 𝑝−limit of (𝑥𝑛)𝑛∈𝜔, we have that
{𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑉 } ∈ 𝑝 and since {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑉 } ⊂ {𝑛 ∈ 𝜔 ∶ 𝑓 (𝑥𝑛) ∈ 𝑈 }, we conclude that
{𝑛 ∈ 𝜔 ∶ 𝑓 (𝑥𝑛) ∈ 𝑈 } ∈ 𝑝. Hence, 𝑓 (𝑥) ∈ 𝑌 is a 𝑝−limit of (𝑓 (𝑥𝑛))𝑛∈𝜔.

Proposition 2.1.13. Let 𝐼 be a set, (𝑋 𝑖
)𝑖∈𝐼 be a family of topological spaces, 𝑝 ∈ 𝜔

∗, and
𝑋 ≐ ∏

𝑖∈𝐼
𝑋
𝑖. Let also, for each 𝑛 ∈ 𝜔, 𝑥𝑛 ≐ (𝑥

𝑖

𝑛
)𝑖∈𝐼 ∈ 𝑋 . Then, an element 𝑥 ≐ (𝑥

𝑖
)𝑖∈𝐼 ∈ 𝑋 is a

𝑝−limit of (𝑥𝑛)𝑛∈𝜔 in 𝑋 if, and only if, for each 𝑖 ∈ 𝐼 , 𝑥 𝑖 is a 𝑝−limit of the sequence (𝑥 𝑖
𝑛
)𝑛∈𝜔

in 𝑋 𝑖.

Proof. (⇒) Suppose that 𝑥 ≐ (𝑥
𝑖
)𝑖∈𝐼 ∈ 𝑋 is a 𝑝−limit of (𝑥𝑛)𝑛∈𝜔 in 𝑋 . For each 𝑖 ∈ 𝐼 , the

projection 𝜋𝑖 ∶ 𝑋 → 𝑋
𝑖 is a continuous function, thus, by Proposition 2.1.12, 𝜋𝑖(𝑥) = 𝑥

𝑖
∈

𝑋
𝑖 is a 𝑝-limit of (𝑥 𝑖

𝑛
)𝑛∈𝜔.

(⇐) Suppose that, for every 𝑖 ∈ 𝐼 , 𝑥 𝑖 is a 𝑝−limit of (𝑥 𝑖
𝑛
)𝑛∈𝜔 in 𝑋 𝑖. Consider a basic open

neighborhood 𝑈 ≐ ∏
𝑖∈𝐼
𝑈𝑖 of 𝑥 . Then, there is a finite subset 𝐹 ⊂ 𝐼 so that 𝑈𝑖 = 𝑋 for each

𝑖 ∈ 𝐼 ⧵ 𝐹 . Since 𝑥 𝑖 is a 𝑝−limit of (𝑥 𝑖
𝑛
)𝑛∈𝜔 for each 𝑖 ∈ 𝐼 , we have that {𝑛 ∈ 𝜔 ∶ 𝑥

𝑖

𝑛
∈ 𝑈𝑖} ∈ 𝑝,

for each 𝑖 ∈ 𝐹 . Thus, ⋂
𝑖∈𝐹
{𝑛 ∈ 𝜔 ∶ 𝑥

𝑖

𝑛
∈ 𝑈𝑖} ∈ 𝑝, and since

⋂

𝑖∈𝐹

{𝑛 ∈ 𝜔 ∶ 𝑥
𝑖

𝑛
∈ 𝑈𝑖} = {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈 },

we have that {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈 } ∈ 𝑝. If 𝑉 is an arbitrary open neighborhood of 𝑥 , then
there is a basic open neighborhood of 𝑥 so that 𝑈 ⊂ 𝑉 , thus, as shown above, {𝑛 ∈ 𝜔 ∶

(𝑥𝑛)𝑛∈𝜔 ∈ 𝑈 } ∈ 𝑝. Since {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈 } ⊂ {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑉 }, we conclude that
{𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑉 } ∈ 𝑝.

As a corollary, we obtain the following:

Corollary 2.1.14. Let 𝐺 be a topological group, (𝑎𝑛)𝑛∈𝜔, (𝑏𝑛)𝑛∈𝜔 be sequences in 𝐺, 𝑎, 𝑏 ∈ 𝐺,
and 𝑝 ∈ 𝜔

∗. Then, the following properties are true.
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a) If 𝑎 is a 𝑝−limit of (𝑎𝑛)𝑛∈𝜔 and 𝑏 is a 𝑝−limit of (𝑏𝑛)𝑛∈𝜔, then 𝑎 ⋅ 𝑏 is a 𝑝−limit of the
sequence (𝑎𝑛 ⋅ 𝑏𝑛)𝑛∈𝜔 in 𝐺.

b) If 𝑎 is a 𝑝−limit of (𝑎𝑛)𝑛∈𝜔, then 𝑎−1 is a 𝑝−limit of the sequence (𝑎−1
𝑛
)𝑛∈𝜔 in 𝐺.

Proof. a) If 𝑎 is a 𝑝−limit of (𝑎𝑛)𝑛∈𝜔 and 𝑏 is a 𝑝−limit of (𝑏𝑛)𝑛∈𝜔, by Proposition 2.1.13,
we obtain that (𝑎, 𝑏) ∈ 𝐺2 is a 𝑝−limit of the sequence ((𝑎𝑛, 𝑏𝑛))

𝑛∈𝜔

in 𝐺
2. Also, since the

product operation in 𝐺 is continuous, by Proposition 2.1.12, 𝑎 ⋅𝑏 is a 𝑝−limit of the sequence
(𝑎𝑛 ⋅ 𝑏𝑛)𝑛∈𝜔 in 𝐺.

b) It also follows from Proposition 2.1.12, since the inverse operation in 𝐺 is continuous.

Now we shall look at another pseudocompact-like property. As Ginsburg and Saks
pointed out in [GS75], there is an useful modification of 𝑝−compactness which is suited
to the study of pseudocompactness in Tychonoff spaces. We introduce and discuss this
new notion below.

Definition 2.1.15 ([GS75]). Let 𝑋 be a Tychonoff topological space, 𝑝 ∈ 𝜔
∗ and (𝑆𝑛 ∶

𝑛 ∈ 𝜔) be a sequence of nonempty subsets of 𝑋 . A point 𝑥 ∈ 𝑋 is called a 𝑝−limit of
(𝑆𝑛 ∶ 𝑛 ∈ 𝜔) if, and only if, for each open neighborhood 𝑈 of 𝑥 , {𝑛 ∈ 𝜔 ∶ 𝑈 ∩ 𝑆𝑛 ≠ ∅} ∈ 𝑝.

Note that there is no chance of confusion when dealing with the different 𝑝-limit
notions, since one of them refers to a sequence of points, and the other refers to a sequence
of subsets.

Definition 2.1.16 ([GS75]). Let 𝑋 be a Tychonoff topological space and 𝑝 ∈ 𝜔
∗. We say

that 𝑋 is 𝑝−pseudocompact if, and only if, every sequence (𝑈𝑛 ∶ 𝑛 ∈ 𝜔) of nonempty open
subsets of 𝑋 has a 𝑝−limit.

Definition 2.1.17 ([GS75]). Let 𝑋 be a Tychonoff topological space. We say that 𝑋 is
ultrapseudocompact if, and only, 𝑋 is 𝑝−pseudocompact for every 𝑝 ∈ 𝜔

∗.

Remark 5. Whenever we say that a topological space 𝑋 is pseudocompact, 𝑝-
pseudocompact, or if we are dealing with 𝑝−limits of a sequence of subsets of 𝑋 ,
we assume that 𝑋 is understood to be Tychonoff. This will be emphasized when there is a
chance of confusion.

Notice that, according to Proposition 2.1.2, if 𝑋 is a pseudocompact topological space,
given a sequence (𝑈𝑛 ∶ 𝑛 ∈ 𝜔) of nonempty open subsets of 𝑋 , there is 𝑥 ∈ 𝑋 such that,
for each open neighborhood 𝑉 of 𝑥 , 𝑉 ≐ {𝑛 ∈ 𝜔 ∶ 𝑉 ∩ 𝑈𝑛 ≠ ∅} is infinite. It is not hard
to see that, in this case, the family (𝑉 ∶ 𝑉 is an open neighborhood of 𝑥) of subsets of 𝜔
has the strong finite intersection property, and thus can be extended to a free ultrafilter
𝑝 ∈ 𝜔

∗. That is, 𝑥 is a 𝑝−limit point of the family of subsets (𝑈𝑛 ∶ 𝑛 ∈ 𝜔). However, unlike
𝑝−pseudocompact spaces, another sequence of nonempty open subsets may not have
a 𝑝−limit, but a 𝑞−limit, for another 𝑞 ∈ 𝜔

∗. Hence, we may rewrite the definition of
pseudocompactness in terms of 𝑝−limits:
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Proposition 2.1.18. A Tychonoff space 𝑋 is pseudocompact if, and only if, every sequence
(𝑈𝑛 ∶ 𝑛 ∈ 𝜔) of nonempty open subsets of 𝑋 has a 𝑝−limit, for some 𝑝 ∈ 𝜔

∗.

Therefore, in a sense, it can be said that the notion of 𝑝-compact space is linked
to the notion of countably compact space in an analogous way that the notion of 𝑝-
pseudocompact space is linked to the notion of pseudocompact space (see Proposition
2.1.10). Next, we present some properties related to the new concepts defined above,
similarly to what we have done with the 𝑝−compactness. Many of these properties also
appear in [GS75].

First, we point out that, given 𝑝 ∈ 𝜔
∗, a sequence (𝑆𝑛)𝑛∈𝜔 of nonempty open subsets in a

topological space 𝑋 can have infinite, finite or no 𝑝-limit points, even 𝑋 being a Tychonoff
space.

Proposition 2.1.19. For each 𝑝 ∈ 𝜔
∗, if 𝑋 is a 𝑝−pseudocompact topological space, then

𝑋 is pseudocompact.

Proof. It follows straight from Proposition 2.1.18.

Proposition 2.1.20. For each 𝑝 ∈ 𝜔
∗, if 𝑋 is a Tychonoff 𝑝−compact topological space,

then 𝑋 is 𝑝−pseudocompact.

Proof. Let 𝑝 ∈ 𝜔
∗ and 𝑋 be a Tychonoff 𝑝−compact topological space. Given a sequence

(𝑈𝑛 ∶ 𝑛 ∈ 𝜔) of nonempty open subsets of 𝑋 , we may choose arbitrarily 𝑥𝑛 ∈ 𝑈𝑛, and
then there exists a 𝑝−limit point 𝑥 ∈ 𝑋 of (𝑥𝑛)𝑛∈𝜔. Thus, for each open neighborhood 𝑈
of 𝑥 , {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈 } ∈ 𝑝. In particular, {𝑛 ∈ 𝜔 ∶ 𝑈 ∩ 𝑈𝑛 ≠ ∅} ∈ 𝑝. Therefore, 𝑋 is
𝑝−pseudocompact.

Regarding counterexamples, we have that:

• in [GS75], there is an example of a topological space which has all powers pseudo-
compact, but is not 𝑝−pseudocompact for any 𝑝 ∈ 𝜔

∗;

• in [GJ76], there is an example of a countably compact space which is not
𝑝−pseudocompact for any 𝑝 ∈ 𝜔

∗;

• in [AOT14], for each 𝑝 ∈ 𝜔
∗, there is an example of a 𝑝−pseudocompact space which

is not ultrapseudocompact.

We also have the following:

Proposition 2.1.21. Let 𝐼 be a set, (𝑋 𝑖
)𝑖∈𝐼 be a family of topological spaces, 𝑝 ∈ 𝜔

∗, and
𝑋 ≐ ∏

𝑖∈𝐼
𝑋
𝑖. Let also, for each 𝑛 ∈ 𝜔, 𝑆𝑛 ≐ ∏

𝑖∈𝐼
𝑆
𝑖

𝑛
, with 𝑆𝑖

𝑛
∈ 𝑋

𝑖 for each 𝑛 ∈ 𝜔, 𝑖 ∈ 𝐼 , be a
nonempty subset of 𝑋 . Then, an element 𝑥 ≐ (𝑥

𝑖
)𝑖∈𝐼 ∈ 𝑋 is a 𝑝−limit of (𝑆𝑛)𝑛∈𝜔 in 𝑋 if, and

only if, for each 𝑖 ∈ 𝐼 , 𝑥 𝑖 is a 𝑝−limit of the sequence (𝑆𝑖
𝑛
)𝑛∈𝜔 in 𝑋 𝑖.

Proof. (⇒) Suppose that 𝑥 ≐ (𝑥
𝑖
)𝑖∈𝐼 ∈ 𝑋 is a 𝑝−limit of (𝑆𝑛)𝑛∈𝜔 in 𝑋 . Let 𝑖0 ∈ 𝐼 , and 𝑉

be an open neighborhood of 𝑥 𝑖 in 𝑋
𝑖. Consider the open subset 𝑊 = ∏

𝑖∈𝐼
𝑊

𝑖 of 𝑋 so
that 𝑊 𝑖0

= 𝑉 and 𝑊
𝑖
= 𝑋 for each 𝑖 ∈ 𝐼 ⧵ {𝑖0}. Then, {𝑛 ∈ 𝜔 ∶ 𝑊 ∩ 𝑆𝑛 ≠ ∅} ∈ 𝑝. Since
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{𝑛 ∈ 𝜔 ∶ 𝑊 ∩ 𝑆𝑛 ≠ ∅} ⊂ {𝑛 ∈ 𝜔 ∶ 𝜋𝑖0
(𝑊 ) ∩ 𝑆

𝑖0

𝑛
≠ ∅}, {𝑛 ∈ 𝜔 ∶ 𝑉 ∩ 𝑆

𝑖0

𝑛
≠ ∅} ∈ 𝑝. Therefore,

𝑥
𝑖0 is a 𝑝−limit of the sequence (𝑆

𝑖0

𝑛
)𝑛∈𝜔 in 𝑋 𝑖0 .

(⇐) Suppose that, for each 𝑖 ∈ 𝐼 , 𝑥 𝑖 is a 𝑝−limit of the sequence (𝑆
𝑖

𝑛
)𝑛∈𝜔 in 𝑋 𝑖. Let 𝑊 be

an open neighborhood of 𝑥 in 𝑋 . Then, there is a basic open neighborhood 𝑉 ≐ ∏
𝑖∈𝐼
𝑉
𝑖

so that 𝑥 ∈ 𝑉 ⊂ 𝑊 . Thus, there is a finite subset 𝐹 ⊂ 𝐼 so that 𝑉 𝑖
= 𝑋

𝑖 for every 𝑖 ∈ 𝐼 ⧵ 𝐹 .
Therefore, since

{𝑛 ∈ 𝜔 ∶ 𝑊 ∩ 𝑆𝑛 ≠ ∅} ⊃ {𝑛 ∈ 𝜔 ∶ 𝑉 ∩ 𝑆𝑛 ≠ ∅} = ⋂

𝑖∈𝐹

{𝑛 ∈ 𝜔 ∶ 𝑉
𝑖
∩ 𝑆

𝑖

𝑛
≠ ∅} ∈ 𝑝,

𝑥 is a 𝑝−limit of (𝑆𝑛)𝑛∈𝜔 in 𝑋 .

Proposition 2.1.22. Let 𝑝 ∈ 𝜔
∗. The product of any family of 𝑝-pseudocompact topological

spaces is 𝑝−pseudocompact.

Proof. Let 𝐼 be a set, 𝑋 𝑖 be a 𝑝-pseudocompact topological space, for each 𝑖 ∈ 𝐼 , and
𝑋 ≐ ∏

𝑖∈𝐼
𝑋
𝑖. Let also (𝑈𝑛 ∶ 𝑛 ∈ 𝜔) be a sequence of nonempty open subsets of 𝑋 . For each

𝑛 ∈ 𝜔, we may fix a basic open set 𝑉𝑛 ⊂ 𝑈𝑛, say 𝑉𝑛 ≐ ∏
𝑖∈𝐼
𝑉
𝑖

𝑛
, with 𝑉 𝑖

𝑛
an open subset of 𝑋 𝑖

𝑛
,

for every 𝑖 ∈ 𝐼 and 𝑛 ∈ 𝜔. Then, for each 𝑖 ∈ 𝐼 , the sequence (𝑉
𝑖

𝑛
)𝑛∈𝜔 has a 𝑝-limit 𝑥 𝑖 ∈ 𝑋 𝑖,

and, by Proposition 2.1.21, 𝑥 ≐ (𝑥
𝑖
)𝑖∈𝐼 is a 𝑝−limit of (𝑉𝑛)𝑛∈𝜔 (and thus, also a 𝑝−limit of

(𝑈𝑛)𝑛∈𝜔). Hence, 𝑋 is 𝑝−pseudocompact.

Then, in 2014, following the ideas in [Ber70], [Gar94] and [GS75], J. Angoa, Y.
F. Ortiz-Castillo and Á. Tamariz-Mascarúa introduced the new concept of selective
𝑝−pseudocompactness1:

Definition 2.1.23 ([AOT14]). Given 𝑝 ∈ 𝜔
∗, a Tychonoff topological space 𝑋 is called

selectively 𝑝−pseudocompact if, and only if, for each sequence (𝑈𝑛 ∶ 𝑛 ∈ 𝜔) of nonempty
open subsets of 𝑋 there are a sequence (𝑥𝑛 ∶ 𝑛 ∈ 𝜔) in 𝑋 and 𝑥 ∈ 𝑋 such that 𝑥 =

𝑝 − lim𝑛∈𝜔 𝑥𝑛 and, for each 𝑛 ∈ 𝜔, 𝑥𝑛 ∈ 𝑈𝑛.

Again, when we say that topological a space 𝑋 is selectively 𝑝−pseudocompact, it is
already understood that 𝑋 is Tychonoff.

Some of the properties listed below are in [AOT14] or [GO14], but we present and
prove them here for the sake of completeness.

Proposition 2.1.24. Let 𝑝 ∈ 𝜔
∗ and 𝑋 be a selectively 𝑝−pseudocompact space. Then, 𝑋

is 𝑝−pseudocompact.

Proof. Let (𝑈𝑛 ∶ 𝑛 ∈ 𝜔) be a sequence of nonempty open subsets of 𝑋 . Then, there is a
sequence (𝑥𝑛 ∶ 𝑛 ∈ 𝜔) in 𝑋 and 𝑥 ∈ 𝑋 such that 𝑥 = 𝑝 − lim𝑛∈𝜔 𝑥𝑛 and, for each 𝑛 ∈ 𝜔,

1 This concept was originally defined in [AOT14] under the name strong 𝑝−pseudocompactness, but later
the name was changed, since there were already two different properties named in the previous way (in
[AG93] and [Dik94]).
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𝑥𝑛 ∈ 𝑈𝑛. Thus, for each open neighborhood 𝑈 of 𝑥 , {𝑛 ∈ 𝜔 ∶ 𝑥𝑛 ∈ 𝑈 } ∈ 𝑝, and hence also
{𝑛 ∈ 𝜔 ∶ 𝑈 ∩ 𝑈𝑛 ≠ ∅} ∈ 𝑝. Therefore, 𝑋 is 𝑝−pseudocompact.

It also follows immediately from the definitions that:

Proposition 2.1.25. Let 𝑝 ∈ 𝜔
∗ and 𝑋 be a Tychonoff 𝑝−compact topological space. Then,

𝑋 is selectively 𝑝−pseudocompact.

Similar to the previous properties, we have that:

Proposition 2.1.26. Let 𝑝 ∈ 𝜔
∗. The product of any family of selectively 𝑝-pseudocompact

topological spaces is selectively 𝑝−pseudocompact.

Proof. Let 𝐼 be a set and 𝑋 𝑖 be a selectively 𝑝−pseudocompact topological space, for each
𝑖 ∈ 𝐼 . Let also 𝑋 ≐ ∏

𝑖∈𝐼
𝑋
𝑖 and (𝑈𝑛 ∶ 𝑛 ∈ 𝜔) be a sequence of nonempty open subsets of 𝑋 .

For each 𝑛 ∈ 𝜔, we may fix a basic open set 𝑉𝑛 ⊂ 𝑈𝑛, say 𝑉𝑛 ≐ ∏
𝑖∈𝐼
𝑉
𝑖

𝑛
, with 𝑉

𝑖

𝑛
and open

subset of 𝑋 𝑖

𝑛
, for every 𝑖 ∈ 𝐼 and 𝑛 ∈ 𝜔. Then, for each 𝑖 ∈ 𝐼 , there is a sequence (𝑥 𝑖

𝑛
∶ 𝑛 ∈ 𝜔)

in 𝑋 𝑖 and 𝑥 𝑖 ∈ 𝑋 𝑖 such that 𝑥 𝑖 = 𝑝 − lim𝑛∈𝜔 𝑥
𝑖

𝑛
and, for each 𝑛 ∈ 𝜔, 𝑥 𝑖

𝑛
∈ 𝑉

𝑖

𝑛
. By Proposition

2.1.13, 𝑥 ≐ (𝑥
𝑖
)𝑖∈𝐼 is a 𝑝−limit of the sequence ((𝑥

𝑖

𝑛
)𝑖∈𝐼 ∶ 𝑛 ∈ 𝜔) in 𝑋 , and, for each 𝑛 ∈ 𝜔,

(𝑥
𝑖

𝑛
)𝑖∈𝐼 ∈ 𝑉𝑛. Therefore, 𝑋 is selectively 𝑝−pseudocompact.

The last pseudocompact-like property we will present in this section is selective pseu-
docompactness2, introduced by García-Ferreira and Ortiz-Castillo (see [GO14]):

Definition 2.1.27 ([GO14]). A Tychonoff topological space 𝑋 is called selectively pseudo-
compact if, and only if, for each sequence (𝑈𝑛 ∶ 𝑛 ∈ 𝜔) of nonempty open subsets of 𝑋
there are a sequence (𝑥𝑛 ∶ 𝑛 ∈ 𝜔) in 𝑋 , 𝑥 ∈ 𝑋 and 𝑝 ∈ 𝜔

∗ such that 𝑥 = 𝑝 − lim𝑛∈𝜔 𝑥𝑛 and,
for each 𝑛 ∈ 𝜔, 𝑥𝑛 ∈ 𝑈𝑛.

In other words, 𝑋 is selectively pseudocompact if, and only if, for each sequence
(𝑈𝑛 ∶ 𝑛 ∈ 𝜔) of nonempty open subsets of 𝑋 we may find a sequence (𝑥𝑛 ∶ 𝑛 ∈ 𝜔) in 𝑋

which has an accumulation point in 𝑋 , and so that 𝑥𝑛 ∈ 𝑈𝑛, for each 𝑛 ∈ 𝜔. Again, when
we say that a topological space 𝑋 is selectively pseudocompact, it is already understood
that 𝑋 is Tychonoff.

It is clear that we have the following:

Proposition 2.1.28. Every selectively pseudocompact space is pseudocompact.

Proof. If 𝑋 is a selectively pseudocompact space, then for each sequence (𝑈𝑛 ∶ 𝑛 ∈ 𝜔) of
nonempty open subsets of 𝑋 , there are a sequence (𝑥𝑛 ∶ 𝑛 ∈ 𝜔) in 𝑋 , 𝑥 ∈ 𝑋 and 𝑝 ∈ 𝜔

∗

such that 𝑥 = 𝑝 − lim𝑛∈𝜔 𝑥𝑛 and, for each 𝑛 ∈ 𝜔, 𝑥𝑛 ∈ 𝑈𝑛. Thus, 𝑥 is also a 𝑝−limit of
(𝑈𝑛 ∶ 𝑛 ∈ 𝜔), and therefore 𝑋 is pseudocompact.

Recall that we consider the next notion as folklore:

2 This concept was also defined originally under the name strong-pseudocompactness.
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Definition 2.1.29. A topological space 𝑋 is countably pracompact if there exists a dense
subset 𝐷 ⊂ 𝑋 such that every sequence on 𝐷 has an accumulation point in 𝑋 .

Proposition 2.1.30. Every Tychonoff countably pracompact space is selectively pseudo-
compact.

Proof. Let 𝑋 be a Tychonoff countably pracompact space. Thus, there exists a dense
subset 𝐷 ⊂ 𝑋 such that every sequence on 𝐷 has an accumulation point in 𝑋 . Given a
sequence (𝑈𝑛 ∶ 𝑛 ∈ 𝜔) of nonempty open subsets of 𝑋 , for each 𝑛 ∈ 𝜔 we may fix a point
𝑥𝑛 ∈ 𝑈𝑛 ∩ 𝐷. Therefore, (𝑥𝑛)𝑛∈𝜔 has an accumulation point in 𝑋 , and hence 𝑋 is selectively
pseudocompact.

Then, in summary, we have the following diagram of implications for topological
spaces in general.

selective p-pseudocompactness p-pseudocompactness

pseudocompactness

selective pseudocompactness countable compactness ultrapseudocompactness

countable pracompactness

Figure 2.1: Relation between pseudocompact-like properties for general topological spaces. The ultra-
filter 𝑝 ∈ 𝜔

∗ is arbitrary.

We will now turn our attention more specifically to the properties defined above
applied to topological groups. All topological groups mentioned from here will be assumed
to be 𝑇0, and therefore, Tychonoff (see Corollary 1.2.40).

In this class of topological spaces, the following result holds. It was proved in [GS97]
in a more general setting:

Theorem 2.1.31 ([GS97]). For a topological group𝐺, the following conditions are equivalent.

a) 𝐺 is pseudocompact.

b) There is a 𝑝 ∈ 𝜔
∗ such that 𝐺 is 𝑝−pseudocompact.

c) 𝐺 is ultrapseudocompact.

The strength of topological group properties in the proof of topological equivalences,
exemplified by the result above, makes it natural to ask whether there are similar equiv-
alences for other pseudocompact-like properties. For instance, the question whether
pseudocompactness implies selective pseudocompactness in topological groups was posed
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in [GO14], and solved by Garcia-Ferreira and Tomita, who proved that there exists a pseu-
docompact group which is not selectively pseudocompact [GT15]. Hence, the selective
pseudocompactness is not another equivalent notion for pseudocompactness in topological
groups.

Another related question we might ask is whether countable pracompactness is equiv-
alent to selective pseudocompactness in topological groups. We answered negatively
this question in [TT22], constructing a selectively pseudocompact group which is not
countably pracompact. The construction will be presented in the next chapter. Therefore,
the notion of countable pracompactness is even more strict in topological groups. Assuming
the existence of a single selective ultrafilter, we also proved in [TT22] that there exists
a topological group which is not countably pracompact and has all powers selectively
pseudocompact, a slightly stronger result. The proof will also be presented in the next
chapter.

Another important result regarding pseudocompact-like properties in topological
groups is the the following theorem due to Comfort and Ross:

Theorem 2.1.32 ([CR66]). The product of any family of pseudocompact topological groups
is pseudocompact.

As we have seen, a result similar to this one does not apply to topological spaces
in general. This result motivated Comfort to question whether the product of countably
compact groups is also countably compact. More generally, he asked the following question
[Com90]3:

Question 2.1.33 ([Com90], Question 477). Is there, for every (not necessarily infinite)
cardinal number 𝛼 ≤ 2

c, a topological group 𝐺 such that 𝐺𝛾 is countably compact for all
cardinals 𝛾 < 𝛼, but 𝐺𝛼 is not countably compact?

The restriction 𝛼 ≤ 2
c in the question above is due to the following result:

Theorem 2.1.34 ([GS75], Theorem 2.6). Let 𝑋 be a Hausdorff topological space. The
following statements are equivalent:

a) every power of 𝑋 is countably compact;

b) 𝑋
2
c is countably compact;

c) 𝑋
|𝑋 |

𝜔 is countably compact;

d) there exists 𝑝 ∈ 𝜔
∗ such that 𝑋 is 𝑝−compact.

Van Douwen was the first to prove consistently (under MA) that there are two countably
compact groups whose product is not countably compact [Dou80]. More specifically, van
Douwen proved the two following lemmas.

Lemma 2.1.35 ([Dou80]). (ZFC) Every infinite Boolean countably compact group without
non-trivial convergent sequences contains two countably compact subgroups whose product is
not countably compact.

3 This is Question 1 in the Introduction of the thesis.
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Tomita proved in ZFC another version of Lemma 2.1.35: the existence of a countably
compact Abelian group without non-trivial convergent sequences implies the existence
of a countably compact group whose square is not countably compact [Tom05b]. Also,
a version for finite and countable powers (for torsion groups) and finite powers (for
non-torsion groups) appears in [Tom19].

Lemma 2.1.36 ([Dou80]). (MA) There exists an infinite Boolean countably compact group
without non-trivial convergent sequences.

Together, the two lemmas above show that, under MA, there are two countably compact
groups whose product is not countably compact.

Using tools outside ZFC, many other examples of countably compact groups without
non-trivial convergent sequences were given over the years. The first one appeared in
[HJ76], under CH. In [KTW00], an example was obtained from Martin’s Axiom for count-
able posets, and in [GTW05] from a single selective ultrafilter, improving the technique,
since MA implies the existence of selective ultrafilters. Nevertheless, [ST09] showed that
the existence of such groups does not imply the existence of selective ultrafilters. It was
left open for a long time whether there exists an example in ZFC. Finally, in 2021, Hrušák,
van Mill, Ramos-García, and Shelah [Hru+21] proved that:

Theorem 2.1.37 ([Hru+21]). In ZFC, there exists a Hausdorff countably compact topological
Boolean group (of size c) without non-trivial convergent sequences.

Due to Lemma 2.1.35, this result also solves the original Comfort’s question.

Then, in [BRT21a], the authors asked whether there exists an (Abelian) countably
compact group without non-trivial convergent sequences of size strictly greater than c
in ZFC. With a slight modification to the construction given in [Hru+21], we answered
this question in [TT22], constructing such a group of size 2

c.

Bearing in mind the theorem of Comfort and Ross, and also the theorem obtained in
[Hru+21], it is also natural to ask productivity questions for countably pracompact and
selectively pseudocompact groups. In this regard, Garcia-Ferreira and Tomita proved that
if 𝑝 and 𝑞 are non-equivalent selective ultrafilters on 𝜔 (according to the Rudin-Keisler
order in 𝜔

∗), then there are a 𝑝-compact group and a 𝑞-compact group whose product is
not selectively pseudocompact [GT20]. Also, Bardyla, Ravsky and Zdomskyy constructed,
under MA, a Boolean countably compact topological group whose square is not countably
pracompact [BRZ20]. However, it is still not known whether it is a theorem of ZFC that
selective pseudocompactness and countable pracompactness are non-productive in the
class of topological groups.

More generally, one can ask Comfort-like questions, such as Question 2.1.33, for
selectively pseudocompact and countably pracompact groups. In the case of selectively
pseudocompact groups, the question is restricted to cardinals 𝛼 ≤ 𝜔, due to the next
result.

Lemma 2.1.38. If 𝐺 is a topological group such that 𝐺𝜔 is selectively pseudocompact, then
𝐺
𝜅 is selectively pseudocompact for every cardinal 𝜅 ≥ 𝜔.

Proof. Indeed, let 𝜅 ≥ 𝜔 and (𝑈𝑛)𝑛∈𝜔 be a family of open subsets of 𝐺𝜅 . For every 𝑛 ∈ 𝜔,
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there are open subsets 𝑈 𝑗

𝑛
⊂ 𝐺, for each 𝑗 < 𝜅, so that ∏

𝑗∈𝜅
𝑈
𝑗

𝑛
⊂ 𝑈𝑛 and 𝑈

𝑗

𝑛
≠ 𝐺 if and

only if 𝑗 ∈ 𝐹𝑛, for a finite subset 𝐹𝑛 ⊂ 𝜅. Let 𝐹 ≐ ⋃
𝑛∈𝜔

𝐹𝑛. For each 𝑛 ∈ 𝜔, consider the open
subsets 𝑉𝑛 ≐ ∏

𝑗∈𝐹𝑛
𝑈
𝑗

𝑛
×∏

𝑗∈𝐹⧵𝐹𝑛
𝐺 ⊂ 𝐺

𝐹 . By assumption, 𝐺𝐹 is selectively pseudocompact,
thus there is a sequence {𝑦𝑛 ∶ 𝑛 ∈ 𝜔} ⊂ 𝐺

𝐹 so that 𝑦𝑛 ∈ 𝑉𝑛, for every 𝑛 ∈ 𝜔, which has an
accumulation point 𝑦 in 𝐺𝐹 . Then, given 𝑔 ∈ 𝐺 arbitrarily, the sequence {𝑥𝑛 ∶ 𝑛 ∈ 𝜔} ⊂ 𝐺

𝜅

defined coordinatewise, for each 𝑛 ∈ 𝜔, by

𝑥
𝑗

𝑛
≐

{

𝑦
𝑗

𝑛
, if 𝑗 ∈ 𝐹

𝑔, if 𝑗 ∈ 𝜅 ⧵ 𝐹

is such that 𝑥𝑛 ∈ 𝑈𝑛 for every 𝑛 ∈ 𝜔, and has 𝑥 ∈ 𝐺
𝜅 given by

𝑥
𝑗
≐

{

𝑦
𝑗
, if 𝑗 ∈ 𝐹

𝑔, if 𝑗 ∈ 𝜅 ⧵ 𝐹

as accumulation point.

Question 2.1.39. For which cardinals 𝛼 ≤ 𝜔 is there a topological group 𝐺 such that 𝐺𝛾 is
selectively pseudocompact for all cardinals 𝛾 < 𝛼, but 𝐺𝛼 is not selectively pseudocompact?

In the case of countably pracompact groups, it is still not known whether there exists
a cardinal 𝜅 satisfying that: if a topological group 𝐺 is such that 𝐺𝜅 countably pracompact,
then 𝐺

𝛼 is countably pracompact, for each 𝛼 > 𝜅. Thus, there is no restriction to the
cardinals 𝛼 yet:

Question 2.1.40. For which cardinals 𝛼 is there a topological group 𝐺 such that 𝐺𝛾 is
countably pracompact for all cardinals 𝛾 < 𝛼, but 𝐺𝛼 is not countably pracompact?

It is worth observing that:

Proposition 2.1.41. Let 𝐺 be a topological group such that 𝐺𝜔 is countably compact
and 𝜅 ≥ 𝜔. Then, 𝐺𝜅 is countably pracompact.

Proof. Let 𝑒 be the identity of 𝐺. We claim that

Σ ≐ {𝑔 ∈ 𝐺
𝜅
∶ |{𝑖 ∈ 𝜅 ∶ 𝑔

𝑖
≠ 𝑒}| ≤ 𝜔}

is a dense subset of 𝐺𝜅 for which every sequence has an accumulation point. Indeed, let 𝑈
be a nonempty basic open subset of 𝐺𝜅 . Then, 𝑈 = ∏

𝑖∈𝐼
𝑈
𝑖 for some open subsets 𝑈𝑖 ⊂ 𝐺,

and 𝐹 ≐ {𝑖 ∈ 𝜅 ∶ 𝑈
𝑖
≠ 𝐺} is finite. For each 𝑖 ∈ 𝐹 , fix 𝑥 𝑖 ∈ 𝑈 𝑖. Then, 𝑔 ≐ (𝑔

𝑖
)𝑖∈𝜅 given by

𝑔
𝑖
≐

{

𝑥
𝑖
, if 𝑖 ∈ 𝐹

𝑒, if 𝑖 ∉ 𝐹

belongs to 𝑈 ∩ Σ. Also, let (𝑔𝑛)𝑛∈𝜔 be a sequence in Σ, say 𝑔𝑛 = (𝑔
𝑖

𝑛
)𝑖∈𝜅 , for some 𝑔 𝑖

𝑛
, for

every 𝑛 ∈ 𝜔 and 𝑖 ∈ 𝜅. Let also 𝐻𝑛 ≐ {𝑖 ∈ 𝜅 ∶ 𝑔
𝑖

𝑛
≠ 𝑒}, for each 𝑛 ∈ 𝜔. Then, 𝐻 ≐ ⋃

𝑛∈𝜔
𝐻𝑛 is

such that |𝐻 | ≤ 𝜔. Since 𝐺𝜔 is countably compact, ((𝑔 𝑖
𝑛
)𝑖∈𝐻 ∶ 𝑛 ∈ 𝜔) has an accumulation
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point in 𝐺𝐻 , and thus, (𝑔𝑛)𝑛∈𝜔 has an accumulation point in 𝐺𝜅 . Therefore, 𝐺𝜅 is countably
pracompact.

In [GT18], under the assumption of CH, the authors showed that for every positive
integer 𝑘 > 0, there exists a topological group𝐺 for which𝐺𝑘 is countably compact but𝐺𝑘+1

is not selectively pseudocompact. Thus, Question 2.1.39 and Question 2.1.40 are already
solved for finite cardinals under CH. The cardinal 𝛼 = 𝜔 is the only one for which there
are still no consistent answers to the Question 2.1.39.

In the paper [TT23]:

(1) assuming the existence of c incomparable selective ultrafilters, we answered Question
2.1.40 for 𝛼 = 𝜔;

(2) assuming the existence of 2c incomparable selective ultrafilters, we answered Ques-
tion 2.1.40 for each successor cardinal 𝛼 = 𝜅

+, with 𝜔 ≤ 𝜅 ≤ 2
c.

In particular, the case 𝜅 = 2
c of item (2) shows that there exists a group 𝐺 so that

𝐺
2
c

is countably pracompact but 𝐺(2
c
)
+

is not countably pracompact. This is particularly
interesting, as for Hausdorff topological spaces𝑋 , if𝑋 2

c
is countably compact, every power

of 𝑋 is countably compact (see Theorem 2.1.34).

As a corollary of the proof of result (1) above, we also showed in [TT23] that, assuming
the existence of c incomparable selective ultrafilters, for each 𝑛 ∈ 𝜔, 𝑛 > 0, there exists a
topological group whose nth power is countably compact and the (n+1)th power is not
selectively pseudocompact. Since CH implies the existence of 2c incomparable selective
ultrafilters [Bla73], this is a slightly stronger result than what was obtained in [GT18].

2.2 The sketch of the constructions and some useful

results

In this section we will see in detail the ideas behind the construction of the topologies
that will be used in the proof of the main results of the thesis. Each construction has its
particularity, but follows a small sketch, which is already frequently used in some way in
similar constructions in this field (e.g., in [Hru+21], [GT18], [GT15] and [GT20]).

Let 𝐴 be a set. As usual, we define, for each cardinal 𝜅:

• [𝐴]
𝜅
≐ {𝐵 ⊂ 𝐴 ∶ |𝐵| = 𝜅};

• [𝐴]
<𝜅

≐ {𝐵 ⊂ 𝐴 ∶ |𝐵| < 𝜅}.

Also, we will denote by △ the symmetric difference between two sets 𝐵, 𝐶:

𝐵 △ 𝐶 ≐ (𝐵 ⧵ 𝐶) ∪ (𝐶 ⧵ 𝐵).

The following proposition follows straight from the properties of the symmetric differ-
ence.
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Proposition 2.2.1. Given a nonempty set𝐴, [𝐴]<𝜔 becomes a Boolean group when endowed
with the symmetric difference as the group operation and ∅ as the neutral element.

In most of the constructions presented in this thesis, we will use the technique described
below, which is often used in similar constructions in this field4.

First, a set 𝐴 is taken as an infinite ordinal, such as 𝜔, c or 2c, and the topologies are
defined in Boolean groups as [𝜔]<𝜔, [c]<𝜔 or [2c]<𝜔 (with operation and neutral element
given by the previous proposition). To establish the topology 𝜏, it is considered a suitable
set  of group homomorphisms 𝜙 ∶ [𝐴]

<𝜔
→ 2, where 2 is endowed with the discrete

topology, and we let 𝜏 be the topology generated by the homomorphisms in . This makes
things a little easier, since Boolean groups have a simpler structure (for instance, recall
that they are also vector spaces over the field {0, 1}), and the only variable to be changed
with this choice is the set  of homomorphisms. That is, the topology of the group is
dictated only by the homomorphisms that belong to , which we can freely choose. The
obvious drawback is that this restricts our study to Boolean groups only.

We shall see next some topological properties of the Boolean group [𝐴]
<𝜔, according

to the homomorphisms we choose. Such properties are proved in a more general context
in the next proposition.

Proposition 2.2.2. Let 𝐺 be a group and  be a set of group homomorphisms 𝜙 ∶ 𝐺 → 2.
Suppose that 𝐺 is endowed with the topology generated by the homomorphisms in . Then:

a) 𝐺 is a topological group.

b) 𝐺 is 𝑇0 if, and only if, for each 𝑔, ℎ ∈ 𝐺, there exists 𝜙 ∈  so that 𝜙(𝑔) ≠ 𝜙(ℎ) (that is,
if  separates points of 𝐺).

c) A point 𝑔 ∈ 𝐺 is an accumulation point of a sequence (𝑔𝑛)𝑛∈𝜔 of 𝐺 if, and only if, there
exists 𝑝 ∈ 𝜔

∗ so that
𝜙(𝑔) = 𝑝 − lim

𝑛∈𝜔

𝜙(𝑔𝑛),

for every 𝜙 ∈ .

Proof. a) Let

𝑀 ∶ 𝐺 × 𝐺 ⟶ 𝐺

(𝑔, ℎ) ⟼ 𝑔 ⋅ ℎ,

(𝑔0, ℎ0) ∈ 𝐺 × 𝐺 and 𝑈 be an open neighborhood of 𝑔0 ⋅ ℎ0. Then, there are 𝑚, 𝑛 ∈ 𝜔,
𝜙0, ..., 𝜙𝑚, 𝜓0, ...𝜓𝑛 ∈  so that

𝑔0 ⋅ ℎ0 ∈

𝑚

⋂

𝑖=0

𝜙
−1

𝑖
({0}) ∩

𝑛

⋂

𝑗=0

𝜓
−1

𝑗
({1}) ⊂ 𝑈 .

4 In fact, the technique described here is a particular case of a more general technique, with which we will
work a little in chapter 7.
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Letting

𝑉 ≐

𝑚

⋂

𝑖=0

𝜙
−1

𝑖
({𝜙𝑖(𝑔0)}) ∩

𝑛

⋂

𝑗=0

𝜓
−1

𝑗
({𝜓𝑗(𝑔0)})

and

𝑊 ≐

𝑚

⋂

𝑖=0

𝜙
−1

𝑖
({𝜙𝑖(ℎ0)}) ∩

𝑛

⋂

𝑗=0

𝜓
−1

𝑗
({𝜓𝑗(ℎ0)}),

we have that (𝑔0, ℎ0) ∈ 𝑉 × 𝑊 and, if (𝑔, ℎ) ∈ 𝑉 × 𝑊 , 𝑔 ⋅ ℎ ∈ 𝑈 . Thus, 𝑀 is a continuous
function.

Now, let

𝐼 ∶ 𝐺 ⟶ 𝐺

𝑔 ⟼ 𝑔
−1
.

Analogously, given 𝑔0 ∈ 𝐺 and 𝑈 an open neighborhood of 𝑔0, there are 𝑚, 𝑛 ∈ 𝜔,
𝜙0, ..., 𝜙𝑚, 𝜓0, ...𝜓𝑛 ∈  so that

𝑔0 ∈

𝑚

⋂

𝑖=0

𝜙
−1

𝑖
({0}) ∩

𝑛

⋂

𝑗=0

𝜓
−1

𝑗
({1}) ⊂ 𝑈 .

Then, letting

𝑉 ≐

𝑚

⋂

𝑖=0

𝜙
−1

𝑖
({1}) ∩

𝑛

⋂

𝑗=0

𝜓
−1

𝑗
({0}),

we have that 𝑔−1
0

∈ 𝑉 and, if 𝑔 ∈ 𝑉 , 𝑔−1 ∈ 𝑈 . Thus, 𝐼 is also a continuous function.

b) (⇒) If 𝐺 is 𝑇0, given 𝑔, ℎ ∈ 𝐺, there is an open subset 𝑈 that contains one element
and not the other. Assume that 𝑔 ∈ 𝑈 and ℎ ∉ 𝑈 . Then, there are 𝑛, 𝑚 ∈ 𝜔 and a finite
subset of homomorphisms  ≐ {𝜙0, ..., 𝜙𝑛, 𝜓0, ..., 𝜓𝑚} ⊂  so that

𝑔 ∈

𝑛

⋂

𝑖=0

𝜙
−1

𝑖
({0}) ∩

𝑚

⋂

𝑗=0

𝜓
−1

𝑗
({1}) ⊂ 𝑈 .

Since ℎ ∉ 𝑈 , there is some 𝜎 ∈  so that 𝜎(𝑔) ≠ 𝜎(ℎ).

(⇐) Let 𝑔, ℎ ∈ 𝐺. By assumption, there is 𝜙 ∈  so that 𝜙(𝑔) ≠ 𝜙(ℎ). Then, defining
𝑈 ≐ 𝜙

−1
({0}), we have that either 𝑔 ∈ 𝑈 and ℎ ∉ 𝑈 or 𝑔 ∈ 𝑈 and ℎ ∉ 𝑈 .

c) (⇒) Let 𝑔 ∈ 𝐺 be an accumulation point of a sequence (𝑔𝑛)𝑛∈𝜔 of 𝐺. For each open
neighborhood 𝑈 of 𝑔 , let 𝑀𝑈 ≐ {𝑛 ∈ 𝜔 ∶ 𝑔𝑛 ∈ 𝑈 }. Then,

 ≐ {𝑀𝑈 ∶ 𝑈 is an open neighborhood of 𝑔}

has the strong finite intersection property and therefore can be extended to a free ultrafilter
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𝑝 on 𝜔. We claim that
𝜙(𝑔) = 𝑝 − lim

𝑛∈𝜔

𝜙(𝑔𝑛),

for every 𝜙 ∈ . Indeed, for each 𝜙 ∈ , 𝑀𝜙
−1
({𝜙(𝑔)}) ∈ 𝑝.

(⇐) Let 𝑈 be an open neighborhood of 𝑔 . Then, there are𝑚, 𝑛 ∈ 𝜔, 𝜙0, ..., 𝜙𝑚, 𝜓0, ...𝜓𝑛 ∈ 
so that

𝑔 ∈

𝑚

⋂

𝑖=0

𝜙
−1

𝑖
({0}) ∩

𝑛

⋂

𝑗=0

𝜓
−1

𝑗
({1}) ⊂ 𝑈 .

Since, for each 𝑖 = 0, ..., 𝑚 and 𝑗 = 0, ...𝑛, we have that {𝑛 ∈ 𝜔 ∶ 𝜙𝑖(𝑔) = 𝜙𝑖(𝑔𝑛)} ∈ 𝑝

and {𝑗 ∈ 𝜔 ∶ 𝜓𝑗(𝑔) = 𝜓𝑗(𝑔𝑛)} ∈ 𝑝, it follows that {𝑛 ∈ 𝜔 ∶ 𝑔𝑛 ∈ 𝑈 } ∈ 𝑝. Therefore, 𝑔 is an
accumulation point of (𝑔𝑛)𝑛∈𝜔.

Note that, due to item b) of the previous proposition and Corollary 1.2.40, for a group
𝐺 endowed with a topology generated by a set  of group homomorphisms 𝜙 ∶ 𝐺 → 2 to
be Tychonoff, it is enough that  separates points of 𝐺.

In the next chapters, we will freely use the facts proven in the previous proposition for
the case of the Boolean group [𝐴]

<𝜔 endowed with the topology generated by a set  of
group homomorphisms 𝜙 ∶ [𝐴]

<𝜔
→ 2, as explained.

The biggest difficulties of such constructions usually are:

1) to determine the properties that homomorphisms should have in order to obtain the
desired group;

2) prove that homomorphisms with such characteristics exist.

For item 2), we often need to make use of the assumption of the existence of selective
ultrafilters.

Thus, most of the subsequent chapters will have the following structure: the first
section will be devoted to auxiliary results, in special the construction of homomorphisms
that will be used to form the set ; the second section will contain the construction of the
group in question; the third section will bring a brief conclusion of the chapter.

Since we will be dealing with Boolean groups, which are also vector spaces over the
field 2 = {0, 1}, we can talk about general linear algebra concepts concerning these groups,
such as linearly independent subsets. Also, given an infinite set 𝐴 and 𝑝 ∈ 𝜔

∗, one may
define an equivalence relation on ([𝐴]

<𝜔
)
𝜔 by letting, for each 𝑓 , 𝑔 ∈ ([𝐴]

<𝜔
)
𝜔,

𝑓 ≡𝑝 𝑔 iff {𝑛 ∈ 𝜔 ∶ 𝑓 (𝑛) = 𝑔(𝑛)} ∈ 𝑝.

We also let [𝑓 ]𝑝 be the equivalence class determined by 𝑓 , and ([𝐴]
<𝜔
)
𝜔
/𝑝 will be

([𝐴]
<𝜔
)
𝜔
/ ≡𝑝. Notice that, considering [𝐴]

<𝜔 as the Boolean group defined previously, the
set ([𝐴]<𝜔)𝜔/𝑝 has a natural vector space structure (over the field 2). For each 𝐴0 ∈ [𝐴]

<𝜔,
the constant function in ([𝐴]

<𝜔
)
𝜔 which takes only the value 𝐴0 will be denoted by 𝐴0. If

𝛼 is an ordinal, ⃗
{𝛼} will be denoted simply by �⃗�.
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With all that in mind, the following results, which deal with the algebraic aspects of
such groups, will be useful to us:

Lemma 2.2.3. Let 𝐴, 𝐵 and 𝐶 be subsets of a vector space. Suppose that 𝐴 is finite and that
𝐴 ∪ 𝐶, 𝐵 ∪ 𝐶 are linearly independent. Then there exists 𝐵′

⊂ 𝐵 such that |𝐵′
| ≤ |𝐴| and

𝐴 ∪ 𝐶 ∪ (𝐵 ⧵ 𝐵
′
) is linearly independent.

Proof. We prove the result by induction on |𝐴|. First, suppose that |𝐴| = 1, that is, 𝐴 has
a single element 𝑎 ≠ 0. If 𝐴 ∪ 𝐶 ∪ 𝐵 is linearly independent, we simply consider 𝐵′

= ∅.
Otherwise, there is a non-trivial linear combination of elements in 𝐴 ∪ 𝐶 ∪ 𝐵 that equals
zero. Note that 𝑎 and some element in 𝐵 must appear in this linear combination, since
𝐴 ∪ 𝐶 and 𝐵 ∪ 𝐶 are linearly independent. Thus, we have

𝑎 = 𝐶𝑙(𝐶)1 + 𝐶𝑙(𝐵)1,

for some 𝐶𝑙(𝐵)1 ≠ 0 and 𝐶𝑙(𝐶)1 linear combinations of elements in 𝐵 and 𝐶, respectively.
Choose an element 𝑏 ∈ 𝐵 which appears in 𝐶𝑙(𝐵)1. We claim that 𝐴∪𝐶 ∪(𝐵⧵ {𝑏}) is linearly
independent. Indeed, otherwise we would have

𝑎 = 𝐶𝑙(𝐶)2 + 𝐶𝑙(𝐵)2,

for some𝐶𝑙(𝐵)2 ≠ 0 and𝐶𝑙(𝐶)2 linear combinations of elements in𝐵⧵{𝑏} and𝐶, respectively.
But this cannot happen, since 𝐵 ∪ 𝐶 is linearly independent and 𝐶𝑙(𝐵)1 ≠ 𝐶𝑙(𝐵)2. Hence,
we have proved the result if 𝐴 is a set of size 1.

Suppose that the lemma holds for sets of size 𝑛 ∈ 𝜔, and that 𝐴 has a size 𝑛 + 1. In this
case, letting 𝑎 ∈ 𝐴, we may apply the hypothesis to the sets 𝐴 ⧵ {𝑎}, 𝐵 and 𝐶. Thus, we
get 𝐵0 ⊂ 𝐵 so that |𝐵0| ≤ 𝑛 and that (𝐴 ⧵ {𝑎}) ∪ 𝐶 ∪ (𝐵 ⧵ 𝐵0) is linearly independent. Now,
we apply the result for sets of size 1 to the sets {𝑎}, 𝐵 ⧵ 𝐵0 and (𝐴 ⧵ {𝑎}) ∪ 𝐶, and we are
done.

Corollary 2.2.4. Let 𝐴 and 𝐵 be linearly independent subsets in a vector space with 𝐴 a
finite set. Then there is 𝐵′

⊂ 𝐵 such that |𝐵′
| ≤ |𝐴| and 𝐴 ∪ (𝐵 ⧵ 𝐵

′
) is linearly independent.

The following results, applications of the general facts above, appear in [TT22], and
will be used several times in the following chapters.

Lemma 2.2.5. Let 𝐴, 𝐵 and 𝐶 be subsets in a Boolean group. Suppose that 𝐴 is a finite set
and that 𝐴 ∪ 𝐶, 𝐵 ∪ 𝐶 are linearly independent. Then there exists 𝐵′

⊂ 𝐵 such that |𝐵′
| ≤ |𝐴|

and 𝐴 ∪ 𝐶 ∪ (𝐵 ⧵ 𝐵
′
) is linearly independent.

The next result also appears in [Hru+21].

Corollary 2.2.6. Let 𝐴 and 𝐵 be linearly independent subsets in a Boolean group with 𝐴
a finite set. Then there is 𝐵′

⊂ 𝐵 such that |𝐵′
| ≤ |𝐴| and 𝐴 ∪ (𝐵 ⧵ 𝐵

′
) is linearly independent.

Lemma 2.2.7 ([TT23], Lemma 2.2). Let 𝑋 be an infinite set and {𝑋0, ..., 𝑋𝑛} be a partition of
𝑋 . Let also (𝑥𝑘)𝑘∈𝜔 and (𝑦𝑘)𝑘∈𝜔 be sequences in the Boolean group [𝑋 ]

<𝜔 so that:

• {𝑥𝑘 ∶ 𝑘 ∈ 𝜔} ∪ {𝑦𝑘 ∶ 𝑘 ∈ 𝜔} is linearly independent;
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• for every 𝑝 ∈ {0, ..., 𝑛}, both {𝑥𝑘 ∩ 𝑋𝑝 ∶ 𝑘 ∈ 𝜔} and {𝑦𝑘 ∩ 𝑋𝑝 ∶ 𝑘 ∈ 𝜔} are linearly
independent.

Then, there exist a subsequence (𝑘𝑚 ∶ 𝑚 ∈ 𝜔) and 𝑛0 ∈ {0, ..., 𝑛} so that

{𝑥𝑘𝑚 ∩ 𝑋𝑛0
∶ 𝑚 ∈ 𝜔} ∪ {𝑦𝑘𝑚 ∩ 𝑋𝑛0

∶ 𝑚 ∈ 𝜔}

is linearly independent.

Proof. We shall construct inductively a sequence (𝐴
𝑖

0
)𝑖∈𝜔 of subsets of 𝜔 as follows. Firstly,

if does not exist 𝑘 ∈ 𝜔 so that {𝑥𝑘 ∩ 𝑋0} ∪ {𝑦𝑘 ∩ 𝑋0} is linearly independent, we put 𝐴0

0
= ∅.

Otherwise, we choose the minimum 𝑘0 ∈ 𝜔 with this property and put 𝐴0

0
≐ {𝑘0}. Suppose

that for 𝑙 ∈ 𝜔 we have constructed 𝐴0

0
, ..., 𝐴

𝑙

0
⊂ 𝜔 such that:

a) |𝐴
𝑖

0
| ≤ 𝑖 + 1, for each 𝑖 = 0, ..., 𝑙;

b) 𝐴𝑖

0
⊂ 𝐴

𝑗

0
if 0 ≤ 𝑖 ≤ 𝑗 ≤ 𝑙;

c) {𝑥𝑘 ∩ 𝑋0 ∶ 𝑘 ∈ 𝐴
𝑙

0
} ∪ {𝑦𝑘 ∩ 𝑋0 ∶ 𝑘 ∈ 𝐴

𝑙

0
} is linearly independent.

d) for each 0 ≤ 𝑖 < 𝑙, 𝐴𝑖+1

0
⧵ 𝐴

𝑖

0
= ∅ if, and only if,

{𝑥𝑘 ∩ 𝑋0 ∶ 𝑘 ∈ 𝐴
𝑖

0
} ∪ {𝑦𝑘 ∩ 𝑋0 ∶ 𝑘 ∈ 𝐴

𝑖

0
} ∪ {𝑥 ̃

𝑘
∩ 𝑋0} ∪ {𝑦 ̃

𝑘
∩ 𝑋0}

is linearly dependent for every ̃
𝑘 > max(𝐴𝑖

0
).

In what follows, we will construct 𝐴𝑙+1

0
. If does not exist ̃𝑘 ∈ 𝜔, ̃𝑘 > max(𝐴𝑙

0
), so that

{𝑥𝑘 ∩ 𝑋0 ∶ 𝑘 ∈ 𝐴
𝑙

0
} ∪ {𝑦𝑘 ∩ 𝑋0 ∶ 𝑘 ∈ 𝐴

𝑙

0
} ∪ {𝑥 ̃

𝑘
∩ 𝑋0} ∪ {𝑦 ̃

𝑘
∩ 𝑋0}

is linearly independent, we put 𝐴𝑙+1

0
= 𝐴

𝑙

0
. Otherwise, we choose the minimum 𝑘𝑙+1 ∈ 𝜔

with this property, and put 𝐴𝑙+1

0
= 𝐴

𝑙

0
∪{𝑘𝑙+1}. In any case, 𝐴0

0
, ..., 𝐴

𝑙+1

0
satisfy items a)–d), and

then, by induction, there exists a sequence (𝐴
𝑖

0
)𝑖∈𝜔 satisfying them. Now, let 𝐴0 ≐ ⋃

𝑖∈𝜔
𝐴
𝑖

0
.

If 𝐴0 is infinite, then {𝑥𝑘 ∩ 𝑋0 ∶ 𝑘 ∈ 𝐴0} ∪ {𝑥𝑘 ∩ 𝑋0 ∶ 𝑘 ∈ 𝐴0} is linearly independent, and
we are done.

On the other hand, suppose that 𝐴0 is finite. We may repeat the process above for
𝑋1, ..., 𝑋𝑛, constructing analogous subsets 𝐴1, ..., 𝐴𝑛 ⊂ 𝜔. If either of them is infinite, we are
done.

Suppose then that𝐴0, ..., 𝐴𝑛 are finite sets. By construction, for each ̃
𝑘 > max(𝐴0∪...∪𝐴𝑛)

and 𝑗 = 0, ..., 𝑛,

{𝑥𝑘 ∩ 𝑋𝑗 ∶ 𝑘 ∈ 𝐴𝑗 } ∪ {𝑦𝑘 ∩ 𝑋𝑗 ∶ 𝑘 ∈ 𝐴𝑗 } ∪ {𝑥 ̃
𝑘
∩ 𝑋𝑗 } ∪ {𝑦 ̃

𝑘
∩ 𝑋𝑗 }

is linearly dependent. Also, since, for every 𝑗 = 0, ..., 𝑛,

𝑗 ≐ span({𝑥𝑘 ∩ 𝑋𝑗 ∶ 𝑘 ∈ 𝐴𝑗 } ∪ {𝑦𝑘 ∩ 𝑋𝑗 ∶ 𝑘 ∈ 𝐴𝑗 })

is finite and both {𝑥𝑘 ∩ 𝑋𝑗 ∶ 𝑘 ∈ 𝜔} and {𝑦𝑘 ∩ 𝑋𝑗 ∶ 𝑘 ∈ 𝜔} are linearly independent, we can
fix:
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• an infinite subset 𝐴 ⊂ 𝜔;

• 𝑐𝑗 ∈ 𝑗 , for each 𝑗 = 0, ..., 𝑛,

so that
𝑥 ̃
𝑘
∩ 𝑋𝑗 = (𝑦 ̃

𝑘
∩ 𝑋𝑗) △ 𝑐𝑗 ,

for every ̃
𝑘 ∈ 𝐴 and 𝑗 = 0, ..., 𝑛. Thus,

𝑥 ̃
𝑘
= (𝑥 ̃

𝑘
∩𝑋0) △ ... △ (𝑥 ̃𝑘

∩𝑋𝑛) = (𝑦 ̃
𝑘
∩𝑋0) △ ... △ (𝑦 ̃𝑘

∩𝑋𝑛) △ (𝑐0 △ ... △ 𝑐𝑛) = 𝑦 ̃
𝑘
△ (𝑐0 △ ... △ 𝑐𝑛),

for every ̃
𝑘 ∈ 𝐴, which is a contradiction, as {𝑥𝑘 ∶ 𝑘 ∈ 𝜔} ∪ {𝑦𝑘 ∶ 𝑘 ∈ 𝜔} is linearly

independent. Hence, 𝐴0, ..., 𝐴𝑛 cannot all be finite.

Lemma 2.2.8 ([TT23], Lemma 2.3). Let 𝑋 be an infinite set, 𝑘 > 0 and {(𝑥
0

𝑛
, ..., 𝑥

𝑘−1

𝑛
) ∶ 𝑛 ∈

𝜔} ⊂ ([𝑋 ]
<𝜔
)
𝑘 be a sequence. Then, there are:

• elements 𝑑0, ..., 𝑑𝑘−1 ∈ [𝑋 ]
<𝜔;

• a subsequence {(𝑥0
𝑛𝑙
, ..., 𝑥

𝑘−1

𝑛𝑙
) ∶ 𝑙 ∈ 𝜔};

• for some5
0 ≤ 𝑡 ≤ 𝑘, a sequence {(𝑦0

𝑛𝑙
, ..., 𝑦

𝑡−1

𝑛𝑙
) ∶ 𝑙 ∈ 𝜔} ⊂ ([𝑋 ]

<𝜔
)
𝑡 ;

• for each 0 ≤ 𝑠 < 𝑘, a function 𝑃𝑠 ∶ 𝑡 → 2,

satisfying the following:

a) 𝑥
𝑠

𝑛𝑙
=
(

𝑡−1

∑

𝑖=0

𝑃𝑠(𝑖)𝑦
𝑖

𝑛𝑙)
△ 𝑑𝑠, for every 𝑙 ∈ 𝜔 and 0 ≤ 𝑠 < 𝑘;

b) {𝑦
𝑖

𝑛𝑙
∶ 𝑙 ∈ 𝜔, 0 ≤ 𝑖 < 𝑡} is linearly independent.

Proof. Fix 𝑞 ∈ 𝜔∗, and let

 ≐

{

𝑐 ∈ [𝑋 ]
<𝜔

∶ [𝑐]𝑞 ∈ span({[𝑥0]𝑞 , ..., [𝑥𝑘−1]𝑞})
}

.

We claim that  is a finite set. Indeed, 𝛼 ∈ span({[𝑥0]𝑞 , ..., [𝑥𝑘−1]𝑞}) if, and only if, there is
a function 𝐹 ∶ 𝑘 → 2 so that 𝛼 = ∑

𝑘−1

𝑖=0
𝐹(𝑖)[𝑥

𝑖
]𝑞 . Moreover, given 𝑐, 𝑐 ∈ [𝑋 ]

<𝜔, [𝑐]𝑞 = [
⃗
𝑐]𝑞 if,

and only if, 𝑐 = 𝑐.

Thus, let 𝑗 ≥ 0 and {𝑐
0
, ..., 𝑐

𝑗−1
} ⊂  be so that {𝑐

0
, ..., 𝑐

𝑗−1
} is a basis for

span() ⊂ [𝑋 ]
<𝜔. Then, let also 𝑡 ≥ 0 and 𝑦

0
, ..., 𝑦

𝑡−1
∈ ([𝑋 ]

<𝜔
)
𝜔 be so that

 ≐ {[
⃗
𝑐
0
]𝑞 , ..., [

⃗
𝑐
𝑗−1

]𝑞 , [𝑦
0
]𝑞 , ..., [𝑦

𝑡−1
]𝑞} is a basis for span({[𝑥0]𝑞 , ..., [𝑥𝑘−1]𝑞}). Hence, there

are 𝐴 ∈ 𝑞, 𝑃𝑠 ∶ 𝑡 → 2 and 𝐶𝑠 ∶ 𝑗 → 2, for each 0 ≤ 𝑠 < 𝑘, so that

𝑥
𝑠

𝑛
=

𝑡−1

∑

𝑖=0

𝑃𝑠(𝑖)𝑦
𝑖

𝑛
△

𝑗−1

∑

𝑖=0

𝐶𝑠(𝑖)𝑐
𝑖
,

for every 𝑛 ∈ 𝐴 and 0 ≤ 𝑠 < 𝑘. For each 0 ≤ 𝑠 < 𝑘, let 𝑑𝑠 ≐ ∑
𝑗−1

𝑖=0
𝐶𝑠(𝑖)𝑐

𝑖.

5 If 𝑡 = 0, we understand that there is no such sequence and item i) becomes: 𝑥𝑠
𝑛𝑙
= 𝑑𝑠 , for every 𝑙 ∈ 𝜔 and

0 ≤ 𝑠 < 𝑘.
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We shall prove that there exists an infinite subset 𝐼 ⊂ 𝐴 so that {𝑦 𝑖
𝑛
∶ 𝑛 ∈ 𝐼 , 0 ≤ 𝑖 < 𝑡} is

linearly independent. First, note that for each 𝑐 ∈ [𝑋 ]
<𝜔 and nontrivial function 𝑃 ∶ 𝑡 → 2

we have that
𝑡−1

∑

𝑖=0

𝑃(𝑖)[𝑦
𝑖
]𝑞 ≠ [𝑐]𝑞 .

Therefore, there exist a subset 𝐴𝑃,𝑐 ⊂ 𝐴, 𝐴𝑃,𝑐 ∈ 𝑞, so that

𝑡−1

∑

𝑖=0

𝑃(𝑖)𝑦
𝑖

𝑛
≠ 𝑐

for each 𝑛 ∈ 𝐴𝑃,𝑐. In particular, we conclude that {𝑦 𝑖
𝑛
∶ 0 ≤ 𝑖 < 𝑡 −1} is linearly independent

for every 𝑛 ∈ ⋂

𝑃∶𝑡→2

𝑃≠0

𝐴𝑃,∅ ≐ 𝐴0. We may choose 𝑛0 ∈ 𝐴0.

Now, suppose that, given 𝑝 ≥ 1, for each 𝑙 = 0, ..., 𝑝 − 1 we have constructed 𝐴𝑙 ∈ 𝑞

and 𝑛𝑙 ∈ 𝐴𝑙 so that {𝑦 𝑖
𝑛𝑙
∶ 0 ≤ 𝑙 < 𝑝, 0 ≤ 𝑖 < 𝑡} is linearly independent, (𝑛𝑙)0≤𝑙<𝑝 is strictly

increasing and 𝐴𝑙 ⊂ 𝐴. Let 𝑝 ≐ span({𝑦 𝑖
𝑛𝑙
∶ 0 ≤ 𝑙 < 𝑝, 0 ≤ 𝑖 < 𝑡}),

𝐴𝑝 ≐ ⋂

𝑐∈𝑝
𝑃∶𝑡→2

𝑃≠0

𝐴𝑃,𝑐 (⊂ 𝐴),

and fix 𝑛𝑝 ∈ 𝐴𝑝, 𝑛𝑝 > 𝑛𝑝−1. It is clear that 𝐴𝑝 ∈ 𝑞 and also {𝑦
𝑖

𝑛𝑙
∶ 0 ≤ 𝑙 ≤ 𝑝, 0 ≤ 𝑖 < 𝑡} is

linearly independent, by construction. Then, by induction, there are a sequence (𝐴𝑙)𝑙∈𝜔

of elements of 𝑞 and a strictly increasing sequence (𝑛𝑙)𝑙∈𝜔 of naturals so that 𝑛𝑙 ∈ 𝐴𝑙 and
{𝑦

𝑖

𝑛𝑙
∶ 𝑙 ∈ 𝜔, 0 ≤ 𝑖 < 𝑡} is linearly independent. Furthermore,

𝑥
𝑠

𝑛𝑙
=
(

𝑡−1

∑

𝑖=0

𝑃𝑠(𝑖)𝑦
𝑖

𝑛𝑙)
△ 𝑑𝑠,

for every 𝑙 ∈ 𝜔 and 0 ≤ 𝑠 < 𝑘.

The following result, proved in [GT15], claims that every Boolean topological group
contains a sequence of open sets satisfying an important algebraic property.

Lemma 2.2.9 ([GT15], Lemma 2.1). Let 𝐺 be a non-discrete Boolean topological group. Then,
there exists a sequence (𝑊𝑛 ∶ 𝑛 ∈ 𝜔) of nonempty open subsets of 𝐺 such that, if 𝑥𝑛 ∈ 𝑊𝑛 for
every 𝑛 ∈ 𝜔, then {𝑥𝑛 ∶ 𝑛 ∈ 𝜔} is linearly independent.

The following corollary is immediate from the previous lemma.

Lemma 2.2.10. Let 𝐺 be a non-discrete Boolean topological group. Then there exist nonempty
open sets {𝑈 𝑗

𝑘
∶ 𝑘 ∈ 𝜔, 𝑗 ∈ 𝜔} such that if 𝑢𝑗

𝑘
∈ 𝑈

𝑗

𝑘
for each 𝑘, 𝑗 ∈ 𝜔, then {𝑢

𝑗

𝑘
∶ 𝑘, 𝑗 ∈ 𝜔} is

linearly independent.

In most group constructions in subsequent chapters, we will also need to enumerate
certain sets appropriately. For this, the next results will be important.

Lemma 2.2.11. Let 𝜅 be an infinite cardinal, 𝑋 be a set so that |𝑋 | ≤ 𝜅 and 𝑓 ∶ 𝑋 → 𝜅 be a
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function so that 𝑓 (𝑦) = 0, for some 𝑦 ∈ 𝑋 . Then, there exists a function 𝑔 ∶ 𝜅 → 𝑋 so that:

a) for each 𝛼 ∈ 𝜅, 𝑓 (𝑔(𝛼)) ≤ 𝛼;

b) for each 𝑥 ∈ 𝑋 , |{𝛼 ∈ 𝜅 ∶ 𝑔(𝛼) = 𝑥}| = 𝜅.

Proof. Let 𝐹 ∶ 𝜅 → 𝜅 × 𝜅 be a bijective function and

𝑖∶ 𝜅 ⟶ 𝑋

𝛽 ⟼ 𝑥𝛽

be a surjective function. We define the function 𝑔 ∶ 𝜅 → 𝑋 as follows:

𝑔(𝛼) ≐

{

𝑥𝛾 , if 𝐹(𝛼) = (𝛾, 𝛿) ∈ 𝜅 × 𝜅 is such that 𝑓 (𝑥𝛾) ≤ 𝛼

𝑦, otherwise.

It is clear that, for each 𝛼 ∈ 𝜅, 𝑓 (𝑔(𝛼)) ≤ 𝛼. Now, given 𝑥 ∈ 𝑋 , let 𝛽 ∈ 𝜅 be so that 𝑥 = 𝑥𝛽

and let
𝐵 ≐ {𝛼 ∈ 𝜅 ∶ ∃𝛿 ∈ 𝜅 so that 𝐹(𝛼) = (𝛽, 𝛿)}.

Since, for each 𝜂 ∈ 𝜅, there exists 𝛼 ∈ 𝜅 so that 𝐹(𝛼) = (𝛽, 𝜂), we have that |𝐵| = 𝜅. Also, as
𝑓 (𝑥𝛽) < 𝜅, we have that |𝐵 ⧵ 𝑓 (𝑥𝛽)| = 𝜅, and thus

|{𝛼 ∈ 𝜅 ∶ 𝑔(𝛼) = 𝑥}| = 𝜅,

since 𝐵 ⧵ 𝑓 (𝑥𝛽) ⊂ {𝛼 ∈ 𝜅 ∶ 𝑔(𝛼) = 𝑥}.

Corollary 2.2.12. Let 𝜅 be an infinite cardinal, 𝐽 ⊂ 𝜅 be such that |𝐽 | = 𝜅, 𝑋 be a set such
that |𝑋 | ≤ 𝜅 and 𝑓 ∶ 𝑋 → 𝜅 be a function such that 𝑓 (𝑦) = 0, for some 𝑦 ∈ 𝑋 . Then, there
exists a function 𝑔 ∶ 𝐽 → 𝑋 so that:

a) for each 𝛼 ∈ 𝐽 , 𝑓 (𝑔(𝛼)) ≤ 𝛼;

b) for each 𝑥 ∈ 𝑋 , |{𝛼 ∈ 𝐽 ∶ 𝑔(𝛼) = 𝑥}| = 𝜅.

Proof. Let 𝑔 ∶ 𝜅 → 𝑋 be the function given by the previous lemma. As 𝐽 ⊂ 𝜅 and |𝐽 | = 𝜅,
there exists an order isomorphism 𝜙 ∶ 𝐽 → 𝜅. Thus, it is clear that 𝜙(𝛼) ≤ 𝛼, for each
𝛼 ∈ 𝐽 , and �̃� ≐ 𝑔 ◦ 𝜙 satisfies the conditions of the statement.
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Chapter 3

A countably compact group

without non-trivial convergent

sequences of size 2
c

This chapter will be devoted to proving the following result, which is in the article
[TT22]:

Theorem ([TT22], Theorem 3.1). There is a Boolean Hausdorff countably compact topologi-
cal group of size 2c without non-trivial convergent sequences.

3.1 Auxiliary Results

We recall that, in 2021, Hrušák, van Mill, Ramos-García, and Shelah [Hru+21] proved
in ZFC the following result, which was open for a long time:

Theorem 3.1.1 ([Hru+21], Theorem 4.1). There exists a Boolean countably compact topo-
logical group (of size c) without non-trivial convergent sequences.

The main new idea that appears in [Hru+21] when proving Theorem 3.1.1 is the use of
a clever filter to generate a suitable family of ultrafilters {𝑝𝛼 ∶ 𝛼 < c} ⊂ 𝜔∗, given by the
next result. This family of ultrafilters eliminates the need for selective ultrafilters.

Proposition 3.1.2 ([Hru+21], Claim 4.3). There is a family {𝑝𝛼 ∶ 𝛼 < c} ⊂ 𝜔∗ such that,
for every 𝐷 ∈ [c]𝜔 and {𝑓𝛼 ∶ 𝛼 ∈ 𝐷} such that each 𝑓𝛼 is an one-to-one enumeration of linearly
independent elements of [c]<𝜔, there is a sequence (𝑈𝛼 ∶ 𝛼 ∈ 𝐷) that satisfies

a) {𝑈𝛼 ∶ 𝛼 ∈ 𝐷} is a family of pairwise disjoint subsets of 𝜔;

b) 𝑈𝛼 ∈ 𝑝𝛼 for every 𝛼 ∈ 𝐷;

c) {𝑓𝛼(𝑛) ∶ 𝛼 ∈ 𝐷 and 𝑛 ∈ 𝑈𝛼} is a linearly independent subset of [c]<𝜔.

Using fundamentally the same idea, with a slight modification, we constructed a similar
suitable family of ultrafilters {𝑝𝛼 ∶ 𝛼 < 2

c
} ⊂ 𝜔

∗, which permits, in the same way that
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was done in [Hru+21], the construction of a group of size 2
c satisfying Theorem 3.1.1. The

construction of such family is done in the next result.

Proposition 3.1.3 ([TT22], Proposition 2.4). There is a family {𝑝𝛼 ∶ 𝛼 < 2
c
} ⊂ 𝜔

∗ such
that, for every 𝐷 ∈ [2

c
]
𝜔 and {𝑓𝛼 ∶ 𝛼 ∈ 𝐷} such that each 𝑓𝛼 is an one-to-one enumeration of

linearly independent elements of [2c]<𝜔, there is a sequence (𝑈𝛼 ∶ 𝛼 ∈ 𝐷) that satisfies

a) {𝑈𝛼 ∶ 𝛼 ∈ 𝐷} is a family of pairwise disjoint subsets of 𝜔;

b) 𝑈𝛼 ∈ 𝑝𝛼 for every 𝛼 ∈ 𝐷;

c) {𝑓𝛼(𝑛) ∶ 𝛼 ∈ 𝐷 and 𝑛 ∈ 𝑈𝛼} is a linearly independent subset of [2c]<𝜔.

Proof. Fix {𝐼𝑛 ∶ 𝑛 ∈ 𝜔} a partition of 𝜔 into finite sets such that

|𝐼𝑛| > 𝑛 ⋅∑

𝑚<𝑛

|𝐼𝑚|,

and let
 = {𝐵 ⊂ 𝜔 ∶ ∀𝑛 ∈ 𝜔, |𝐼𝑛 ⧵ 𝐵| ≤ ∑

𝑚<𝑛

|𝐼𝑚|}.

Note that the intersection of every finite subfamily of  is infinite, thus

 ≐ {𝑓 ⊂ 𝜔 ∶ 𝐶 ⊂ 𝑓 , for some 𝐶 = 𝐵0 ∩ ... ∩ 𝐵𝑘, 𝑘 ∈ 𝜔, and 𝐵0, ..., 𝐵𝑘 ∈ }

is a filter which extends . If 𝐴 is an infinite subset of 𝜔, notice that we have, for every
𝑓 ∈  , |𝑓 ∩⋃

𝑛∈𝐴
𝐼𝑛| = 𝜔. Indeed, we shall prove by induction on 𝑘 ∈ 𝜔 that, for each 𝑘 ∈ 𝜔

and 𝐵0, ..., 𝐵𝑘 ∈ , we have that |𝐼𝑛 ∩ 𝐵0 ∩ ... ∩ 𝐵𝑘 | ≥ (𝑛 − 𝑘 − 1) ⋅∑
𝑚<𝑛

|𝐼𝑚|, for every 𝑛 ∈ 𝜔.
For that, suppose first that 𝑘 = 0. Given 𝐵0 ∈ , we have that

|𝐼𝑛| = |𝐼𝑛 ⧵ 𝐵0| + |𝐼𝑛 ∩ 𝐵0|,

for every 𝑛 ∈ 𝜔. Also, since, for every 𝑛 ∈ 𝜔, |𝐼𝑛| > 𝑛 ⋅∑
𝑚<𝑛

|𝐼𝑚| and |𝐼𝑛 ⧵ 𝐵0| ≤ ∑
𝑚<𝑛

|𝐼𝑚|, we
have that |𝐼𝑛 ∩ 𝐵0| ≥ (𝑛 − 1) ⋅∑

𝑚<𝑛
|𝐼𝑚|, for each 𝑛 ∈ 𝜔. Now suppose that the result holds

for every 𝑖 ≤ 𝑘0, with 𝑘0 ∈ 𝜔. Then, given 𝐵0, ..., 𝐵𝑘0+1
∈ , we may write, for every 𝑛 ∈ 𝜔,

(𝑛 − 𝑘0 − 1) ⋅∑

𝑚<𝑛

|𝐼𝑚| ≤ |𝐼𝑛 ∩ 𝐵0 ∩ ... ∩ 𝐵𝑘0
| = |𝐼𝑛 ∩ 𝐵0 ∩ ... ∩ 𝐵𝑘0+1

| + |𝐼𝑛 ∩ 𝐵0 ∩ ... ∩ 𝐵𝑘0
⧵ 𝐵𝑘0+1

|

≤ |𝐼𝑛 ∩ 𝐵0 ∩ ... ∩ 𝐵𝑘0+1
| +∑

𝑚<𝑛

|𝐼𝑛|,

hence
(𝑛 − 𝑘0 − 2) ⋅∑

𝑚<𝑛

|𝐼𝑚| ≤ |𝐼𝑛 ∩ 𝐵0 ∩ ... ∩ 𝐵𝑘0+1
|.

Remark 6. In [Hru+21], it was fixed at this point an almost disjoint family1
(𝐴𝛼)𝛼<c of

1 We suggest the book [Kun11] for the definition and properties of almost disjoint families.
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size c of infinite subsets of 𝜔, and each ultrafilter 𝑝𝛼 was chosen extending the family

 |
⋃
𝑛∈𝐴𝛼

𝐼𝑛
≐ {𝑓 ∩ ⋃

𝑛∈𝐴𝛼

𝐼𝑛 ∶ 𝑓 ∈  }.

As we do not have an almost disjoint family of size greater than c of infinite subsets of
𝜔, we need to find another alternative to construct ultrafilters equally suitable for our
purposes. The solution found was to use weak 𝑃-points. Here lies the difference between
the two constructions.

Let {𝑞𝜉 ∶ 𝜉 < 2
c
} be the set of weak 𝑃-points2. For each 𝜉 < 2

c, we fix a free ultrafilter
𝑝𝜉 containing the family

{

𝑓 ∩⋃

𝑛∈𝐴

𝐼𝑛 ∶ 𝐴 ∈ 𝑞𝜉 , 𝑓 ∈ 

}

.

We shall prove that the family of free ultrafilters (𝑝𝜉)𝜉<2c satisfies the proposition. For this,
we fix a set 𝐷 = {𝛼𝑛 ∶ 𝑛 ∈ 𝜔} ∈ [2

c
]
𝜔 and a family {𝑓𝛼 ∶ 𝛼 ∈ 𝐷} of one-to-one sequences

of linearly independent elements of [2c]<𝜔. By Proposition 1.2.32, we may construct a
family (𝐶𝛼𝑛

)𝑛∈𝜔 of pairwise disjoints subsets of 𝜔 so that 𝐶𝛼𝑛 ∈ 𝑞𝛼𝑛 , for each 𝑛 ∈ 𝜔. Now, let
{𝐵𝑛 ∶ 𝑛 ∈ 𝜔} be a partition of 𝜔 such that3

𝐵𝑛 =
∗
𝐶𝛼𝑛

, for every 𝑛 ∈ 𝜔 (we could use the
sets 𝐶𝛼𝑛 directly, but this choice will simplify a bit).

For each 𝑘 ∈ 𝜔, let 𝑛𝑘 ∈ 𝜔 be so that 𝑘 ∈ 𝐵𝑛𝑘
. We shall construct a sequence of sets

(𝑅𝑘)𝑘∈𝜔 satisfying that, for each 𝑘 ∈ 𝜔,

1. 𝑅𝑘 ⊂ 𝐼𝑘;

2. |𝑅𝑘 | ≤ ∑
𝑚<𝑘

|𝐼𝑚|;

3. 𝑓𝛼𝑛
0

[𝐼0 ⧵ 𝑅0] ∪ 𝑓𝛼𝑛
1

[𝐼1 ⧵ 𝑅1] ∪ ... ∪ 𝑓𝛼𝑛
𝑘

[𝐼𝑘 ⧵ 𝑅𝑘] is linearly independent.

Let 𝑅0 = ∅, and, given 𝑁 > 0, assume that we have already constructed sets (𝑅𝑘)𝑘<𝑁

satisfying the conditions above for each 𝑘 < 𝑁 . Since both 𝑓𝛼𝑁
[𝐼𝑁 ] and 𝑓𝛼𝑛

0

[𝐼0] ∪ 𝑓𝛼𝑛
1

[𝐼1 ⧵

𝑅1] ∪ ... ∪ 𝑓𝛼𝑛
𝑁−1

[𝐼𝑁−1 ⧵ 𝑅𝑁−1] are linearly independent, Corollary 2.2.6 implies that there
exists 𝑅𝑁 ⊂ 𝐼𝑁 such that

|𝑅𝑁 | ≤ ∑

𝑚<𝑁

|𝐼𝑚|

and
𝑓𝛼𝑛

0

[𝐼0] ∪ ... ∪ 𝑓𝛼𝑁𝑛
[𝐼𝑁 ⧵ 𝑅𝑁 ] is linearly independent.

Therefore, there exists a family (𝑅𝑘)𝑘∈𝜔 satisfying the three conditions above, for every
𝑘 ∈ 𝜔. Hence, the set

𝐵 ≐ ⋃

𝑙∈𝜔

(𝐼𝑙 ⧵ 𝑅𝑙)

satisfies the following:

I1) 𝐼0 ⊂ 𝐵;

2 Recall that Kunen showed that there are 2
c of them in ZFC [Kun80].

3 Given two sets 𝐻 , 𝐺, we say that 𝐻 =
∗
𝐺 if, and only if, 𝐻 △ 𝐺 is finite.
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I2) for every 𝑙 ∈ 𝜔, |𝐼𝑙 ⧵ 𝐵| = |𝑅𝑙| ≤ ∑
𝑚<𝑙

|𝐼𝑚|;

I3) {𝑓𝛼𝑛
(𝑚) ∶ 𝑛 ∈ 𝜔, 𝑚 ∈ 𝐵 ∩ 𝐼𝑙, 𝑙 ∈ 𝐵𝑛} is linearly independent.

It follows from I2) that 𝐵 ∈ , and defining, for each 𝑛 ∈ 𝜔,

𝑈𝑛 ≐ 𝐵 ∩⋃

𝑙∈𝐵𝑛

𝐼𝑙,

it is clear that (𝑈𝑛)𝑛∈𝜔 is a family of pairwise disjoint sets. Furthermore, it follows from the
definition of 𝑝𝛼𝑛 and from the fact that 𝐵𝑛 ∈ 𝑞𝛼𝑛 , that 𝑈𝑛 ∈ 𝑝𝛼𝑛 , for every 𝑛 ∈ 𝜔. Finally, by
construction,

{𝑓𝛼𝑛
(𝑚) ∶ 𝑛 ∈ 𝜔, 𝑚 ∈ 𝑈𝑛}

is linearly independent.

In the next result we will construct the homomorphisms that will be used to define
the topology of the required group. Given 𝐸 ⊂ [2

c
]
<𝜔 (where [2

c
]
<𝜔 is considered as the

Boolean group mentioned in the previous chapter), from now on we will denote as span(𝐸)
the vector subspace generated by 𝐸.

We fix here the family of ultrafilters {𝑝𝛼 ∶ 𝛼 < 2
c
} constructed in the previous proposi-

tion.

Lemma 3.1.4. Let {𝑓𝛼 ∶ 𝛼 ∈ 𝐼 }, with 𝐼 ⊂ 2
c, be a family of one-to-one enumerations of

linearly independent elements of [2c]<𝜔, and 𝐷 ∈ [2
c
]
𝜔 be such that, for every 𝛼 ∈ 𝐷 ∩ 𝐼 ,

⋃
𝑛∈𝜔

𝑓𝛼(𝑛) ⊂ 𝐷. Consider also 𝐷0 ∈ [𝐷]
<𝜔 and 𝐹 ∶ 𝐷0 → 2 a function. Then there exists a

homomorphism 𝜙 ∶ [𝐷]
<𝜔

→ 2 so that, for every 𝛼 ∈ 𝐷 ∩ 𝐼 ,

𝜙({𝛼}) = 𝑝𝛼 − lim
𝑛∈𝜔

𝜙(𝑓𝛼(𝑛)),

and, for each 𝑑 ∈ 𝐷0, 𝜙({𝑑}) = 𝐹(𝑑).

Proof. Enumerate (𝐷∩𝐼 ) as {𝛼𝑛 ∶ 𝑛 ∈ 𝜔} so that {𝛼0, ..., 𝛼𝑟} = 𝐷0∩𝐼 , and let𝐷0⧵𝐼 = {𝑑0, ..., 𝑑𝑙}.
According to Proposition 3.1.3, there is a sequence (𝑈𝛼 ∶ 𝛼 ∈ 𝐷 ∩ 𝐼 ) that satisfies

a) {𝑈𝛼 ∶ 𝛼 ∈ 𝐷 ∩ 𝐼 } is a family of pairwise disjoint subsets of 𝜔;

b) 𝑈𝛼 ∈ 𝑝𝛼 for every 𝛼 ∈ 𝐷 ∩ 𝐼 ;

c) {𝑓𝛼(𝑛) ∶ 𝛼 ∈ 𝐷 ∩ 𝐼 and 𝑛 ∈ 𝑈𝛼} is a linearly independent subset of [2c]<𝜔.

Letting

𝐸0 ≐ {{𝑑0}, ..., {𝑑𝑙}} ∪ {{𝛼0}, ..., .{𝛼𝑟}} ∪ {𝑓𝛼𝑚
(𝑛) ∶ 𝑚 = 0, .., 𝑟 and 𝑛 ∈ 𝑈𝛼𝑚},

we shall define a homomorphism 𝜙0 ∶ span(𝐸0) → 2 so that, for every 𝑗 = 0, ..., 𝑙,

𝜙0({𝑑𝑗 }) = 𝐹(𝑑𝑗)

and, for each 𝑖 = 0, ..., 𝑟 ,
𝜙0({𝛼𝑖}) = 𝐹(𝛼𝑖)
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and
𝜙0({𝛼𝑖}) = 𝑝𝛼𝑖

− lim
𝑛∈𝑈𝛼

𝑖

𝜙0(𝑓𝛼𝑖
(𝑛)).

This can be done, since {{𝑑0}, ..., {𝑑𝑙}} ∪ {{𝛼0}, ..., {𝛼𝑟}} and {𝑓𝛼𝑚
(𝑛) ∶ 𝑚 = 0, .., 𝑟 and 𝑛 ∈ 𝑈𝛼𝑚

}

are linearly independent, and thus there exists 𝑅0 ⊂ {𝑓𝛼𝑚
(𝑛) ∶ 𝑚 = 0, .., 𝑟 and 𝑛 ∈ 𝑈𝛼𝑚

} so
that |𝑅0| ≤ 𝑟 + 𝑙 + 2 and

{{𝑑0}, ..., {𝑑𝑙}} ∪ {{𝛼0}, ..., {𝛼𝑟}} ∪ ({𝑓𝛼𝑚
(𝑛) ∶ 𝑚 = 0, .., 𝑟 and 𝑛 ∈ 𝑈𝛼𝑚} ⧵ 𝑅0)

is linearly independent.

We shall now define recursively homomorphisms 𝜙𝑘 ∶ span(𝐸0 ∪ {𝑓𝛼𝑚
(𝑛) ∶ 𝑟 < 𝑚 ≤

𝑘 + 𝑟 and 𝑛 ∈ 𝑈𝛼𝑚} ∪ {{𝛼𝑖} ∶ 𝑟 < 𝑖 ≤ 𝑘 + 𝑟}) → 2 satisfying that, for each 𝑘 ∈ 𝜔,

1) 𝜙0 is the homomorphism defined above;

2) 𝜙𝑘({𝛼𝑘+𝑟}) = 𝑝𝛼𝑘+𝑟
− lim𝑛∈𝑈𝛼

𝑘+𝑟

𝜙𝑘(𝑓𝛼𝑘+𝑟
(𝑛));

3) 𝜙𝑘+1 extends 𝜙𝑘.

Suppose that, for 𝑁 ∈ 𝜔, we have defined homomorphisms 𝜙0, ..., 𝜙𝑁 satisfying 1), 2) and
3). By Lemma 2.2.5, there is a finite subset 𝑅𝑁+1 of {𝑓𝛼𝑟+𝑁+1

(𝑛) ∶ 𝑛 ∈ 𝑈𝛼𝑟+𝑁+1
} such that

span({{𝑑0}, ..., {𝑑𝑙}} ∪ {{𝛼0}, ..., {𝛼𝑟+𝑁 }} ∪ {𝑓𝛼𝑚
(𝑛) ∶ 0 ≤ 𝑚 ≤ 𝑟 + 𝑁 and 𝑛 ∈ 𝑈𝛼𝑚})⋂

span({𝑓𝛼𝑟+𝑁+1
(𝑛) ∶ 𝑛 ∈ 𝑈𝛼𝑟+𝑁+1

} ⧵ 𝑅𝑁+1) = {∅}.

Therefore, we may define the homomorphism 𝜙𝑁+1 to be equal to 𝜙𝑁 in span({{𝑑0}, ..., {𝑑𝑙}}∪
{{𝛼0}, ..., {𝛼𝑟+𝑁 }} ∪ {𝑓𝛼𝑚

(𝑛) ∶ 0 ≤ 𝑚 ≤ 𝑟 + 𝑁 and 𝑛 ∈ 𝑈𝛼𝑚}) and so that

𝜙𝑁+1({𝛼𝑟+𝑁+1}) = 𝑝𝛼𝑟+𝑁+1
− lim

𝑛∈𝑈𝛼
𝑟+𝑁+1

𝜙𝑁+1(𝑓𝛼𝑟+𝑁+1
(𝑛)).

Thus, we have proved that there exists homomorphisms 𝜙𝑘 satisfying 1), 2) and 3) for
every 𝑘 ∈ 𝜔. If 𝜙 is any homomorphism defined in [𝐷]

<𝜔 extending ⋃
𝑘∈𝜔

𝜙𝑘, then

• ∀𝛼 ∈ 𝐷 ∩ 𝐼 , 𝜙({𝛼}) = 𝑝𝛼 − lim𝑛∈𝑈𝛼
𝜙(𝑓𝛼(𝑛));

• ∀𝑑 ∈ 𝐷0, 𝜙({𝑑}) = 𝐹(𝑑),

as we want.

Remark 7. Note that the homomorphism 𝜙 given by the previous lemma may be defined
satisfying additional properties, since we have freedom in an infinite subset of {𝑓𝛼𝑘(𝑛) ∶
𝑛 ∈ 𝑈𝛼𝑘

}, for each 𝑘 ∈ 𝜔. For instance, given 𝛼 ∈ 𝐷 ∩ 𝐼 , we can choose 𝜙 satisfying also that

∀𝑖 ∈ 2, |{𝑛 ∈ 𝜔 ∶ 𝜙(𝑓𝛼(𝑛)) = 𝑖}| = 𝜔.

In fact, homomorphisms satisfying this property were constructed in [Hru+21].
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3.2 The construction of the group

Theorem 3.2.1 ([TT22], Theorem 3.1). There is a Boolean Hausdorff countably compact
topological group of size 2c without non-trivial convergent sequences.

Proof. We shall construct a topology on [2
c
]
<𝜔 as follows.

We begin by stating the following claim, which will be shown after the proof of this
theorem.

Claim 1. There exists a family {𝑓𝛼 ∶ 𝛼 ∈ [𝜔, 2
c
)} ⊂ ([2

c
]
<𝜔
)
𝜔 of one-to-one sequences such

that

1) for every infinite 𝑋 ⊂ [2
c
]
<𝜔, there is an 𝛼 ∈ [𝜔, 2

c
) with rng(𝑓𝛼) ⊂ 𝑋 ;

2) each 𝑓𝛼 is a sequence of linearly independent elements;

3) rng(𝑓𝛼) ⊂ [𝛼]
<𝜔 for every 𝛼 ∈ [𝜔, 2

c
).

Let {𝑝𝛼 ∶ 𝛼 < 2
c
} ⊂ 𝜔

∗ be the family of free ultrafilters given by Proposition 3.1.3.
Define, for each 𝜙 ∈ Hom([𝜔]

<𝜔
, 2), its extension ̄

𝜙 ∈ Hom([2
c
]
<𝜔
, 2) recursively, by

putting, for every 𝛼 ∈ [𝜔, 2
c
),

̄
𝜙({𝛼}) = 𝑝𝛼 − lim

̄
𝜙(𝑓𝛼(𝑛)). (3.1)

Note that it is enough to define ̄
𝜙 in the subset {{𝜉} ∶ 𝜉 ∈ 2

c
}, since this is a basis for [2c]<𝜔,

thus we can extend it linearly.

Let 𝜏 be the topology on [2
c
]
<𝜔 generated by the homomorphisms in {

̄
𝜙 ∶ 𝜙 ∈

Hom([𝜔]
<𝜔
, 2)}. For every 𝛼 ∈ [𝜔, 2

c
), it follows that

{𝛼} = 𝑝𝛼 − lim
𝑛∈𝜔

𝑓𝛼(𝑛),

since the topology is generated by finite intersections of inverse images of ̄
𝜙 functions,

which satisfy (3.1). Therefore, as the family {𝑓𝛼 ∶ 𝛼 ∈ [𝜔, 2
c
)} satisfies 1), the topological

space ([2
c
]
<𝜔
, 𝜏) is countably compact.

Next we introduce the notion of suitably closed set relative to this construction4. Other
constructions that we will make later also use an analogous concept, named in the same
way, but defined slightly differently depending on the case.

Definition 3.2.2 ([Hru+21]). A set 𝐷 ∈ [2
c
]
𝜔 is called suitably closed if 𝜔 ⊂ 𝐷 and

⋃
𝑛∈𝜔

𝑓𝛼(𝑛) ⊂ 𝐷, for every 𝛼 ∈ 𝐷 ⧵ 𝜔.

The topology also makes the topological group Hausdorff. Indeed, given 𝑥 ∈ [2
c
]
<𝜔
⧵{∅},

let 𝐷 ∈ [2
c
]
𝜔 be a suitably closed set so that 𝑥 ⊂ 𝐷. We may use Lemma 3.1.4 to construct a

homomorphism 𝜓 ∶ [𝐷]
<𝜔

→ 2 satisfying (3.1) for each 𝛼 ∈ 𝐷 ⧵ 𝜔, and such that 𝜓(𝑥) = 1.

4 The idea of suitably closed sets already appeared in [KTW00], without using a name. Many subsequent
works that used Martin’s Axiom for countable posets and selective ultrafilters also used this idea.
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Hence, if Φ ≐ 𝜓|
[𝜔]

<𝜔 , the homomorphism Φ ∈ Hom([2
c
]
<𝜔
, 2) is such that Φ(𝑥) = 1, since

Φ
|
|[𝐷]<𝜔

= 𝜓.

To finish, we enunciate the following lemma, which is used to show that the topological
space ([2

c
]
<𝜔
, 𝜏) does not contain non-trivial convergent sequences. Versions of this result

were already used in previous articles, but we enunciate here the version that appears in
[Hru+21], which we also prove for the sake of completeness.

Lemma 3.2.3. If, for every𝐷 ∈ [2
c
]
𝜔 suitably closed and 𝛼 ∈ 𝐷⧵𝜔, there is 𝜓 ∈ Hom([𝐷]

<𝜔
, 2)

such that

(1) ∀𝛽 ∈ 𝐷 ⧵ 𝜔, 𝜓({𝛽}) = 𝑝𝛽 − lim𝑛∈𝜔 𝜓(𝑓𝛽(𝑛));

(2) ∀𝑖 ∈ 2, |{𝑛 ∈ 𝜔 ∶ 𝜓(𝑓𝛼(𝑛)) = 𝑖}| = 𝜔,

then the topology defined above on [2
c
]
<𝜔 does not contain non-trivial convergent sequences.

Proof. Suppose that ([2c]<𝜔, 𝜏) contains a non-trivial convergent sequence (𝑥𝑛 ∶ 𝑛 ∈ 𝜔).
Let 𝛼 ∈ [𝜔, c) be so that rng(𝑓𝛼) ⊂ {𝑥𝑛 ∶ 𝑛 ∈ 𝜔}. Let 𝐷 be a suitably closed set containing 𝛼.
Then, there is 𝜓 ∈ Hom([𝐷]

<𝜔
, 2) such that

• ∀𝛽 ∈ 𝐷 ⧵ 𝜔, 𝜓({𝛽}) = 𝑝𝛽 − lim𝑛∈𝜔 𝜓(𝑓𝛽(𝑛));

• ∀𝑖 ∈ 2, |{𝑛 ∈ 𝜔 ∶ 𝜓(𝑓𝛼(𝑛)) = 𝑖}| = 𝜔,

Let 𝜙 ≐ 𝜓|
[𝜔]

<𝜔 . Then, it follows that 𝜓 =
̄
𝜙
|
|[𝐷]<𝜔

, and since the sequence (𝜓(𝑓𝛼(𝑛)) ∶ 𝑛 ∈ 𝜔)
takes infinitely many times the values 0 and 1, (𝑥𝑛 ∶ 𝑛 ∈ 𝜔) cannot be a convergent
sequence.

The hypothesis of the lemma above are satisfied, due to Lemma 3.1.4 and Remark 7,
following it, thus ([2c]<𝜔, 𝜏) is a countably compact topological group of size 2

c without
non-trivial convergent sequences.

Now, we shall prove Claim 1:

Proof of Claim 1. Let 𝑌 be the set of all sequences of [2c]<𝜔 whose elements are linearly
independent. Then, it is not hard to show that |𝑌 | = 2

c. We define ℎ ∶ 𝑋 → 2
c so that, for

each 𝑦 ∈ 𝑌 ,

ℎ(𝑦) ≐

{

0, if sup(⋃ rng(𝑦)) ≤ 𝜔

sup(⋃ rng(𝑦)) + 1, otherwise.

Let also 𝐽 ≐ [𝜔, 2
c
). By Corollary 2.2.12, there exists a function 𝑓 ∶ [𝜔, 2

c
) → 𝑌 so that,

for each 𝛼 ∈ [𝜔, 2
c
), ℎ(𝑓𝛼) ≤ 𝛼. Then, {𝑓𝛼 ∶ 𝛼 ∈ [𝜔, 2

c
)} satisfies 1)–3) of Claim 1.
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3.3 Conclusion

In this section we will make some additional comments, and present some open
problems and natural directions for further studies on the topic addressed in the chapter.

Convergent sequences in topological groups are related to several important concepts
concerning these spaces, and hence have also been studied for a long time. We point out
that it is possible to find a counterexample to the famous problem posed by Wallace [Wal55]
(written in the next question) inside of any non-torsion countably compact topological
group without non-trivial convergent sequences (according to [RS96] and [Tom96]).

Question 3.3.1 ([Wal55]). Is every countably compact topological semigroup with two-sided
cancellation a topological group?

A counterexample to Wallace’s question has been called a Wallace semigroup. Hence, a
positive answer to the following question would prove the existence of a Wallace semigroup
in ZFC.

Question 3.3.2. Is there in ZFC a non-torsion countably compact topological group without
non-trivial convergent sequences?

The known examples of Wallace semigroups are under CH [RS96], Martin’s Axiom for
countable posets [Tom96], c incomparable selective ultrafilters (according to the Rudin-
Keisler ordering in𝜔∗) [MT07] and a single selective ultrafilter [BCT19]. With the exception
of [Tom96], the articles mentioned obtained the examples as a semigroup of a countably
compact free Abelian group without non-trivial convergent sequences.
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Chapter 4

A selectively pseudocompact group

which is not countably

pracompact

This chapter will be mainly devoted to proving the following result, which is in the
article [TT22]:

Theorem ([TT22], Theorem 4.1). There is a Hausdorff selectively pseudocompact group
which is not countably pracompact.

Assuming the existence of a selective ultrafilter 𝑝, we will also use a similar construction
to show that there exists a selectively 𝑝−pseudocompact group which is not countably
pracompact:

Theorem ([TT22], Theorem 5.4). If 𝑝 ∈ 𝜔
∗ is a selective ultrafilter, there exists a Hausdorff

selectively 𝑝−pseudocompact group which is not countably pracompact.

Since selective 𝑝−pseudocompactness is productive and implies selective pseudocom-
pactness, we will obtain a group which has all powers selectively pseudocompact and is
not countably pracompact.

This chapter will not have a specific section for auxiliary results since the lemmas that
we will need in the proof of the first theorem above were already presented in the previous
chapter, and the results needed for the proof of the second theorem use notations that will
be presented during the proof of the first one.

4.1 The construction of the groups

Theorem 4.1.1 ([TT22], Theorem 4.1). There is a Hausdorff selectively pseudocompact
group which is not countably pracompact.

Proof. We shall construct a topology on the Boolean group [c]<𝜔 as follows. We start with
the following claim.
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Claim 2. There exists a function 𝐹 ∶ c × c → 2 so that:

• For every 𝐴 ∈ [c]𝜔, there exists 𝛽 ∈ c such that 𝐹(𝐴 × {𝛽}) = 1.

• For every 𝐵 ∈ [c]𝜔, there exist 𝛼0 ∈ c and 𝛼1 ∈ c such that 𝐹({𝛼0} × 𝐵) = 0 and
𝐹({𝛼1} × 𝐵) = 1.

Proof of the claim. Let  = {𝐶𝛽 ∶ 𝛽 < c} be an enumeration of [c]𝜔. We shall recursively
construct a family {𝛼𝛾 ∶ 𝛾 < c} ⊂ c so that:

• {𝛼𝛾 ∶ 𝛾 < c} is a strictly increasing family;

• 𝛼𝛾 ∉ ⋃
𝛽∈𝐶𝛾

𝐶𝛽 , for each 𝛾 < c.

If 𝛾 = 0, we choose arbitrarily 𝛼0 so that 𝛼0 ∈ c ⧵ ⋃
𝛽∈𝐶0

𝐶𝛽 , which can be done, since
| ⋃

𝛽∈𝐶0
𝐶𝛽 | = 𝜔. Suppose that, for an ordinal 𝜅 < c, we have constructed a family {𝛼𝛾 ∶ 𝛾 <

𝜅} satisfying the items above. Then, since

|{𝛼𝛾 ∶ 𝛾 < 𝜅} ∪ ⋃

𝛽∈𝐶𝜅

𝐶𝛽 | = |𝜅|,

we may choose 𝛼𝜅 ∈ c ⧵⋃
𝛽∈𝐶𝜅

𝐶𝛽 so that 𝛼𝜅 > 𝛼𝛾 for every 𝛾 < 𝜅. Then, there is a family
{𝛼𝛾 ∶ 𝛾 < c} ⊂ c satisfying the two items above.

Now, let {𝐷0, 𝐷1} be a partition of c such that |𝐷0| = |𝐷1| = c, and let {𝛼0

𝛾
∶ 𝛾 < c} and

{𝛼
1

𝛾
∶ 𝛾 < c} be enumerations of {𝛼𝛾 ∶ 𝛾 ∈ 𝐷0} and {𝛼𝛾 ∶ 𝛾 ∈ 𝐷1}, respectively. Consider

𝐹 ∶ c × c → 2 defined as follows. Let (𝛼, 𝛽) ∈ c × c. If 𝛼 ∈ 𝐶𝛽 , we put 𝐹(𝛼, 𝛽) = 1. In the case
that 𝛼 ∉ 𝐶𝛽 ,

• if 𝛼 = 𝛼
0

𝛾
for some 𝛾 ∈ c and 𝛽 ∈ 𝐶𝛾 , we put 𝐹(𝛼, 𝛽) = 0;

• if 𝛼 = 𝛼
1

𝛾
for some 𝛾 ∈ c and 𝛽 ∈ 𝐶𝛾 , we put 𝐹(𝛼, 𝛽) = 1;

• we put 𝐹(𝛼, 𝛽) = 0, otherwise.

Now we shall see that 𝐹 satisfies the properties we want. For that, let 𝐴 ∈ [c]𝜔. Then,
there exists 𝛿 < c so that 𝐴 = 𝐶𝛿 . By construction, 𝐹(𝛼, 𝛿) = 1, for every 𝛼 ∈ 𝐴, thus
𝐹(𝐴 × {𝛿}) = 1. Moreover, for each 𝛽 ∈ 𝐶𝛿 , we have that 𝐹(𝛼0

𝛿
, 𝛽) = 0 and 𝐹(𝛼

1

𝛿
, 𝛽) = 1.

Therefore, 𝐹({𝛼0

𝛿
} × 𝐴) = 0 and 𝐹({𝛼1

𝛿
} × 𝐴) = 1.

Now, let {𝑝𝜉 ∶ 𝜉 < c} be the family of free ultrafilters given by Proposition 3.1.2 and
𝐹 ∶ c × c → 2 be the function given by the previous claim. Let also (𝐽𝛽)𝛽<c be a partition
of c such that, for each 𝛽 < c, |𝐽𝛽 | = c. Consider also, for each 𝛽 < c, a partition {𝐽

1

𝛽
, 𝐽

2

𝛽
} of

𝐽𝛽 satisfying that |𝐽 1
𝛽
| = |𝐽

2

𝛽
| = c. We suppose that the initial 𝜔 elements of 𝐽𝛽 are in 𝐽

1

𝛽
, for

every 𝛽 < c.

To make the proof clearer, we will enunciate some technical claims, which will be
proved at the end of the proof of this theorem.

Claim 3. Given 𝛽 < c, there exists a family {𝑓
𝛽

𝜉
∶ 𝜉 ∈ 𝐽

2

𝛽
} of functions 𝑓 𝛽

𝜉
∶ 𝜔 → [𝐽𝛽]

<𝜔 such
that

1) each 𝑓 𝛽
𝜉

is an one-to-one enumeration of linearly independent elements of [𝐽𝛽]<𝜔;
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2) for every infinite 𝑋 ⊂ [𝐽𝛽]
<𝜔, there exists 𝜉 ∈ 𝐽 2

𝛽
such that rng(𝑓 𝛽

𝜉
) ⊂ 𝑋 ;

3) for every 𝜉 ∈ 𝐽 2
𝛽
, rng(𝑓 𝛽

𝜉
) ⊂ [𝜉]

<𝜔.

From now on, we will omit the superscript of 𝑓 𝛽
𝜉

, since for each 𝜉 ∈ ⋃
𝛽<c 𝐽

2

𝛽
, there is a

unique 𝛽 < c such that 𝜉 ∈ 𝐽𝛽 . We also define the sets 𝐽1 ≐ ⋃
𝛽<c 𝐽

1

𝛽
and 𝐽2 ≐ ⋃

𝛽<c 𝐽
2

𝛽
. Lastly,

we fix another partition (𝐼𝛼)𝛼<c of c satisfying that |𝐼𝛼 | = c, for every 𝛼 < c.

We shall now define which are the suitably closed sets of this construction.

Definition 4.1.2. A set 𝐴 ∈ [c]𝜔 is suitably closed if, for every 𝜉 ∈ 𝐴 ∩ 𝐽2, we have
⋃

𝑛∈𝜔
𝑓𝜉(𝑛) ⊂ 𝐴.

Let  be the set of all homomorphisms 𝜎 ∶ [𝐴]
<𝜔

→ 2, with 𝐴 ∈ [c]𝜔 suitably closed,
satisfying that

𝜎({𝜉}) = 𝑝𝜉 − lim
𝑛∈𝜔

𝜎(𝑓𝜉(𝑛)),

for every 𝜉 ∈ 𝐴 ∩ 𝐽2.

Claim 4. There exists an enumeration {𝜎𝜇 ∶ 𝜔 ≤ 𝜇 < c} of  so that:

• ⋃ dom(𝜎𝜇) ⊂ 𝜇
1, for each 𝜔 ≤ 𝜇 < c.

• For each 𝜎 ∈  and 𝛼 < c, there exists 𝜇 ∈ 𝐼𝛼 so that 𝜎𝜇 = 𝜎.

Consider the enumeration {𝜎𝜇 ∶ 𝜔 ≤ 𝜇 < c} of  given by the previous claim. For each
𝜇 ∈ [𝜔, c), we shall construct a suitable homomorphism 𝜎𝜇 ∶ [c]<𝜔 → 2. First, we will also
need the following result.

Claim 5. For each 𝛽 < c, there exists an enumeration {𝑔
𝛽

𝜉
∶ 𝜉 ∈ 𝐽

1

𝛽
} of all functions 𝑔 ∶ 𝑆 → 2,

with 𝑆 ∈ [c]<𝜔, so that dom(𝑔
𝛽

𝜉
) ⊂ 𝜉 , for every 𝜉 ∈ 𝐽 1

𝛽
, and that for each 𝑔 ∶ 𝑆 → 2 as above,

|{𝜉 ∈ 𝐽
1

𝛽
∶ 𝑔

𝛽

𝜉
= 𝑔}| = c.

As done before, from now on we omit the superscript of 𝑔𝛽
𝜉

, since for each 𝜉 ∈ 𝐽1, there
is a unique 𝛽 < c such that 𝜉 ∈ 𝐽 1

𝛽
.

Given 𝜇 ∈ [𝜔, c), we start defining an auxiliary homomorphism 𝜓𝜇 ∶ [c]<𝜔 → 2,
extending 𝜎𝜇. First, if 𝜉 < c is such that {𝜉} ∈ dom(𝜎𝜇), we put 𝜓𝜇({𝜉}) = 𝜎𝜇({𝜉}). Otherwise,
we have a few cases to consider: firstly, for every 𝜉 ∈ 𝐽1, we put 𝜓𝜇({𝜉}) = 𝑔𝜉(𝜇) if
𝜇 ∈ dom(𝑔𝜉) and 𝜓𝜇({𝜉}) = 0 if 𝜇 ∉ dom(𝑔𝜉); for elements 𝜉 ∈ 𝐽2, we define 𝜓𝜇 recursively,
by putting

𝜓𝜇({𝜉}) = 𝑝𝜉 − lim
𝑛∈𝜔

𝜓𝜇(𝑓𝜉(𝑛)).

Note that since {{𝜉} ∶ 𝜉 < c} is a base for [c]<𝜔, the definition above uniquely extends
each 𝜎𝜇 to a homomorphism 𝜓𝜇 ∶ [c]<𝜔 → 2, which satisfy the previous equation for every
𝜉 ∈ 𝐽2, by construction.

1 In case of a homomorphism 𝜎 ∶ [𝐶]
<𝜔

→ 2, with 𝐶 ⊂ c, note that ⋃ dom(𝜎) = 𝐶.
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Now, to obtain the homomorphisms 𝜎𝜇 ∶ [c]<𝜔 → 2, we shall make some modifications
to the homomorphisms 𝜓𝜇 defined before, in the following way. For every 𝜇 ∈ [𝜔, c) and
𝜉 < c, we have that 𝜇 ∈ 𝐼𝛼 and 𝜉 ∈ 𝐽𝛽 for unique 𝛼, 𝛽 < c, thus we put

{

𝜎𝜇({𝜉}) = 0, if 𝐹(𝛼, 𝛽) = 0

𝜎𝜇({𝜉}) = 𝜓𝜇({𝜉}), if 𝐹(𝛼, 𝛽) = 1.

Again, in this way we define uniquely a homomorphism 𝜎𝜇 ∶ [c]<𝜔 → 2, for each 𝜇 < c.
Note that, for every 𝜉 ∈ 𝐽2 and 𝜔 ≤ 𝜇 < c,

𝜎𝜇({𝜉}) = 𝑝𝜉 − lim
𝑛∈𝜔

𝜎𝜇(𝑓𝜉(𝑛)).

In fact, if 𝜇 ∈ 𝐼𝛼 and 𝜉 ∈ 𝐽
2

𝛽
are such that 𝐹(𝛼, 𝛽) = 0, then 𝜎𝜇({𝜉}) = 𝜎𝜇(𝑓𝜉(𝑛)) = 0 for

every 𝑛 ∈ 𝜔. Otherwise, 𝜎𝜇({𝜉}) = 𝜓𝜇({𝜉}) and 𝜎𝜇(𝑓𝜉(𝑛)) = 𝜓𝜇(𝑓𝜉(𝑛)), for every 𝑛 ∈ 𝜔.
Furthermore, note that 𝜎𝜇 is non-trivial for every 𝜔 ≤ 𝜇 < c. Indeed, given 𝜇 ∈ 𝐼𝛼 , take
𝛽 < c such that 𝐹(𝛼, 𝛽) = 1 and let 𝜉 ∈ 𝐽

1

𝛽
⧵ ⋃ dom(𝜎𝜇) be such that 𝑔𝜉 is the function

which has dom(𝑔𝜉) = {𝜇} and 𝑔𝜉(𝜇) = 1. Hence, we have that 𝜎𝜇({𝜉}) = 𝑔𝜉(𝜇) = 1.

Let now  ≐ {𝜎𝜇 ∶ 𝜔 ≤ 𝜇 < c} and 𝜏 be topology on [c]<𝜔 generated by the homo-
morphisms in . First, notice that ([c]<𝜔, 𝜏) is Hausdorff. In fact, given 𝑥 ∈ [c]<𝜔 ⧵ {∅}, let
𝐷 ∈ [c]𝜔 be a suitably closed set so that 𝑥 ⊂ 𝐷, and let 𝛼 < c be such that 𝐹({𝛼} × 𝐷)=1.
According to Lemma 3.1.4, there exists 𝜎 ∶ [𝐷]

<𝜔
→ 2, 𝜎 ∈ , such that 𝜎(𝑥) = 1 and, by

construction, there exists 𝜇0 ∈ 𝐼𝛼 such that 𝜎𝜇0 = 𝜎. Hence, we have that 𝜎𝜇0(𝑥) = 1.

Claim 6. ([c]<𝜔, 𝜏) is a selectively pseudocompact group.

Proof of the claim. Let {𝑈𝑛 ∶ 𝑛 ∈ 𝜔} be a sequence of nonempty open sets in the group. For
each 𝑈𝑛, we fix a function 𝑔𝑛 ∶ 𝑆𝑛 → 2, with 𝑆𝑛 ∈ [c]<𝜔 ⧵ {∅}, so that

𝑈𝑛 ⊃ ⋂

𝜇∈𝑆𝑛

𝜎𝜇

−1

(𝑔𝑛(𝜇)).

Thus, for each 𝑛 ∈ 𝜔, we may define the set 𝐶𝑛 ≐ {𝛼 < c ∶ 𝜇 ∈ 𝐼𝛼 for some 𝜇 ∈ 𝑆𝑛},
and also 𝐶 ≐ ⋃

𝑛∈𝜔
𝐶𝑛 ∈ [c]𝜔. By the property of 𝐹 function, there exists 𝛽 ∈ c such that

𝐹(𝐶×{𝛽}) = 1. For each 𝑛 ∈ 𝜔, let 𝜉𝑛 ∈ 𝐽 1𝛽 ⧵⋃𝜇∈𝑆𝑛
(∪dom(𝜎𝜇)) be such that 𝑔𝜉𝑛 = 𝑔𝑛. We may

choose such elements 𝜉𝑛 pairwise distinct. By the way we have defined the homomorphisms
which generate the topology, for every 𝜇 ∈ 𝑆𝑛, 𝜎𝜇({𝜉𝑛}) = 𝜓𝜇({𝜉𝑛}) = 𝑔𝑛(𝜇), and therefore
{𝜉𝑛} ∈ 𝑈𝑛, for every 𝑛 ∈ 𝜔.

Now, let 𝜉 ∈ 𝐽 2
𝛽

be such that rng(𝑓𝜉) ⊂ {{𝜉𝑛} ∶ 𝑛 ∈ 𝜔}. Since

𝜎𝜇({𝜉}) = 𝑝𝜉 − lim
𝑛∈𝜔

𝜎𝜇(𝑓𝜉(𝑛)), (4.1)

for every 𝜔 ≤ 𝜇 < c, we have that {𝜉} is an accumulation point of {{𝜉𝑛} ∶ 𝑛 ∈ 𝜔}, ending
the proof.

Claim 7. ([c]<𝜔, 𝜏) is not a countably pracompact group.
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Proof of the claim. Suppose that 𝑍 is a subset of 𝐺 that is dense. We shall construct a
sequence {𝑡𝑛 ∶ 𝑛 ∈ 𝜔} ⊂ 𝑍 that does not have an accumulation point in ([c]<𝜔, 𝜏). Such
sequence shall satisfy that

SUPP(𝑡𝑛) ⧵
(

⋃

𝑚<𝑛

SUPP(𝑡𝑚)
)

≠ ∅, (4.2)

for every 𝑛 ∈ 𝜔, where, for each 𝐷 ∈ [c]<𝜔, we define

SUPP(𝐷) ≐ {𝛽 < c ∶ 𝐽𝛽 ∩ 𝐷 ≠ ∅}.

First, fix 𝑡0 ∈ 𝑍 arbitrarily, and suppose that, for 𝑘 > 0, we have defined {𝑡𝑛 ∶ 𝑛 < 𝑘} ⊂ 𝑍

satisfying equation (4.2) for every 𝑛 < 𝑘. We claim that 𝐵 ≐ ⋃
𝑧∈𝑍

SUPP(𝑧) cannot be a
countable set. Indeed, if 𝐵 is countable, by construction of 𝐹 function, there exists an 𝛼 ∈ c
so that 𝐹({𝛼} × 𝐵) = 0. Therefore, given 𝜇 ∈ 𝐼𝛼 , 𝜎𝜇(𝑧) = 0 for every 𝑧 ∈ 𝑍 , and thus 𝑍
cannot be dense in 𝐺. Hence, there exists 𝑡𝑘 ∈ 𝑍 such that

SUPP(𝑡𝑘) ⧵
(

⋃

𝑚<𝑘

SUPP(𝑡𝑚)
)

≠ ∅,

which proves the existence of such sequence {𝑡𝑛 ∶ 𝑛 ∈ 𝜔} ⊂ 𝑍 .

Now we shall show that, for each 𝑥 ∈ [c]<𝜔, 𝑥 is not an accumulation point of {𝑡𝑛 ∶ 𝑛 ∈

𝜔}. First, note that there exists 𝑘0 ∈ 𝜔 such that, for every 𝑛 ≥ 𝑘0,

SUPP(𝑡𝑛) ⧵
(

⋃

𝑚<𝑛

SUPP(𝑡𝑚) ∪ SUPP(𝑥)
)

≠ ∅.

In fact, since SUPP(𝑥) is finite and (4.2) holds, there cannot be infinite elements 𝑡𝑛 such
that SUPP(𝑡𝑛) ⊂ ⋃

𝑚<𝑛
SUPP(𝑡𝑚) ∪ SUPP(𝑥).

Let
𝐹0 ≐ ⋃

𝑚<𝑘0

SUPP(𝑡𝑚) ∪ SUPP(𝑥)

and, for 𝑖 > 0,

𝐹𝑖 ≐ SUPP(𝑡𝑘0+𝑖−1) ⧵
(

⋃

𝑚<𝑘0+𝑖−1

SUPP(𝑡𝑚) ∪ SUPP(𝑥)
)

.

Define also, for each 𝑖 ∈ 𝜔,

𝐷𝑖 ≐ {𝜉 ∈ ⋃

𝑛∈𝜔

𝑡𝑛 ∪ 𝑥 ∶ SUPP({𝜉}) ∈ 𝐹𝑖},

and let 𝐴𝑖 be a suitably closed set containing 𝐷𝑖 such that SUPP(𝐴𝑖) = SUPP(𝐷𝑖). Since
(𝐹𝑖)𝑖∈𝜔 is a family of pairwise disjoint sets, we have that (𝐴𝑖)𝑖∈𝜔 is also a family of pairwise
disjoint sets.
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According to Lemma 3.1.4, we may define a homomorphism 𝜃0 ∶ [𝐴0]
<𝜔

→ 2 such that
𝜃0 ∈  and 𝜃0(𝑥) = 0. For 𝑘 > 0, suppose that we have constructed a set of homomorphisms
{𝜃𝑖 ∶ 𝑖 < 𝑘} ⊂  such that

a) 𝜃0(𝑥) = 0.

b) 𝜃𝑖 is a homomorphism defined in [⋃𝑗≤𝑖
𝐴𝑗]

<𝜔

taking values in 2, for each 𝑖 < 𝑘.

c) 𝜃𝑖 extends 𝜃𝑖−1 for each 0 < 𝑖 < 𝑘.

d) 𝜃𝑖(𝑡𝑘0+𝑗) = 1 for each 0 < 𝑖 < 𝑘 and 𝑗 = 0, ..., 𝑖 − 1.

Let 𝐴𝑘 be a suitably closed set containing 𝐷𝑘. Again by Lemma 3.1.4, we may define a
homomorphism 𝜓𝑘 ∶ [𝐴𝑘]

<𝜔
→ 2 so that 𝜓𝑘 ∈  and

𝜓𝑘
(
𝑡𝑘0+𝑘−1

⧵⋃

𝑗<𝑘

𝐷𝑗
)
+ 𝜃𝑘−1

(
𝑡𝑘0+𝑘−1

∩⋃

𝑗<𝑘

𝐷𝑗
)
= 1.

Now, since 𝐴𝑘 ∩⋃
𝑖<𝑘
𝐴𝑖 = ∅, we may define a homomorphism 𝜃𝑘 ∶ [⋃𝑗≤𝑘

𝐴𝑗]

<𝜔

→ 2

extending both 𝜃𝑘−1 and 𝜓𝑘. Then, by construction, we have that 𝜃𝑘(𝑥) = 0 and 𝜃𝑘(𝑡𝑘0+𝑗) = 1

for every 𝑗 = 0, ..., 𝑘 − 1. Also, it follows that 𝜃𝑘 ∈ , since 𝜓𝑘 ∈  and 𝜃𝑖 ∈  for every
𝑖 < 𝑘. Therefore, there exists a family of homomorphisms {𝜃𝑘 ∶ 𝑘 ∈ 𝜔} ⊂  satisfying a)-d)
for every 𝑘 ∈ 𝜔.

Letting 𝐴 ≐ ⋃
𝑛∈𝜔

𝐴𝑛 and 𝜃 ≐ ⋃
𝑛∈𝜔

𝜃𝑛, the homomorphism 𝜃 ∶ [𝐴]
<𝜔

→ 2 satisfy that
𝜃 ∈ , since each 𝜃𝑛 ∈ . Also, 𝜃(𝑥) = 0 and 𝜃(𝑡𝑘0+𝑗

) = 1 for every 𝑗 ∈ 𝜔. Let 𝛼 < c be

such that 𝐹
(
{𝛼} × ⋃

𝑛∈𝜔
SUPP(𝑡𝑛) ∪ SUPP(𝑥)

)
= 1 and 𝜇 ∈ 𝐼𝛼 be such that 𝜎𝜇 = 𝜃. Then,

𝜎𝜇 ∶ [c]<𝜔 → 2 satisfies that 𝜎𝜇(𝑡𝑛) = 1 for each 𝑛 ∈ 𝜔, and 𝜎𝜇(𝑥) = 0. Therefore, 𝑥 ∈ [c]<𝜔,
which was chosen arbitrarily, is not an accumulation point of {𝑡𝑛 ∶ 𝑛 ∈ 𝜔}, hence ([c]<𝜔, 𝜏)
is not countably pracompact.

Now we will prove the technical claims made in the proof of the theorem above.

Proof of Claim 3. The proof is analogous to the proof of Claim 1.

Proof of Claim 4. If 𝐴 ∈ [c]𝜔 is such that 𝐴 ⊂ 𝐽1, then 𝐴 is suitably closed, and every homo-
morphism 𝜎 ∶ [𝐴]

<𝜔
→ 2 belongs to . Then,  has at least cardinality c. Furthermore,

since |[c]𝜔| = c, it follows that || = c.

Now, let 𝑓 ∶  → c be so that, for each 𝜎 ∈ ,

𝑓 (𝜎) ≐

{

0, if sup(⋃ dom(𝜎)) ≤ 𝜔

sup(⋃ dom(𝜎)) + 1, otherwise.
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Then, by Corollary 2.2.12, there exists 𝑔 ∶ [𝜔, c) →  so that 𝑓 (𝑔(𝛼)) ≤ 𝛼 for each
𝛼 ∈ [𝜔, c) and that |{𝛼 ∈ [𝜔, c) ∶ 𝑔(𝛼) = 𝜎}| = c, for each 𝜎 ∈ .

For each 𝛼 < c, let 𝐼𝛼 = {𝑦
𝛼

𝛽
∶ 𝛽 < c} be a strictly increasing enumeration (in particular,

note that 𝛽 ≤ 𝑦
𝛼

𝛽
, for every 𝛼, 𝛽 < c. Consider ℎ ∶ [𝜔, c) →  given as follows. For

each 𝜇 ∈ [𝜔, c), let 𝛼 < c be so that 𝜇 ∈ 𝐼𝛼 . Then, 𝜇 = 𝑦
𝛼

𝛽
, for some 𝛽 < c. Thus, we put

ℎ(𝜇) = 𝑔(𝛽). Then, the enumeration ℎ satisfies the desired properties of Claim 4.

Proof of Claim 5. Given 𝛽 < c, let 𝑋 ≐ ⋃
𝑆∈[c]<𝜔 2

𝑆 . Then, |𝑋 | = c. Let also 𝑓 ∶ 𝑋 → c given,
for each 𝑥 ∈ 𝑋 , by

𝑓 (𝑥) ≐

{

0, if 𝑥 = ∅

max(dom(𝑥)) + 1, otherwise.

By Corollary 2.2.12, there exists ℎ ∶ 𝐽
1

𝛽
→ 𝑋 so that 𝑓 (ℎ(𝜉)) ≤ 𝜉 for each 𝜉 ∈ 𝐽

1

𝛽
and that

|{𝜉 ∈ 𝐽
1

𝛽
∶ ℎ(𝜉) = 𝑥}| = c, for every 𝑥 ∈ 𝑋 . Therefore, ℎ is the desired enumeration.

Assuming the existence of a selective ultrafilter 𝑝, we may use the same construction
as above to show that there exists a selectively 𝑝−pseudocompact group which is not
countably pracompact. Since selective 𝑝−pseudocompactness is productive and implies
selective pseudocompactness, we will obtain a group which has all powers selectively pseu-
docompact and is not countably pracompact. In order to replace Lemma 3.1.4, we use some
versions of results proved in Tomita, Garcia-Ferreira and Watson’s paper [GTW05].

Following the proof of Theorem 4.1.1, we consider the same function 𝐹 ∶ c × c → 2,
families (𝐼𝛼)𝛼<c, (𝐽𝛽)𝛽<c and partition {𝐽

1

𝛽
, 𝐽

2

𝛽
} of 𝐽𝛽 , for each 𝛽 < c. Using a similar proof to

Lemma 2.1 of [GTW05], one may show the following result.

Lemma 4.1.3 ([GTW05], Lemma 2.1). If 𝑝 ∈ 𝜔
∗ is a selective ultrafilter, then, for each 𝛽 < c,

there exists a family of one-to-one functions {𝑓𝜉 ∶ 𝜉 ∈ 𝐽 2𝛽 } ⊂ ([𝐽𝛽]
<𝜔
)
𝜔 such that

i1) ⋃
𝑛∈𝜔

𝑓𝜉(𝑛) ⊂ max{𝜔, 𝜉}, for every 𝜉 ∈ 𝐽 2
𝛽
.

i2) {[𝑓𝜉]𝑝 ∶ 𝜉 ∈ 𝐽
2

𝛽
} ∪ {[𝜇]𝑝 ∶ 𝜇 ∈ 𝐽𝛽} is a base for ([𝐽𝛽]<𝜔)𝜔/𝑝.

i3) For every one-to-one function 𝑔 ∈ ([𝐽𝛽]
<𝜔
)
𝜔, there are distinct 𝜉0, 𝜉1 ∈ 𝐽

2

𝛽
and two

increasing sequences of positive integers (𝑛0
𝑘
)𝑘<𝜔 and (𝑛

1

𝑘
)𝑘<𝜔 such that 𝑓𝜉𝑖(𝑘) = 𝑔(𝑛

𝑖

𝑘
),

for every 𝑘 < 𝜔 and 𝑖 ∈ 2.

In what follows, we fix a family {𝑓𝜉 ∶ 𝜉 ∈ 𝐽2} so that, for each 𝛽 < c, (𝑓𝜉)𝜉∈𝐽 2
𝛽

satisfy
the three properties stated in the previous result. In this case, it is not hard to show that
{[𝑓𝜉]𝑝 ∶ 𝜉 ∈ 𝐽2} ∪ {[𝜇]𝑝 ∶ 𝜇 < c} is linearly independent in ([c]<𝜔)𝜔/𝑝 and hence one may
repeat the proof of Lemma 2.3 in [GTW05] to show that2:

Lemma 4.1.4 ([GTW05], Lemma 2.3). Let 𝑝 ∈ 𝜔
∗ be a selective ultrafilter. For every 𝐸0 ∈

[c]<𝜔 ⧵ {∅}, there are {𝑏𝑖 ∶ 𝑖 < 𝜔} ∈ 𝑝 and {𝐸𝑖 ∶ 0 < 𝑖 < 𝜔} ⊂ [c]<𝜔 such that

2 To adapt the proof done in [GTW05], we consider 𝐹0 ≐ 𝐸0 and, for each 𝑛 ≥ 0, 𝐹𝑛+1 ≐ 𝐹𝑛 ∪

[
⋃

𝜉∈𝐹𝑛∩𝐽2
⋃

𝑚≤𝑛
𝑓𝜉 (𝑚)

]
. The family {𝐸𝑖 ∶ 0 < 𝑖 < 𝜔} will be a subsequence of {𝐹𝑖 ∶ 0 < 𝑖 < 𝜔}.
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1) 𝐸𝑖 ∪ [⋃𝜉∈𝐸𝑖∩𝐽2
𝑓𝜉(𝑏𝑖)] ⊂ 𝐸𝑖+1, for every 𝑖 < 𝜔;

2) {𝑓𝜉(𝑏𝑖) ∶ 𝜉 ∈ 𝐸𝑖 ∩ 𝐽2} ∪ {{𝜇} ∶ 𝜇 ∈ 𝐸𝑖} is linearly independent, for every 𝑖 < 𝜔.

Now, we can show the lemma that will replace Lemma 3.1.4. A similar result was also
proved in [GTW05] (see Example 2.4), but we also show the adapted proof here, for the
sake of completeness.

Lemma 4.1.5. Let 𝑝 ∈ 𝜔
∗ be a selective ultrafilter and 𝐷 ∈ [c]𝜔 be such that, for every

𝛼 ∈ 𝐷 ∩ 𝐽2, ⋃𝑛∈𝜔
𝑓𝛼(𝑛) ⊂ 𝐷. Then, for each 𝐸0 ∈ [𝐷]

<𝜔
⧵ {∅}, there exists a homomorphism

Φ ∶ [𝐷]
<𝜔

→ 2 such that

(1) Φ({𝜉}) = 𝑝 − lim𝑛∈𝜔 Φ(𝑓𝜉(𝑛)), for every 𝜉 ∈ 𝐷 ∩ 𝐽2.

(2) Φ(𝐸0) = 1.

Proof. By applying the previous lemma to 𝐸0, we obtain {𝑏𝑖 ∶ 𝑖 < 𝜔} ∈ 𝑝 and {𝐸𝑖 ∶ 0 < 𝑖 <

𝜔} ⊂ [c]<𝜔 such that3

1) 𝐸𝑖 ∪ [⋃𝜉∈𝐸𝑖∩𝐽2
𝑓𝜉(𝑏𝑖)] ⊂ 𝐸𝑖+1, for every 𝑖 < 𝜔;

2) {𝑓𝜉(𝑏𝑖) ∶ 𝜉 ∈ 𝐸𝑖 ∩ 𝐽2} ∪ {{𝜇} ∶ 𝜇 ∈ 𝐸𝑖} is linearly independent, for every 𝑖 < 𝜔.

Since {𝑓𝜉(𝑏0) ∶ 𝜉 ∈ 𝐸0 ∩ 𝐽2} ∪ {{𝜇} ∶ 𝜇 ∈ 𝐸0} is linearly independent and
𝐸0 ∪ [⋃𝜉∈𝐸0∩𝐽2

𝑓𝜉(𝑏0)] ⊂ 𝐸1, we may define a homomorphism Φ1 ∶ [𝐸1]
<𝜔

→ 2 such
that Φ1(𝐸0) = 1 and Φ1(𝑓𝜉(𝑏0)) = Φ1({𝜉}) for every 𝜉 ∈ 𝐽2 ∩ 𝐸0.

Suppose that, for 0 < 𝑖 < 𝜔, we have defined Φ𝑖 ∶ [𝐸𝑖]
<𝜔

→ 2 so that Φ𝑖(𝐸0) = 1 and
Φ𝑖(𝑓𝜉(𝑏𝑖−1)) = Φ𝑖({𝜉}) for every 𝜉 ∈ 𝐽2 ∩ 𝐸𝑖−1. Since {𝑓𝜉(𝑏𝑖) ∶ 𝜉 ∈ 𝐸𝑖 ∩ 𝐽2} ∪ {{𝜇} ∶ 𝜇 ∈ 𝐸𝑖} is

linearly independent and 𝐸𝑖 ∪
[
⋃

𝜉∈𝐸𝑖∩𝐽2
𝑓𝜉(𝑏𝑖)

]
⊂ 𝐸𝑖+1, we may define a homomorphism

Φ𝑖+1 ∶ [𝐸𝑖+1]
<𝜔

→ 2 extending Φ𝑖 so that Φ𝑖+1(𝑓𝜉(𝑏𝑖)) = Φ𝑖+1({𝜉}) for every 𝜉 ∈ 𝐸𝑖 ∩ 𝐽2. Thus,
such homomorphisms Φ𝑖 exist for every 𝑖 > 0.

Now let 𝐸 ≐ ⋃
𝑛∈𝜔

𝐸𝑛 and 𝜓 ≐ ⋃
𝑛>0

Φ𝑛 ∶ [𝐸]
<𝜔

→ 2. We may extend 𝜓 to a homomor-
phism Φ defined on [𝐷]

<𝜔 by putting Φ({𝜉}) = 0 if 𝜉 ∈ 𝐽1 ∩ (𝐷 ⧵ 𝐸) and then, recursively,

Φ({𝜉}) = 𝑝 − lim
𝑛∈𝜔

Φ(𝑓𝜉(𝑛)),

for every 𝜉 ∈ 𝐽2∩(𝐷⧵𝐸). The homomorphism Φ ∶ [𝐷]
<𝜔

→ 2 satisfy the required properties.
Indeed, if 𝜉 ∈ 𝐽2 ∩ (𝐷 ⧵ 𝐸), then (1) follows by the previous equation. On the other hand, if
𝜉 ∈ 𝐽2 ∩ 𝐸 and 𝑗 ∈ 𝜔 is such that 𝜉 ∈ 𝐸𝑗 , then {𝑏𝑖 ∶ 𝑖 ≥ 𝑗} ⊂ {𝑛 ∈ 𝜔 ∶ Φ(𝑓𝜉(𝑛)) = Φ({𝜉})} and
hence

Φ({𝜉}) = 𝑝 − lim
𝑛∈𝜔

Φ(𝑓𝜉(𝑛)).

Next, we will show the mentioned theorem. Since the arguments are analogous to
those in the proof of Theorem 4.1.1, we omit some details. As before, a set 𝐴 ∈ [c]𝜔 will be
called suitably closed if, for every 𝜉 ∈ 𝐽2 ∩ 𝐴, ⋃

𝑛∈𝜔
𝑓𝜉(𝑛) ⊂ 𝐴.

3 Note that due to the form of {𝐸𝑖 ∶ 0 < 𝑖 < 𝜔} sets (see the previous footnote), we have that ⋃
𝑖∈𝜔

𝐸𝑖 ⊂ 𝐷.
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Theorem 4.1.6 ([TT22], Theorem 5.4). If 𝑝 ∈ 𝜔
∗ is a selective ultrafilter, there exists a

Hausdorff selectively 𝑝−pseudocompact group which is not countably pracompact.

Proof. Let  be the set of all homomorphisms 𝜎 ∶ [𝐴]
<𝜔

→ 2, where 𝐴 is a suitably closed
set, satisfying that

𝜎({𝜉}) = 𝑝 − lim
𝑛∈𝜔

𝜎(𝑓𝜉(𝑛)),

for every 𝜉 ∈ 𝐴 ∩ 𝐽2.

Enumerate  by {𝜎𝜇 ∶ 𝜔 ≤ 𝜇 < c}, assuming that ⋃ dom(𝜎𝜇) ⊂ 𝜇, for each 𝜔 ≤ 𝜇 < c,
and also that for each 𝜎 ∈  and 𝛼 < c, there exists 𝜇 ∈ 𝐼𝛼 so that 𝜎𝜇 = 𝜎. As before, we
shall construct a suitable homomorphism 𝜎𝜇 ∶ [c]<𝜔 → 2, for each 𝜔 ≤ 𝜇 < c.

We consider the same enumeration {𝑔𝜉 ∶ 𝜉 ∈ 𝐽1} of all functions 𝑔 ∶ 𝑆 → 2 with 𝑆 ∈

[c]<𝜔 fixed in Theorem 4.1.1. For each 𝜔 ≤ 𝜇 < c, we define the auxiliary homomorphism
𝜓𝜇 ∶ [c]<𝜔 → 2, extending 𝜎𝜇, in the following way. If 𝜉 < c is such that {𝜉} ∈ dom(𝜎𝜇), we
put 𝜓𝜇({𝜉}) = 𝜎𝜇({𝜉}). Otherwise, we have a few cases to consider: firstly, for every 𝜉 ∈ 𝐽1,
we put 𝜓𝜇({𝜉}) = 𝑔𝜉(𝜇) if 𝜇 ∈ dom(𝑔𝜉) and 𝜓𝜇({𝜉}) = 0 if 𝜇 ∉ dom(𝑔𝜉); for elements 𝜉 ∈ 𝐽2,
we define 𝜓𝜇 recursively, by putting

𝜓𝜇({𝜉}) = 𝑝 − lim
𝑛∈𝜔

𝜓𝜇(𝑓𝜉(𝑛)).

It is not hard to see that the homomorphism 𝜓𝜇 ∶ [c]<𝜔 → 2 satisfy the previous
equation for every 𝜉 ∈ 𝐽2.

Now, for every 𝜔 ≤ 𝜇 < c and 𝜉 < c, we have that 𝜇 ∈ 𝐼𝛼 and 𝜉 ∈ 𝐽𝛽 for unique 𝛼, 𝛽 < c,
hence we may put

{

𝜎𝜇({𝜉}) = 0, if 𝐹(𝛼, 𝛽) = 0

𝜎𝜇({𝜉}) = 𝜓𝜇({𝜉}), if 𝐹(𝛼, 𝛽) = 1.

As before, in this way we define uniquely a non-trivial homomorphism 𝜎𝜇 ∶ [c]<𝜔 → 2

so that, for every 𝜉 ∈ 𝐽2 and 𝜔 ≤ 𝜇 < c,

𝜎𝜇({𝜉}) = 𝑝 − lim
𝑛∈𝜔

𝜎𝜇(𝑓𝜉(𝑛)).

Let now  ≐ {𝜎𝜇 ∶ 𝜔 ≤ 𝜇 < c} and 𝜏 be the topology on [c]<𝜔 generated by the
homomorphisms in . The topological group ([c]<𝜔, 𝜏) is Hausdorff. Indeed, given 𝑥 ∈

[c]<𝜔 ⧵ {∅}, let 𝐷 ∈ [c]𝜔 be a suitably closed set so that 𝑥 ⊂ 𝐷, and let 𝛼 < c be such that
𝐹({𝛼} × 𝐷)=1. According to Lemma 4.1.5, there exists 𝜎 ∶ [𝐷]

<𝜔
→ 2, 𝜎 ∈ , such that

𝜎(𝑥) = 1 and, by construction, there exists 𝜇0 ∈ 𝐼𝛼 such that 𝜎𝜇0 = 𝜎. Hence, 𝜎𝜇0(𝑥) = 1.

Claim 8. ([c]<𝜔, 𝜏) is a selectively 𝑝−pseudocompact group.

Proof of the claim. Let {𝑈𝑛 ∶ 𝑛 ∈ 𝜔} be a sequence of nonempty open sets in the group. We
proceed the same way as in Claim 6 of Theorem 4.1.1 to construct a sequence of pairwise
distinct elements {{𝜉𝑛} ∶ 𝑛 ∈ 𝜔} such that {𝜉𝑛} ∈ 𝑈𝑛 for each 𝑛 ∈ 𝜔 and such that, for some
fixed 𝛽 < c, 𝜉𝑛 ∈ 𝐽𝛽 for every 𝑛 ∈ 𝜔.
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Let 𝑔 ∈ ([𝐽𝛽]
<𝜔
)
𝜔 be such that 𝑔(𝑛) = {𝜉𝑛}, for every 𝑛 ∈ 𝜔. Since {[𝑓𝜉]𝑝 ∶ 𝜉 ∈ 𝐽 2𝛽 }∪{[𝜇]𝑝 ∶

𝜇 ∈ 𝐽𝛽} is a base for ([𝐽𝛽]<𝜔)𝜔/𝑝, there exists 𝜂0, ..., 𝜂𝑘 ∈ 𝐽 2𝛽 and 𝐸 ∈ [𝐽𝛽]
<𝜔 such that

[𝑔]𝑝 = (△𝑖≤𝑘[𝑓𝜂𝑖
]𝑝) △ (△𝜇∈𝐸[𝜇]𝑝).

Hence, there exists 𝐵 ∈ 𝑝 such that, for every 𝑛 ∈ 𝐵,

{𝜉𝑛} = (△𝑖≤𝑘𝑓𝜂𝑖
(𝑛)) △ (△𝜇∈𝐸{𝜇}) = (△𝑖≤𝑘𝑓𝜂𝑖

(𝑛)) △ 𝐸.

Therefore, since for each 𝑖 = 0, ..., 𝑘 we have

{𝜂𝑖} = 𝑝 − lim
𝑛∈𝜔

𝑓𝜂𝑖
(𝑛)

by construction, it follows that

(△𝑖≤𝑘{𝜂𝑖}) △ 𝐸 = 𝑝 − lim
𝑛∈𝜔

{𝜉𝑛},

and thus {{𝜉𝑛} ∶ 𝑛 ∈ 𝜔} has a 𝑝−limit.

Claim 9. ([c]<𝜔, 𝜏) is not a countably pracompact group.

Proof of the claim. It is the same proof done in Claim 7 of Theorem 4.1.1, just changing
the use of Lemma 3.1.4 for Lemma 4.1.5.

4.2 Conclusion

In this section we will make some additional comments, and present some open
problems and natural directions for further studies on the topic addressed in the chapter.

There are still many open questions regarding the pseudocompact-like properties in
topological groups. For instance, [GT15] asks:

Question 4.2.1. Is there a pseudocompact, non-selectively pseudocompact group which is
connected?

Question 4.2.2. If an Abelian group admits a pseudocompact group topology, does it admit
a selectively pseudocompact group topology?

Question 4.2.3. Does every compact group admit a proper dense selectively pseudocompact
subgroup?

In Claim 7 of Theorem 4.1.1, we proved that if 𝑍 ⊂ ([c]<𝜔, 𝜏) is a dense subset, then
𝐵 ≐ ⋃

𝑧∈𝑍
SUPP(𝑧) is not countable. In particular, this shows that the group we have

constructed is not separable. Thus, we ask the following:
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Question 4.2.4. Is there a separable selectively pseudocompact group which is not countably
pracompact?
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Chapter 5

A consistent solution to the case

𝛼 = 𝜔 of the Comfort-like question

for countably pracompact

groups

This chapter will be devoted to proving the following result, which is in the article
[TT23]:

Theorem ([TT23], Theorem 3.1). Suppose that there are c incomparable selective ultrafilters.
Then there exists a (Hausdorff) topological group 𝐺 which has all finite powers countably
pracompact and such that 𝐺𝜔 is not countably pracompact.

5.1 Auxiliary Results

We begin this section by enunciating the Lemma 3.5 and Lemma 3.6 of
[Tom05a].

Lemma 5.1.1 ([Tom05a], Lemma 3.5). Let 𝑝0 and 𝑝1 be incomparable selective ultrafilters.
Let {𝑎𝑗

𝑘
∶ 𝑘 ∈ 𝜔} ∈ 𝑝𝑗 be a strictly increasing sequence such that 𝑎𝑗

𝑘
> 𝑘 for every 𝑘 ∈ 𝜔 and

𝑗 ∈ 2. Then there exist subsets 𝐼0 and 𝐼1 of 𝜔 such that:

(i1) {𝑎
𝑗

𝑘
∶ 𝑘 ∈ 𝐼𝑗 } ∈ 𝑝𝑗 for each 𝑗 ∈ 2;

(i2) {[𝑘, 𝑎
𝑗

𝑘
] ∶ 𝑗 ∈ 2, 𝑘 ∈ 𝐼𝑗 } are pairwise disjoint intervals of 𝜔.

As a corollary of the previous lemma, we obtain:

Lemma 5.1.2. Let 𝑛 > 0 and {𝑝𝑗 ∶ 𝑗 ≤ 𝑛} be incomparable selective ultrafilters. Let
{𝑎

𝑗

𝑘
∶ 𝑘 ∈ 𝜔} ∈ 𝑝𝑗 be a strictly increasing sequence such that 𝑎𝑗

𝑘
> 𝑘 for every 𝑘 ∈ 𝜔 and 𝑗 ≤ 𝑛.

Then there exists a family {𝐼𝑗 ∶ 𝑗 ≤ 𝑛} of subsets of 𝜔 such that:

(i1) {𝑎
𝑗

𝑘
∶ 𝑘 ∈ 𝐼𝑗 } ∈ 𝑝𝑗 for each 𝑗 ≤ 𝑛;

(i2) {[𝑘, 𝑎
𝑗

𝑘
] ∶ 𝑗 ≤ 𝑛, 𝑘 ∈ 𝐼𝑗 } are pairwise disjoint intervals of 𝜔.
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Proof. We will show that the lemma is true for each 𝑛 > 0 by induction. The case 𝑛 = 1 is
just Lemma 5.1.1.

Suppose that the result is true for a given 𝑛0 > 0. We claim that it is also true for 𝑛0 + 1.
Indeed, let {𝑝𝑗 ∶ 𝑗 ≤ 𝑛0 + 1} be incomparable selective ultrafilters and {𝑎

𝑗

𝑘
∶ 𝑘 ∈ 𝜔} ∈ 𝑝𝑗

be a strictly increasing sequence such that 𝑎𝑗
𝑘
> 𝑘 for every 𝑘 ∈ 𝜔 and 𝑗 ≤ 𝑛0 + 1. By

hypothesis, there exists a family {𝐼𝑗 ∶ 𝑗 ≤ 𝑛0} of subsets of 𝜔 so that:

• {𝑎
𝑗

𝑘
∶ 𝑘 ∈ 𝐼𝑗 } ∈ 𝑝𝑗 for each 𝑗 ≤ 𝑛0;

• {[𝑘, 𝑎
𝑗

𝑘
] ∶ 𝑗 ≤ 𝑛0, 𝑘 ∈ 𝐼𝑗 } are pairwise disjoint intervals of 𝜔.

Also, by Lemma 5.1.1, for each 𝑗 ≤ 𝑛0 there exist 𝐼𝑗 ⊂ 𝐼𝑗 and 𝐾𝑗 ⊂ 𝜔 so that:

• {𝑎
𝑗

𝑘
∶ 𝑘 ∈ 𝐼𝑗 } ∈ 𝑝𝑗 and {𝑎

𝑛0+1

𝑘
∶ 𝑘 ∈ 𝐾𝑗 } ∈ 𝑝𝑛0+1

;

• {[𝑘, 𝑎
𝑗

𝑘
] ∶ 𝑘 ∈ 𝐼𝑗 } ∪ {[𝑘, 𝑎

𝑛0+1

𝑘
] ∶ 𝑘 ∈ 𝐾𝑗 } are pairwise disjoint intervals of 𝜔.

Then, defining 𝐼𝑛0+1 ≐ ⋂
𝑛0

𝑗=0
𝐾𝑗 , we have that {𝐼𝑗 ∶ 𝑗 ≤ 𝑛0 + 1} satisfies the hypothesis we

want. Therefore, the lemma is true for every 𝑛 > 0.

The countable version of the previous result is Lemma 3.6 of [Tom05a]:

Lemma 5.1.3 ([Tom05a], Lemma 3.6). Let {𝑝𝑗 ∶ 𝑗 ∈ 𝜔} be incomparable selective ultrafilters.
Let {𝑎𝑗

𝑘
∶ 𝑘 ∈ 𝜔} ∈ 𝑝𝑗 be a strictly increasing sequence such that 𝑎𝑗

𝑘
> 𝑘 for each 𝑘, 𝑗 ∈ 𝜔.

Then there exists a family {𝐼𝑗 ∶ 𝑗 ∈ 𝜔} of subsets of 𝜔 such that:

(i1) {𝑎
𝑗

𝑘
∶ 𝑘 ∈ 𝐼𝑗 } ∈ 𝑝𝑗 for each 𝑗 ∈ 𝜔;

(i2) {[𝑘, 𝑎
𝑗

𝑘
] ∶ 𝑗 ∈ 𝜔, 𝑘 ∈ 𝐼𝑗 } are pairwise disjoint intervals of 𝜔.

The following results ensure the existence of the homomorphisms which are necessary
to construct the topological groups we want. Their proofs are based on Lemma 3.7 and
Lemma 4.1 of [Tom05a], and also Lemma 4.1 of [GT20].

Lemma 5.1.4 ([TT23], Lemma 2.8). Let:

• 𝐸 be a countable subset of 2c and 𝐼 ⊂ 𝐸;

• 𝐹 ⊂ 𝐸 be a finite subset;

• for each 𝜉 ∈ 𝐼 , 𝑘𝜉 ∈ 𝜔;

• {𝑝𝜉 ∶ 𝜉 ∈ 𝐼 } be a family of incomparable selective ultrafilters.

• for each 𝜉 ∈ 𝐼 , 𝑔𝜉 ∶ 𝜔 → ([𝐸]
<𝜔
)
𝑘𝜉 be a function so that {𝑔 𝑗

𝜉
(𝑚) ∶ 𝑗 < 𝑘𝜉 , 𝑚 ∈ 𝜔} is

linearly independent;

• for each 𝜉 ∈ 𝐼 , 𝑑𝜉 ∈ ([𝐸]
<𝜔
)
𝑘𝜉 .

Then there exist an increasing sequence {𝑏𝑖 ∶ 𝑖 ∈ 𝜔} ⊂ 𝜔, a surjective function 𝑟 ∶ 𝜔 → 𝐼 and
a sequence {𝐸𝑖 ∶ 𝑖 ∈ 𝜔} of finite subsets of 𝐸 such that:

a) 𝐹 ⊂ 𝐸0;

b) 𝐸 = ⋃
𝑖∈𝜔
𝐸𝑖;
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c) 𝑟(𝑚) ∈ 𝐸𝑚 for each 𝑚 ∈ 𝜔;

d) ⋃{𝑑
𝑗

𝑟(𝑚)
∶ 𝑗 < 𝑘𝑟(𝑚)} ⊂ 𝐸𝑚, for each 𝑚 ∈ 𝜔;

e) 𝐸𝑚+1 ⊃ ⋃({𝑔
𝑗

𝜉
(𝑏𝑚) ∶ 𝜉 ∈ 𝐸𝑚 ∩ 𝐼 , 𝑗 < 𝑘𝜉 }) ∪ 𝐸𝑚, for each 𝑚 ∈ 𝜔;

f) {𝑔
𝑗

𝑟(𝑚)
(𝑏𝑚) ∶ 𝑗 < 𝑘𝑟(𝑚)} ∪ {{𝜇} ∶ 𝜇 ∈ 𝐸𝑚} is linearly independent, for each 𝑚 ∈ 𝜔;

g) {𝑏𝑖 ∶ 𝑖 ∈ 𝑟
−1
(𝜉)} ∈ 𝑝𝜉 , for every 𝜉 ∈ 𝐼 .

Furthermore, if {𝑦𝑛 ∶ 𝑛 ∈ 𝜔} ⊂ 𝐸 is faithfully indexed, then 𝐸𝑖 can be arranged for each
𝑖 ∈ 𝜔 so that

h) {𝑛 ∈ 𝜔 ∶ 𝑦𝑛 ∈ 𝐸𝑖} = 2𝑁𝑖, for some 𝑁𝑖 ∈ 𝜔, and (𝑁𝑖)𝑖∈𝜔 is a strictly increasing sequence.1

Proof. Suppose first that 𝐼 is infinite. Let 𝐸 ≐ {𝜉𝑛 ∶ 𝑛 ∈ 𝜔} be an enumeration and
𝑠 ∶ 𝜔 → 𝜔 be a strictly increasing function such that {𝜉𝑠(𝑗) ∶ 𝑗 ∈ 𝜔} = 𝐼 . We will first define
a family {𝐹𝑛 ∶ 𝑛 ∈ 𝜔} of finite subsets of 𝐸. This family will be used to construct the family
{𝐸𝑛 ∶ 𝑛 ∈ 𝜔}.

Choose𝑁0 ∈ 𝜔 so that
{

𝑛 ∈ 𝜔 ∶ 𝑦𝑛 ∈ 𝐹 ∪ {𝜉0} ∪ (⋃{𝑑
𝑗

𝜉
𝑠(0)

∶ 𝑗 < 𝑘𝜉
𝑠(0)
})

}

⊂ 2𝑁0, and define

𝐹0 ≐ {𝑦𝑛 ∶ 𝑛 ≤ 2𝑁0} ∪ 𝐹 ∪ {𝜉0} ∪ (⋃{𝑑
𝑗

𝜉
𝑠(0)

∶ 𝑗 < 𝑘𝜉
𝑠(0)
}).

Suppose that we have defined finite subsets 𝐹0, ..., 𝐹𝑙 ⊂ 𝐸 so that

1) 𝜉𝑝 ∈ 𝐹𝑝 for each 0 ≤ 𝑝 ≤ 𝑙;

2) 𝐹𝑝+1 ⊃ ⋃({𝑔
𝑗

𝛽
(𝑚) ∶ 𝑚 ≤ 𝑝, 𝛽 ∈ 𝐹𝑝 ∩ 𝐼 , 𝑗 < 𝑘𝛽}) ∪ 𝐹𝑝 for each 0 ≤ 𝑝 < 𝑙.

3) ⋃{𝑑
𝑗

𝜉
𝑠(𝑝)

∶ 𝑗 < 𝑘𝜉
𝑠(𝑝)
} ⊂ 𝐹𝑝, for each 0 ≤ 𝑝 ≤ 𝑙.

4) {𝑛 ∈ 𝜔 ∶ 𝑦𝑛 ∈ 𝐹𝑝} = 2𝑁𝑝, for some 𝑁𝑝 ∈ 𝜔, for each 0 ≤ 𝑝 ≤ 𝑙.

Now choose 𝑁𝑙+1 > 𝑁𝑙 so that
{

𝑛 ∈ 𝜔 ∶ 𝑦𝑛 ∈ ⋃
(
{𝑔

𝑗

𝛽
(𝑚) ∶ 𝑚 ≤ 𝑙, 𝛽 ∈ 𝐹𝑙 ∩ 𝐼 , 𝑗 < 𝑘𝛽} ∪ {𝑑

𝑗

𝜉
𝑠(𝑙+1)

∶ 𝑗 < 𝑘𝜉
𝑠(𝑙+1)

}
)
∪ 𝐹𝑙 ∪ {𝜉𝑙+1}

}

⊂ 2𝑁𝑙+1,

and then define

𝐹𝑙+1 ≐ {𝑦𝑛 ∶ 𝑛 ≤ 2𝑁𝑙+1}∪⋃
(
{𝑔

𝑗

𝛽
(𝑚) ∶ 𝑚 ≤ 𝑙, 𝛽 ∈ 𝐹𝑙∩𝐼 , 𝑗 < 𝑘𝛽}∪{𝑑

𝑗

𝜉
𝑠(𝑙+1

)
∶ 𝑗 < 𝑘𝜉

𝑠(𝑙+1)
}
)
∪𝐹𝑙∪{𝜉𝑙+1}.

It is clear that 1), 2), 3) and 4) are also satisfied for 𝐹0, ..., 𝐹𝑙+1. Then, we may construct
recursively a family {𝐹𝑛 ∶ 𝑛 ∈ 𝜔} of finite subsets of 𝐸 satisfying 1)-4) for every 𝑝 ∈ 𝜔. We
also have that 𝐸 = ⋃

𝑖∈𝜔
𝐹𝑖.

For each 𝜉 ∈ 𝐼 and 𝑛 ∈ 𝜔, let

1 For every 𝐾 ∈ 𝜔, 𝐾 ≥ 2, we could also arrange 𝐸𝑖 for each 𝑖 ∈ 𝜔 so that {𝑛 ∈ 𝜔 ∶ 𝑦𝑛 ∈ 𝐸𝑖} ⊂ 𝐾𝑁𝑖, for some
𝑁𝑖 ∈ 𝜔, and (𝑁𝑖)𝑖∈𝜔 is strictly increasing. The proof would be analogous.
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𝐴
𝜉

𝑛
≐ {𝑚 ∈ 𝜔 ∶ {𝑔

𝑗

𝜉
(𝑚) ∶ 𝑗 < 𝑘𝜉 } ∪ {{𝜇} ∶ 𝜇 ∈ 𝐹𝑛} is linearly independent}.

Since {𝑔
𝑗

𝜉
(𝑚) ∶ 𝑗 < 𝑘𝜉 , 𝑚 ∈ 𝜔} is linearly independent and 𝐹𝑛 is finite, we have that

𝐴
𝜉

𝑛
is cofinite, and then 𝐴

𝜉

𝑛
∈ 𝑝𝜉 , for every 𝑛 ∈ 𝜔 and 𝜉 ∈ 𝐼 . Since selective ultrafilters are

𝑃−points, for each 𝜉 ∈ 𝐼 there exists 𝐴𝜉 ∈ 𝑝𝜉 so that 𝐴𝜉 ⧵ 𝐴
𝜉

𝑛
is finite for every 𝑛 ∈ 𝜔.

Now, for each 𝜉 ∈ 𝐼 , let 𝑣𝜉 ∶ 𝜔 → 𝜔 be a strictly increasing function so that 𝐴𝜉 ⧵ 𝐴
𝜉

𝑛
⊂

𝑣𝜉(𝑛), for each 𝑛 ∈ 𝜔.As every 𝑝𝜉 is a selective ultrafilter, for each 𝜉 ∈ 𝐼 there exists 𝐵𝜉 ∈ 𝑝𝜉
such that

𝐵𝜉 ∩ 𝑣𝜉(1) = ∅, 𝐵𝜉 ⊂ 𝐴𝜉 and |[𝑣𝜉(𝑛) + 1, 𝑣𝜉(𝑛 + 1)] ∩ 𝐵𝜉 | ≤ 1, for each 𝑛 ∈ 𝜔.

Let {𝑎𝜉
𝑛
∶ 𝑛 ∈ 𝜔} be the strictly increasing enumeration of 𝐵𝜉 , for each 𝜉 ∈ 𝐼 . Notice

that 𝑎𝜉
𝑛
> 𝑣𝜉(𝑛) ≥ 𝑛 for each 𝑛 ∈ 𝜔 and 𝜉 ∈ 𝐼 . Thus,

𝑎
𝜉

𝑛
∈ 𝐴

𝜉

𝑛
, for each 𝜉 ∈ 𝐼 and 𝑛 ∈ 𝜔,

and, by Lemma 5.1.3, there exists a family {𝐼𝜉 ∶ 𝜉 ∈ 𝐼 } of subsets of 𝜔 such that:

i1) {𝑎
𝜉

𝑖
∶ 𝑖 ∈ 𝐼𝜉 } ∈ 𝑝𝜉 for each 𝜉 ∈ 𝐼 ;

i2) {[𝑖, 𝑎
𝜉

𝑖
] ∶ 𝜉 ∈ 𝐼 and 𝑖 ∈ 𝐼𝜉 } are pairwise disjoint intervals of 𝜔.

By i2), the sets {𝐼𝜉 ∶ 𝜉 ∈ 𝐼 } are pairwise disjoint. We may also assume without loss of
generality that 𝐼𝜉

𝑠(𝑘)
⊂ 𝜔 ⧵ 𝑠(𝑘) for every 𝑘 ∈ 𝜔. Let {𝑖𝑚 ∶ 𝑚 ∈ 𝜔} be the strictly increasing

enumeration of ⋃
𝑛∈𝜔

𝐼𝜉
𝑠(𝑛)

and 𝑟 ∶ 𝜔 → 𝐼 be such that 𝑟(𝑚) = 𝜉𝑠(𝑖) if and only if 𝑖𝑚 ∈ 𝐼𝜉
𝑠(𝑖)

.
Define also 𝑏𝑚 ≐ 𝑎

𝑟(𝑚)

𝑖𝑚
and 𝐸𝑚 ≐ 𝐹𝑖𝑚

, for each 𝑚 ∈ 𝜔.

Conditions a) and b) are trivially satisfied. Moreover, given 𝑚 ∈ 𝜔, if 𝑖𝑚 ∈ 𝐼𝜉
𝑠(𝑖)

, then
𝑖𝑚 ≥ 𝑠(𝑖), and hence 𝑟(𝑚) ∈ 𝐸𝑚. Therefore, conditions c) and d) are satisfied. To check
condition e), note that 𝑏𝑚 = 𝑎

𝑟(𝑚)

𝑖𝑚
≤ 𝑖𝑚+1 − 1 and 𝐸𝑚 = 𝐹𝑖𝑚

⊂ 𝐹𝑖𝑚+1−1
for each 𝑚 ∈ 𝜔, thus

𝐸𝑚 ∪⋃({𝑔
𝑗

𝜉
(𝑏𝑚) ∶ 𝜉 ∈ 𝐸𝑚 ∩ 𝐼 , 𝑗 < 𝑘𝜉 })

⊂ 𝐹𝑖𝑚+1−1 ∪
⋃({𝑔

𝑗

𝜉
(𝑝) ∶ 𝑝 ≤ 𝑖𝑚+1 − 1, 𝜉 ∈ 𝐹𝑖𝑚+1−1 ∩ 𝐼 , 𝑗 < 𝑘𝜉 })

⊂ 𝐹𝑖𝑚+1
= 𝐸𝑚+1.

Condition f) is also satisfied, since 𝑏𝑚 = 𝑎
𝑟(𝑚)

𝑖𝑚
∈ 𝐴

𝑟(𝑚)

𝑖𝑚
for each 𝑚 ∈ 𝜔, and hence,

{𝑔
𝑗

𝑟(𝑚)
(𝑏𝑚) ∶ 𝑗 < 𝑘𝑟(𝑚)} ∪ {{𝜇} ∶ 𝜇 ∈ 𝐹𝑖𝑚

} is linearly independent.

To check condition g), simply note that, given 𝜉 ∈ 𝐼 ,

{𝑏𝑚 ∶ 𝑚 ∈ 𝑟
−1
(𝜉)} = {𝑎

𝜉

𝑖
∶ 𝑖 ∈ 𝐼𝜉 } ∈ 𝑝𝜉 .

Condition ℎ) follows by construction.

If 𝐼 is finite, the proof is basically the same, replacing the use of Lemma 5.1.3 by Lemma
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5.1.2.

Next, we will present all the homomorphism existence lemmas that we will need
for the construction done in this chapter, and also for the construction done in the next
chapter.

Lemma 5.1.5 ([TT23], Lemma 2.9). Let:

• 𝑍0 and 𝑍1 be disjoint countable subsets of 2c, and 𝐸 = 𝑍0 ⊍ 𝑍1;

• 𝐼0 ⊂ 𝑍0, 𝐼1 ⊂ 𝑍1, and 𝐼 ≐ 𝐼0 ⊍ 𝐼1;

•  ⊂ [𝐸]
<𝜔 be a finite linearly independent subset and, for each 𝑓 ∈  , let 𝑛𝑓 ∈ 2;

• for each 𝜉 ∈ 𝐼 , 𝑘𝜉 ∈ 𝜔;

• {𝑝𝜉 ∶ 𝜉 ∈ 𝐼 } be a family of incomparable selective ultrafilters;

• for each 𝜉 ∈ 𝐼 , 𝛿𝜉 = 0 if 𝜉 ∈ 𝐼0 and 𝛿𝜉 = 1 if 𝜉 ∈ 𝐼1;

• for every 𝜉 ∈ 𝐼 , 𝑔𝜉 ∶ 𝜔 → ([𝑍𝛿𝜉
]
<𝜔
)
𝑘𝜉 be a function so that {𝑔 𝑗

𝜉
(𝑚) ∶ 𝑗 < 𝑘𝜉 , 𝑚 ∈ 𝜔} is

linearly independent;

• for each 𝜉 ∈ 𝐼 , 𝑑𝜉 ∈ ([𝑍𝛿𝜉
]
<𝜔
)
𝑘𝜉 ;

• {𝑧
0

𝑛
∶ 𝑛 ∈ 𝜔} ⊂ 𝑍0 and {𝑧

1

𝑛
∶ 𝑛 ∈ 𝜔} ⊂ 𝑍1 be sequences of pairwise distinct elements.

Then, given (𝛼0, 𝛼1) ∈ 2 × 2, there exists a homomorphism Φ ∶ [𝐸]
<𝜔

→ 2 such that:

(i1) Φ(𝑓 ) = 𝑛𝑓 , for every 𝑓 ∈  ;

(i2) for every 𝜉 ∈ 𝐼 ,
{

𝑛 ∈ 𝜔 ∶
(
Φ(𝑔

0

𝜉
(𝑛)), ...,Φ(𝑔

𝑘𝜉−1

𝜉
(𝑛))

)
=
(
Φ(𝑑

0

𝜉
), ...Φ(𝑑

𝑘𝜉−1

𝜉
)
)

}

∈ 𝑝𝜉 ;

(i3) {𝑛 ∈ 𝜔 ∶ (Φ({𝑧
0

𝑛
}),Φ({𝑧

1

𝑛
})) = (𝛼0, 𝛼1)} is finite.

Proof. Firstly we apply Lemma 5.1.4 using the elements given in the hypothesis, 𝐹 = ⋃ ,
and the following sequence 𝑦 ∶ 𝜔 → 𝐸 for item h): for each 𝑛 ∈ 𝜔, write 𝑛 = 2𝑞 + 𝑗 for the
unique 𝑞 ∈ 𝜔 and 𝑗 ∈ 2, and put

𝑦2𝑞+𝑗 =

{

𝑧
0

𝑞
, if 𝑗 = 0

𝑧
1

𝑞
, if 𝑗 = 1.

Thus we obtain {𝑏𝑖 ∶ 𝑖 ∈ 𝜔} ⊂ 𝜔, 𝑟 ∶ 𝜔 → 𝐼 and {𝐸𝑚 ∶ 𝑚 ∈ 𝜔} ⊂ [𝐸]
<𝜔 satisfying a)–h).

We shall define auxiliary homomorphisms Φ𝑚 ∶ [𝐸𝑚]
<𝜔

→ 2 inductively. First, we
define Φ0 ∶ [𝐸0]

<𝜔
→ 2 so that Φ0(𝑓 ) = 𝑛𝑓 for each 𝑓 ∈  . Now, suppose that, for 𝑙 ∈ 𝜔,

we have defined homomorphisms Φ𝑚 ∶ [𝐸𝑚]
<𝜔

→ 2 for each 𝑚 = 0, ..., 𝑙, so that

(1) Φ𝑚+1 extends Φ𝑚 for each 0 ≤ 𝑚 < 𝑙;
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(2) for every 0 ≤ 𝑚 < 𝑙,

(Φ𝑚+1(𝑔
0

𝑟(𝑚)
(𝑏𝑚)), ...,Φ𝑚+1(𝑔

𝑘
𝑟(𝑚)

−1

𝑟(𝑚)
(𝑏𝑚))) = (Φ𝑚(𝑑

0

𝑟(𝑚)
), ...,Φ𝑚(𝑑

𝑘
𝑟(𝑚)

−1

𝑟(𝑚)
));

(3) (Φ𝑚({𝑧
0

𝑛
}),Φ𝑚({𝑧

1

𝑛
})) ≠ (𝛼0, 𝛼1) for each 0 < 𝑚 ≤ 𝑙 and 𝑛 ∈ 𝜔 so that 𝑧0

𝑛
∈ 𝐸𝑚 ⧵ 𝐸𝑚−1.

We shall prove that we may define Φ𝑙+1 ∶ [𝐸𝑙+1]
<𝜔

→ 2 so that Φ0, ...,Φ𝑙+1 also satisfy
(1), (2) and (3). For this, suppose without loss of generality that 𝑟(𝑙) ∈ 𝐼0. By item f) of
Lemma 5.1.4, {𝑔 𝑗

𝑟(𝑙)
(𝑏𝑙) ∶ 𝑗 < 𝑘𝑟(𝑙)} ∪ {{𝜇} ∶ 𝜇 ∈ 𝐸𝑙} is linearly independent, and, by item h),

for every 𝑛, 𝑚 ∈ 𝜔, 𝑧0
𝑛
∈ 𝐸𝑚 if, and only if, 𝑧1

𝑛
∈ 𝐸𝑚. Since 𝑔 𝑗

𝑟(𝑙)
(𝑏𝑙) ∈ [𝑍0]

<𝜔 for every 𝑗 < 𝑘𝑟(𝑙),
and 𝑧1

𝑛
∈ 𝑍1 for every 𝑛 ∈ 𝜔, we conclude that

{{𝑧
1

𝑛
} ∶ 𝑧

0

𝑛
∈ 𝐸𝑙+1 ⧵ 𝐸𝑙} ∪ {𝑔

𝑗

𝑟(𝑙)
(𝑏𝑙) ∶ 𝑗 < 𝑘𝑟(𝑙)} ∪ {{𝜇} ∶ 𝜇 ∈ 𝐸𝑙} (†)

is linearly independent. Therefore, using items d) and e) of Lemma 5.1.4, we may define
Φ𝑙+1 ∶ [𝐸𝑙+1]

<𝜔
→ 2 extending Φ𝑙 so that

(Φ𝑙+1(𝑔
0

𝑟(𝑙)
(𝑏𝑙)), ...,Φ𝑙+1(𝑔

𝑘
𝑟(𝑙)

−1

𝑟(𝑙)
(𝑏𝑙))) = (Φ𝑙(𝑑

0

𝑟(𝑙)
), ...,Φ𝑙(𝑑

𝑘
𝑟(𝑙)

−1

𝑟(𝑙)
))

and
Φ𝑙+1({𝑧

1

𝑛
}) ≠ 𝛼1 (‡)

for each 𝑛 ∈ 𝜔 such that 𝑧0
𝑛
∈ 𝐸𝑙+1 ⧵𝐸𝑙. Thus, we have that Φ0, ...,Φ𝑙+1 also satisfy (1), (2) and

(3), and therefore there exists a sequence (Φ𝑚)𝑚∈𝜔 of homomorphisms Φ𝑚 ∶ [𝐸𝑚]
<𝜔

→ 2

satisfying these properties.

We claim that the homomorphism Φ ≐ ⋃
𝑛∈𝜔

Φ𝑛 ∶ [𝐸]
<𝜔

→ 2 satisfies the hypothesis
we want. In fact, items (i1) and (i3) are clear from the construction and item (i2) follows
from the fact that for every 𝜉 ∈ 𝐼 ,

(Φ(𝑔
0

𝜉
(𝑏𝑖)), ...,Φ(𝑔

𝑘𝜉−1

𝜉
(𝑏𝑖))) = (Φ(𝑑

0

𝜉
), ...,Φ(𝑑

𝑘𝜉−1

𝜉
)),

for each 𝑖 ∈ 𝑟−1(𝜉), and that {𝑏𝑖 ∶ 𝑖 ∈ 𝑟−1(𝜉)} ∈ 𝑝𝜉 , by item g) of Lemma 5.1.4.

The next result is a stronger version of the previous lemma, and uses it in its proof.

Lemma 5.1.6 ([TT23], Lemma 2.10). Let:

• 𝑍0 and 𝑍1 be disjoint countable subsets of 2c, and 𝐸 = 𝑍0 ⊍ 𝑍1;

• 𝐼0 ⊂ 𝑍0, 𝐼1 ⊂ 𝑍1, and 𝐼 ≐ 𝐼0 ⊍ 𝐼1;

•  ⊂ [𝐸]
<𝜔 be a linearly independent finite subset and, for each 𝑓 ∈  , let 𝑛𝑓 ∈ 2;

• for each 𝜉 ∈ 𝐼 , 𝑘𝜉 ∈ 𝜔;

• {𝑝𝜉 ∶ 𝜉 ∈ 𝐼 } be a family of incomparable selective ultrafilters;

• for each 𝜉 ∈ 𝐼 , 𝛿𝜉 = 0 if 𝜉 ∈ 𝐼0 and 𝛿𝜉 = 1 if 𝜉 ∈ 𝐼1;
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• for every 𝜉 ∈ 𝐼 , 𝑔𝜉 ∶ 𝜔 → ([𝑍𝛿𝜉
]
<𝜔
)
𝑘𝜉 be a function so that {𝑔 𝑗

𝜉
(𝑚) ∶ 𝑗 < 𝑘𝜉 , 𝑚 ∈ 𝜔} is

linearly independent;

• for each 𝜉 ∈ 𝐼 , 𝑑𝜉 ∈ ([𝑍𝛿𝜉
]
<𝜔
)
𝑘𝜉 ;

• {𝑦
0

𝑛
∶ 𝑛 ∈ 𝜔} ⊂ [𝑍0]

<𝜔 and {𝑦
1

𝑛
∶ 𝑛 ∈ 𝜔} ⊂ [𝑍1]

<𝜔 be linearly independent subsets.

Suppose that |𝑍𝑖 ⧵⋃{𝑦
𝑖

𝑛
∶ 𝑛 ∈ 𝜔}| = 𝜔, for each 𝑖 ∈ 2. Then, given (𝛼0, 𝛼1) ∈ 2 × 2, there

exists a homomorphism Φ ∶ [𝐸]
<𝜔

→ 2 such that:

(i1) Φ(𝑓 ) = 𝑛𝑓 , for every 𝑓 ∈  ;

(i2) for every 𝜉 ∈ 𝐼 ,
{

𝑛 ∈ 𝜔 ∶
(
Φ(𝑔

0

𝜉
(𝑛)), ...,Φ(𝑔

𝑘𝜉−1

𝜉
(𝑛))

)
=
(
Φ(𝑑

0

𝜉
), ...,Φ(𝑑

𝑘𝜉−1

𝜉
)
)

}

∈ 𝑝𝜉 ;

(i3) {𝑛 ∈ 𝜔 ∶ (Φ(𝑦
0

𝑛
),Φ(𝑦

1

𝑛
)) = (𝛼0, 𝛼1)} is finite.

Proof. For each 𝑖 ∈ 2, let {𝑧𝑖
𝑛
∶ 𝑛 ∈ 𝜔} be an enumeration of ⋃{𝑦

𝑖

𝑛
∶ 𝑛 ∈ 𝜔}. Next, we extend

{𝑦
𝑖

𝑛
∶ 𝑛 ∈ 𝜔} to a basis 𝑖 of [𝑍𝑖]<𝜔 and also {{𝑧

𝑖

𝑛
} ∶ 𝑛 ∈ 𝜔} to a basis  𝑖 of [𝑍𝑖]<𝜔, for each

𝑖 ∈ 2. By assumption, | 𝑖
⧵ {{𝑧

𝑖

𝑛
} ∶ 𝑛 ∈ 𝜔}| = |𝑖

⧵ {𝑦
𝑖

𝑛
∶ 𝑛 ∈ 𝜔}| = 𝜔, thus we may consider

enumerations {𝑒𝑖
𝑘
∶ 𝑘 ∈ 𝜔} of  𝑖

⧵ {{𝑧
𝑖

𝑛
} ∶ 𝑛 ∈ 𝜔}} and {𝑓

𝑖

𝑘
∶ 𝑘 ∈ 𝜔} of 𝑖

⧵ {𝑦
𝑖

𝑛
∶ 𝑛 ∈ 𝜔}. It is

clear that both 0
∪ 1 and 0

∪ 1 are basis of [𝐸]<𝜔.

Let 𝜃 ∶ [𝐸]
<𝜔

→ [𝐸]
<𝜔 be the isomorphism defined by

𝜃(𝑦
𝑖

𝑛
) = {𝑧

𝑖

𝑛
},

and
𝜃(𝑓

𝑖

𝑘
) = 𝑒

𝑖

𝑘
,

for each 𝑖 ∈ 2 and 𝑛, 𝑘 ∈ 𝜔. Note that 𝜃|
[𝑍𝑖]

<𝜔 ∶ [𝑍𝑖]
<𝜔

→ [𝑍𝑖]
<𝜔 is also an isomorphism, for

each 𝑖 ∈ 2.

Let, for every 𝜉 ∈ 𝐼 , ℎ𝜉 ∶ 𝜔 → ([𝑍𝛿𝜉
]
<𝜔
)
𝑘𝜉 be given by ℎ𝑗

𝜉
(𝑛) = 𝜃(𝑔

𝑗

𝜉
(𝑛)) for each 𝑛 ∈ 𝜔

and 𝑗 < 𝑘𝜉 , and 𝑑𝜉 ∈ ([𝑍𝛿𝜉
]
<𝜔
)
𝑘𝜉 be given by 𝑑

𝑗

𝜉
= 𝜃(𝑑

𝑗

𝜉
), for each 𝑗 < 𝑘𝜉 .

By Lemma 5.1.5, there exists a homomorphism Φ ∶ [𝐸]
<𝜔

→ 2 so that:

1) Φ(𝜃(𝑓 )) = 𝑛𝑓 , for every 𝑓 ∈  ;

2) For every 𝜉 ∈ 𝐼 ,
{

𝑛 ∈ 𝜔 ∶
(
Φ(ℎ

0

𝜉
(𝑛)), ...,Φ(ℎ

𝑘𝜉−1

𝜉
(𝑛))

)
=
(
Φ(𝑑

0

𝜉
), ...Φ(𝑑

𝑘𝜉−1

𝜉
)
)

}

∈ 𝑝𝜉 ;

3) {𝑛 ∈ 𝜔 ∶ (Φ({𝑧
0

𝑛
}),Φ({𝑧

1

𝑛
})) = (𝛼0, 𝛼1)} is finite.

Thus, the homomorphism Φ ≐ Φ ◦ 𝜃 ∶ [𝐸]
<𝜔

→ 2 satisfies the hypothesis we want.

Remark 8. Note that in the statement of the previous lemma, item (i3) can be replaced by
the following (stronger) condition, for a given 𝛼 ∈ 2:

(i3) {𝑛 ∈ 𝜔 ∶ Φ(𝑦
0

𝑛
△ 𝑦

1

𝑛
) = 𝛼} is finite.
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Indeed, we could replace condition (†) in the proof of Lemma 5.1.5 by the fact that

{{𝑧
0

𝑛
, 𝑧

1

𝑛
} ∶ 𝑧

0

𝑛
∈ 𝐸𝑙+1 ⧵ 𝐸𝑙} ∪ {𝑔

𝑗

𝑟(𝑙)
(𝑏𝑙) ∶ 𝑗 < 𝑘𝑟(𝑙)} ∪ {{𝜇} ∶ 𝜇 ∈ 𝐸𝑙}

is linearly independent, thus in equation (‡) we could choose

Φ𝑙+1({𝑧
0

𝑛
, 𝑧

1

𝑛
}) ≠ 𝛼

for each 𝑛 ∈ 𝜔 such that 𝑧0
𝑛
∈ 𝐸𝑙+1 ⧵ 𝐸𝑙. Then, the proof of Lemma 5.1.6 would remain the

same, just replacing the old condition with the new one when required.

The next result is an easy corollary of the previous lemma.

Corollary 5.1.7 ([TT23], Corollary 2.11). Let:

• 𝐸 be a countable subset of 2c;

• 𝐼 ⊂ 𝐸;

•  ⊂ [𝐸]
<𝜔 be a linearly independent finite subset and, for each 𝑓 ∈  , let 𝑛𝑓 ∈ 2;

• for each 𝜉 ∈ 𝐼 , 𝑘𝜉 ∈ 𝜔.

• {𝑝𝜉 ∶ 𝜉 ∈ 𝐼 } be a family of incomparable selective ultrafilters;

• for every 𝜉 ∈ 𝐼 , 𝑔𝜉 ∶ 𝜔 → ([𝐸]
<𝜔
)
𝑘𝜉 be a function so that {𝑔 𝑗

𝜉
(𝑚) ∶ 𝑗 < 𝑘𝜉 , 𝑚 ∈ 𝜔} is

linearly independent;

• for every 𝜉 ∈ 𝐼 , 𝑑𝜉 ∈ ([𝐸]
<𝜔
)
𝑘𝜉 .

Then there exists a homomorphism Φ ∶ [𝐸]
<𝜔

→ 2 such that:

(i1) Φ(𝑓 ) = 𝑛𝑓 , for every 𝑓 ∈  ;

(i2) For every 𝜉 ∈ 𝐼 ,
{

𝑛 ∈ 𝜔 ∶
(
Φ(𝑔

0

𝜉
(𝑛)), ...,Φ(𝑔

𝑘𝜉−1

𝜉
(𝑛))

)
=
(
Φ(𝑑

0

𝜉
), ...Φ(𝑑

𝑘𝜉−1

𝜉
)
)

}

∈ 𝑝𝜉 .

Although the proof of the following result is similar to the proof of Lemma 5.1.5 and
Lemma 5.1.6, we present it here for the sake of completeness.

Lemma 5.1.8 ([TT23], Lemma 2.12). Let:

• 𝐸 be a countable subset of 2c;

• 𝐼 ⊂ 𝐸;

•  ⊂ [𝐸]
<𝜔 be a linearly independent finite subset and, for each 𝑓 ∈  , let 𝑛𝑓 ∈ 2;

• 𝑛 ∈ 𝜔;

• {𝑝𝜉 ∶ 𝜉 ∈ 𝐼 } be a family of incomparable selective ultrafilters;

• for every 𝜉 ∈ 𝐼 , 𝑔𝜉 ∶ 𝜔 → ([𝐸]
<𝜔
)
𝑛 be a function so that {𝑔 𝑗

𝜉
(𝑚) ∶ 𝑗 < 𝑛, 𝑚 ∈ 𝜔} is

linearly independent;

• for every 𝜉 ∈ 𝐼 , 𝑑𝜉 ∈ ([𝐸]
<𝜔
)
𝑛;
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• {𝑦
𝑗

𝑘
∶ 𝑘 ∈ 𝜔, 𝑗 ≤ 𝑛} ⊂ [𝐸]

<𝜔 be a linearly independent subset.

Suppose that |𝐸 ⧵⋃{𝑦
𝑗

𝑘
∶ 𝑘 ∈ 𝜔, 𝑗 ≤ 𝑛}| = 𝜔. Then, given (𝛼0, ..., 𝛼𝑛) ∈ 2

𝑛+1, there exists a
homomorphism Φ ∶ [𝐸]

<𝜔
→ 2 such that:

(i1) Φ(𝑓 ) = 𝑛𝑓 , for every 𝑓 ∈  ;

(i2) for every 𝜉 ∈ 𝐼 ,
{

𝑘 ∈ 𝜔 ∶ (Φ(𝑔
0

𝜉
(𝑘)), ...,Φ(𝑔

𝑛−1

𝜉
(𝑘))) = (Φ(𝑑

0

𝜉
), ...Φ(𝑑

𝑛−1

𝜉
))

}

∈ 𝑝𝜉 ;

(i3) {𝑘 ∈ 𝜔 ∶ (Φ(𝑦
0

𝑘
), ...,Φ(𝑦

𝑛

𝑘
)) = (𝛼0, ...., 𝛼𝑛)} is finite.

Proof. We split the proof in two cases.

Case 1: Suppose that each 𝑦𝑗
𝑘

is a singleton, that is, 𝑦𝑗
𝑘
= {𝑧

𝑗

𝑘
}, for some 𝑧𝑗

𝑘
∈ 𝐸, for every

𝑗 ≤ 𝑛 and 𝑘 ∈ 𝜔.

In this case, we apply Lemma 5.1.4 using the elements of the statement, 𝐹 ≐ ⋃ ,
𝑘𝜉 = 𝑛 for each 𝜉 ∈ 𝐼 , and the following sequence 𝑤 ∶ 𝜔 → 𝐸 in item h): for each 𝑚 ∈ 𝜔,
write 𝑚 = (𝑛 + 1)𝑞 + 𝑗 for the unique 𝑞 ∈ 𝜔 and 𝑗 ∈ (𝑛 + 1), and put 𝑤𝑚 = 𝑧

𝑗

𝑞
. Thus, we

obtain {𝑏𝑖 ∶ 𝑖 ∈ 𝜔}, 𝑟 ∶ 𝜔 → 𝐼 and {𝐸𝑚 ∶ 𝑚 ∈ 𝜔} ⊂ [𝐸]
<𝜔 satisfying a)-h) of this lemma.

We shall again define auxiliary homomorphisms Φ𝑚 ∶ [𝐸𝑚]
<𝜔

→ 2, for each 𝑚 ∈ 𝜔,
inductively. First, define Φ0 ∶ [𝐸0]

<𝜔
→ 2 so that Φ0(𝑓 ) = 𝑛𝑓 , for each 𝑓 ∈  . Suppose that,

for 𝑙 ∈ 𝜔, we have defined Φ𝑚 ∶ [𝐸𝑚]
<𝜔

→ 2, for each 𝑚 = 0, ..., 𝑙, satisfying that:

(1) Φ𝑚+1 extends Φ𝑚, for each 0 ≤ 𝑚 < 𝑙;

(2) for every 0 ≤ 𝑚 < 𝑙,

(Φ𝑚+1(𝑔
0

𝑟(𝑚)
(𝑏𝑚)), ...,Φ𝑚+1(𝑔

𝑛−1

𝑟(𝑚)
(𝑏𝑚))) = (Φ𝑚(𝑑

0

𝑟(𝑚)
), ...,Φ𝑚(𝑑

𝑛−1

𝑟(𝑚)
));

(3) (Φ𝑚({𝑧
0

𝑘
}), ...Φ𝑚({𝑧

𝑛

𝑘
})) ≠ (𝛼0, ..., 𝛼𝑛) for each 0 < 𝑚 ≤ 𝑙 and 𝑘 ∈ 𝜔 so that 𝑧0

𝑘
∈

𝐸𝑚 ⧵ 𝐸𝑚−1
2 .

Now, since by construction {𝑔
𝑗

𝑟(𝑙)
(𝑏𝑙) ∶ 𝑗 < 𝑛} ∪ {{𝜇} ∶ 𝜇 ∈ 𝐸𝑙} is linearly independent,

we may apply Lemma 2.2.5 with 𝐴 ≐ {𝑔
𝑗

𝑟(𝑙)
(𝑏𝑙) ∶ 𝑗 < 𝑛}, 𝐵 ≐ {{𝑧

𝑗

𝑘
} ∶ 𝑧

0

𝑘
∈ 𝐸𝑙+1, ⧵𝐸𝑙, 𝑗 ≤ 𝑛}

and 𝐶 ≐ {{𝜇} ∶ 𝜇 ∈ 𝐸𝑙} to obtain a subset 𝐵′
⊂ 𝐵 such that |𝐵′

| ≤ |𝐴| = 𝑛 and

{𝑔
𝑗

𝑟(𝑙)
(𝑏𝑙) ∶ 𝑗 < 𝑛} ∪ {{𝜇} ∶ 𝜇 ∈ 𝐸𝑙} ∪ ({{𝑧

𝑗

𝑘
} ∶ 𝑧

0

𝑘
∈ 𝐸𝑙+1 ⧵ 𝐸𝑙, 𝑗 ≤ 𝑛} ⧵ 𝐵

′
)

is linearly independent. Then, for each 𝑘 ∈ 𝜔 so that 𝑧0
𝑘
∈ 𝐸𝑙+1 ⧵ 𝐸𝑙, there exists 0 ≤ 𝑗

𝑘
≤ 𝑛

such that 𝑧𝑗
𝑘

𝑘
∈ ({{𝑧

𝑗

𝑘
} ∶ 𝑧

0

𝑘
∈ 𝐸𝑙+1 ⧵𝐸𝑙, 𝑗 ≤ 𝑛} ⧵𝐵

′
). Thus, we may define Φ𝑙+1 ∶ [𝐸𝑙+1]

<𝜔
→ 2

extending Φ𝑙 so that

(Φ𝑙+1(𝑔
0

𝑟(𝑙)
(𝑏𝑙)), ...,Φ𝑙+1(𝑔

𝑛−1

𝑟(𝑙)
(𝑏𝑙))) = (Φ𝑙(𝑑

0

𝑟(𝑙)
), ...,Φ𝑙(𝑑

𝑛−1

𝑟(𝑙)
))

and
Φ𝑙+1({𝑧

𝑗
𝑘

𝑘
}) ≠ 𝛼

𝑗
𝑘 ,

2 Recall that, by construction, given 𝑘, 𝑚 ∈ 𝜔, 𝑧𝑗
𝑘
∈ 𝐸𝑚 for some 0 ≤ 𝑗 ≤ 𝑛 if, and only if, 𝑧𝑗

𝑘
∈ 𝐸𝑚 for every

0 ≤ 𝑗 ≤ 𝑛.
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for every 𝑘 ∈ 𝜔 so that 𝑧0
𝑘
∈ 𝐸𝑙+1 ⧵ 𝐸𝑙. Similarly to the proof of Lemma 5.1.5, we have that

Φ0, ...,Φ𝑙+1 also satisfy (1)-(3), and therefore there exists a sequence (Φ𝑚)𝑚∈𝜔 of homomor-
phisms Φ𝑚 ∶ [𝐸𝑚]

<𝜔
→ 2 satisfying such properties. Again, the homomorphism defined

by Φ ≐ ⋃
𝑛∈𝜔

Φ𝑛 ∶ [𝐸]
<𝜔

→ 2 satisfies the hypothesis we want.

Case 2: The general case. There is no restriction on elements 𝑦𝑗
𝑘
.

Let {𝑧𝑘 ∶ 𝑘 ∈ 𝜔} be an enumeration of ⋃{𝑦
𝑗

𝑘
∶ 𝑘 ∈ 𝜔, 𝑗 ≤ 𝑛} and {𝑧

0

𝑘
∶ 𝑘 ∈ 𝜔}, ..., {𝑧

𝑛

𝑘
∶

𝑘 ∈ 𝜔} be a partition of {𝑧𝑘 ∶ 𝑘 ∈ 𝜔}. We extend {𝑦
𝑗

𝑘
∶ 𝑘 ∈ 𝜔, 𝑗 ≤ 𝑛} to a basis  of

[𝐸]
<𝜔 and also {{𝑧

𝑗

𝑘
} ∶ 𝑘 ∈ 𝜔, 𝑗 ≤ 𝑛} to a basis  of [𝐸]<𝜔. By assumption, | ⧵ {{𝑧

𝑗

𝑘
} ∶ 𝑘 ∈

𝜔, 𝑗 ≤ 𝑛}| = | ⧵ {𝑦
𝑗

𝑘
∶ 𝑘 ∈ 𝜔, 𝑗 ≤ 𝑛}| = 𝜔, thus consider enumerations {𝑒𝑙 ∶ 𝑙 ∈ 𝜔} of

 ⧵ {{𝑧
𝑗

𝑘
} ∶ 𝑘 ∈ 𝜔, 𝑗 ≤ 𝑛} and {𝑓𝑙 ∶ 𝑙 ∈ 𝜔} of  ⧵ {𝑦

𝑗

𝑘
∶ 𝑘 ∈ 𝜔, 𝑗 ≤ 𝑛}.

Let 𝜃 ∶ [𝐸]
<𝜔

→ [𝐸]
<𝜔 be the isomorphism defined by:

𝜃(𝑦
𝑗

𝑘
) = {𝑧

𝑗

𝑘
},

for every 𝑘 ∈ 𝜔 and 𝑗 ≤ 𝑛, and
𝜃(𝑓𝑙) = 𝑒𝑙,

for every 𝑙 ∈ 𝜔.

Let also, for each 𝜉 ∈ 𝐼 , ℎ𝜉 ∶ 𝜔 → ([𝐸]
<𝜔
)
𝑛 given by ℎ𝑖

𝜉
(𝑚) = 𝜃(𝑔

𝑖

𝜉
(𝑚)), for every 𝑚 ∈ 𝜔

and 𝑖 < 𝑛, and 𝑑𝜉 ∈ ([𝐸]
<𝜔
)
𝑛 given by 𝑑𝜉

𝑖

= 𝜃(𝑑
𝑖

𝜉
), for every 𝑖 < 𝑛. By the previous case,

there exists a homomorphism Φ̃ ∶ [𝐸]
<𝜔

→ 2 so that:

(1) Φ̃(𝜃(𝑓 )) = 𝑛𝑓 , for each 𝑓 ∈  ;

(2) For every 𝜉 ∈ 𝐼 ,
{

𝑚 ∈ 𝜔 ∶ (Φ(ℎ
0

𝜉
(𝑚)), ...,Φ(ℎ

𝑛−1

𝜉
(𝑚))) = (

Φ(𝑑

0

𝜉
), ...Φ(𝑑

𝑛−1

𝜉
)
)

}

∈ 𝑝𝜉 ;

(3) {𝑘 ∈ 𝜔 ∶ (Φ({𝑧
0

𝑘
}), ...,Φ({𝑧

𝑛

𝑘
})) = (𝛼0, ..., 𝛼𝑛)} is finite.

Thus, the homomorphism Φ ≐ Φ ◦ 𝜃 ∶ [𝐸]
<𝜔

→ 2 satisfies the hypothesis we want.

5.2 The construction of the group

Theorem 5.2.1 ([TT23], Theorem 3.1). Suppose that there are c incomparable selective
ultrafilters. Then there exists a (Hausdorff) topological group 𝐺 which has all finite powers
countably pracompact and such that 𝐺𝜔 is not countably pracompact.

Proof. The required group will be constructed giving a suitable topology to the Boolean
group [c]<𝜔, as follows.

Let (𝑋𝑛)𝑛>0 be a partition of c so that |𝑋𝑛| = c for every 𝑛 > 0. For each 𝑛 > 0, let (𝑋 𝑗

𝑛
)𝑗<2

be a partition of 𝑋𝑛 so that

• |𝑋
0

𝑛
| = |𝑋

1

𝑛
| = c;

• 𝑋 0

𝑛
contains only limit ordinals and their next 𝜔 elements;

• the initial 𝜔 elements of 𝑋𝑛 are in 𝑋 1

𝑛
.
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For every 𝑛 > 0, let also

𝑌
0

𝑛
≐ {𝜉 ∈ 𝑋

0

𝑛
∶ 𝜉 is a limit ordinal},

and define the sets 𝑋0 ≐ ⨃
𝑛∈𝜔

𝑋
0

𝑛
, 𝑋1 ≐ ⨃

𝑛∈𝜔
𝑋

1

𝑛
and 𝑌0 ≐ ⨃

𝑛∈𝜔
𝑌
0

𝑛
.

As done in a previous chapter, some technical claims will be enunciated. Their proofs
are analogous to proofs of claims already made in previous chapters.

Claim 10. There exists a family of functions {𝑓𝜉 ∶ 𝜉 ∈ 𝑌0} so that:

1) for each 𝑛 > 0, {𝑓𝜉 ∶ 𝜉 ∈ 𝑌
0

𝑛
} is an enumeration of all the sequences (𝑥𝑘)𝑘∈𝜔 of elements

in ([𝑋𝑛]
<𝜔
)
𝑛 so that {𝑥 𝑗

𝑘
∶ 𝑘 ∈ 𝜔, 𝑗 < 𝑛} is linearly independent;

2) given 𝑛 > 0 and 𝜉 ∈ 𝑌 0

𝑛
, 𝑓𝜉 is a function from𝜔 to ([𝑋𝑛]

<𝜔
)
𝑛 such that ⋃

𝑗<𝑛
⋃

𝑘∈𝜔
𝑓
𝑗

𝜉
(𝑘) ⊂

𝜉 .

Countable subsets of c which have a suitable property of closure related to this con-
struction will also be called suitably closed:

Definition 5.2.2. A set 𝐴 ∈ [c]𝜔 is suitably closed if, for each 𝑛 > 0 and 𝜉 ∈ 𝑌
0

𝑛
so that

{𝜉 + 𝑗 ∶ 𝑗 < 𝑛} ∩ 𝐴 ≠ ∅, we have that

{𝜉 + 𝑗 ∶ 𝑗 < 𝑛} ∪⋃

𝑗<𝑛

⋃

𝑘∈𝜔

𝑓
𝑗

𝜉
(𝑘) ⊂ 𝐴.

Let  be the set of all homomorphisms 𝜎 ∶ [𝐴]
<𝜔

→ 2, with 𝐴 ∈ [c]𝜔 suitably closed,
satisfying that, for every 𝑛 > 0 and 𝜉 ∈ 𝐴 ∩ 𝑌

0

𝑛
,

𝜎({𝜉 + 𝑗}) = 𝑝𝜉 − lim
𝑘∈𝜔

𝜎(𝑓
𝑗

𝜉
(𝑘)),

for each 𝑗 < 𝑛.

Claim 11. There is an enumeration {𝜎𝜇 ∶ 𝜇 ∈ [𝜔, c)} so that, for every 𝜇 ∈ [𝜔, c),
⋃ dom(𝜎𝜇) ⊂ 𝜇.

In what follows, we will construct suitable homomorphisms 𝜎𝜇 ∶ [c]<𝜔 → 2, for each
𝜇 ∈ [𝜔, c). Note that it is enough to define 𝜎𝜇 in the subset {{𝜉} ∶ 𝜉 ∈ c}, since this is a basis
for [c]<𝜔.

Claim 12. For each 𝑛 > 0, there is an enumeration {𝑔𝜉 ∶ 𝜉 ∈ 𝑋
1

𝑛
} of all functions 𝑔 ∶ 𝑆 → 2,

with 𝑆 ∈ [c]<𝜔, so that dom(𝑔𝜉) ⊂ 𝜉 , for every 𝜉 ∈ 𝑋 1

𝑛
, and that for each 𝑔 ∶ 𝑆 → 2 as above,

|{𝜉 ∈ 𝑋
1

𝑛
∶ 𝑔𝜉 = 𝑔}| = c.

Let 𝜇 ∈ [𝜔, c). If 𝜉 < c is such that {𝜉} ∈ dom(𝜎𝜇), we put 𝜎𝜇({𝜉}) = 𝜎𝜇({𝜉}). Otherwise,
we have a few cases to consider:

1) if 𝜉 ∈ 𝑋1 and 𝜇 ∈ dom(𝑔𝜉), we put 𝜎𝜇({𝜉}) = 𝑔𝜉(𝜇);

2) if 𝜉 ∈ 𝑋1 and 𝜇 ∉ dom(𝑔𝜉), we put 𝜎𝜇({𝜉}) = 0;
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3) for the remaining elements of 𝑋0, 𝜎𝜇 is defined recursively, by putting
{

𝜎𝜇({𝜉 + 𝑗}) = 𝑝𝜉 − lim𝑘∈𝜔 𝜎𝜇(𝑓
𝑗

𝜉
(𝑘)) if 𝜉 ∈ 𝑌 0

𝑛
and 𝑗 < 𝑛;

𝜎𝜇({𝜉}) = 0, if 𝜉 ∉ {𝛼 + 𝑗 ∶ 𝛼 ∈ 𝑌
0

𝑛
, 𝑗 < 𝑛}.

The definition above uniquely extends each 𝜎𝜇 to a homomorphism 𝜎𝜇 ∶ [c]<𝜔 → 2,
which satisfies that, for each 𝑛 > 0, 𝜉 ∈ 𝑌 0

𝑛
and 𝑗 < 𝑛,

𝜎𝜇({𝜉 + 𝑗}) = 𝑝𝜉 − lim
𝑘∈𝜔

𝜎𝜇(𝑓
𝑗

𝜉
(𝑘)). (*)

Let now  ≐ {𝜎𝜇 ∶ 𝜔 ≤ 𝜇 < c} and 𝜏 be the topology on [c]<𝜔 generated by the
homomorphisms in . We call 𝐺 the topological group ([c]<𝜔, 𝜏). We claim that 𝐺 is
Hausdorff. Indeed, given 𝑥 ∈ [c]<𝜔 ⧵ {∅}, let 𝐴 be a suitably closed set containing 𝑥 . We
may use Corollary 5.1.7 with 𝐸 = 𝐴, 𝐼 = 𝐴 ∩ 𝑌0,  = {𝑥} and, for each 𝑛 > 0 and 𝜉 ∈ 𝑌 0

𝑛
∩𝐴,

𝑑𝜉 = ({𝜉}, ..., {𝜉 +𝑛−1}), to fix a homomorphism 𝜎 ∶ [𝐴]
<𝜔

→ 2 so that 𝜎 ∈  and 𝜎(𝑥) = 1.
By construction, there exists 𝜇 ∈ [𝜔, c) so that 𝜎𝜇 = 𝜎, and hence 𝜎𝜇(𝑥) = 1.

Claim 13. For every 𝑛 > 0, 𝐺𝑛 is countably pracompact.

Proof of the claim. Fix 𝑛 > 0. We claim that ([𝑋𝑛]
<𝜔
)
𝑛
⊂ 𝐺

𝑛 is a witness to the countable
pracompactness property in 𝐺𝑛. Indeed, if 𝑈 is a nonempty open subset of 𝐺, we may fix a
function 𝑔 ∶ 𝑆 → 2, with 𝑆 ∈ [c]<𝜔, so that

𝑈 ⊃ ⋂

𝜇∈𝑆

𝜎𝜇

−1

(𝑔(𝜇)).

Then, by construction, we may choose 𝜉 ∈ 𝑋 1

𝑛
∩ (𝜇, c) so that 𝑔𝜉 = 𝑔 , and thus {𝜉} ∈ 𝑈 ,

which shows that [𝑋𝑛]
<𝜔 is dense in 𝐺, and therefore ([𝑋𝑛]

<𝜔
)
𝑛 is dense in 𝐺𝑛.

We shall now prove that every infinite sequence {𝑥𝑘 ∶ 𝑘 ∈ 𝜔} of elements in ([𝑋𝑛]
<𝜔
)
𝑛

has an accumulation point in 𝐺𝑛. In fact, by Lemma 2.2.8, there are:

• elements 𝑑0,..., 𝑑𝑛−1 ∈ [𝑋𝑛]
<𝜔;

• a subsequence (𝑥𝑘𝑙
)𝑙∈𝜔;

• for some 0 ≤ 𝑡 ≤ 𝑛, a sequence (𝑦𝑙)𝑙∈𝜔 in ([𝑋𝑛]
<𝜔
)
𝑡

• for each 0 ≤ 𝑠 < 𝑛, a function 𝑃𝑠 ∶ 𝑡 → 2,

satisfying that

i1) 𝑥 𝑠
𝑘𝑙
=
(

𝑡−1

∑

𝑗=0

𝑃𝑠(𝑗)𝑦
𝑗

𝑙 )
△ 𝑑𝑠, for every 𝑙 ∈ 𝜔 and 0 ≤ 𝑠 < 𝑛.

i2) {𝑦
𝑗

𝑙
∶ 𝑙 ∈ 𝜔, 0 ≤ 𝑗 < 𝑡} is linearly independent.
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By construction, there exists 𝜉 ∈ 𝑌 0

𝑛
so that 𝑓 𝑗

𝜉
(𝑙) = 𝑦

𝑗

𝑙
, for every 𝑙 ∈ 𝜔 and 0 ≤ 𝑗 < 𝑡. Since

𝜎𝜇({𝜉 + 𝑗}) = 𝑝𝜉 − lim
𝑙∈𝜔

𝜎𝜇(𝑓
𝑗

𝜉
(𝑙)),

for each 𝜇 ∈ [𝜔, c) and 0 ≤ 𝑗 < 𝑛, we conclude that, for each 0 ≤ 𝑠 < 𝑛,

(

𝑡−1

∑

𝑗=0

𝑃𝑠(𝑗){𝜉 + 𝑗}
)
△ 𝑑𝑠 = 𝑝𝜉 − lim

𝑙∈𝜔

𝑥
𝑠

𝑘𝑙
,

and therefore {𝑥𝑘 ∶ 𝑘 ∈ 𝜔} has an accumulation point in 𝐺𝑛.3

Claim 14. 𝐺
𝜔 is not countably pracompact.

Proof of the claim. Let 𝑌 ⊂ 𝐺
𝜔 be a dense subset. Consider the set {𝑈 𝑗

𝑘
∶ 𝑘 ∈ 𝜔, 𝑗 ∈ 𝜔} of

non-empty open subsets of 𝐺 given by Lemma 2.2.10. For each 𝑘 ∈ 𝜔, we may choose an
element 𝑥𝑘 ∈ 𝑌 ∩∏

𝑗≤𝑘
𝑈
𝑗

𝑘
× 𝐺

𝜔⧵𝑘+1, and hence

{𝑥
𝑗

𝑘
∶ 𝑗 ∈ 𝜔, 𝑘 ≥ 𝑗}

is linearly independent. In what follows, we will show that there exists a subsequence of
{𝑥𝑘 ∶ 𝑘 ∈ 𝜔} which does not have an accumulation point in 𝐺𝜔.

For an element 𝐷 ∈ [c]<𝜔, we define

SUPP(𝐷) ≐ {𝑛 > 0 ∶ 𝐷 ∩ 𝑋𝑛 ≠ ∅}.

We will split the proof in two cases.

Case 1: There exists 𝑗 ∈ 𝜔 so that ⋃
𝑘∈𝜔

SUPP(𝑥 𝑗
𝑘
) is infinite.

In this case, we may fix a subsequence {𝑥
𝑗

𝑘𝑚
∶ 𝑚 ∈ 𝜔} such that

SUPP(𝑥 𝑗
𝑘𝑚
) ⧵

(

⋃

𝑝<𝑚

SUPP(𝑥 𝑗
𝑘𝑝
)

)

≠ ∅, (5.1)

for every 𝑚 ∈ 𝜔. We may also assume that 𝑘0 ≥ 𝑗 , and hence {𝑥
𝑗

𝑘𝑚
∶ 𝑚 ∈ 𝜔} is linearly

independent.

Now we shall show that, for each 𝑥 ∈ 𝐺, 𝑥 is not an accumulation point of {𝑥 𝑗
𝑘𝑚

∶ 𝑚 ∈ 𝜔}.
First, note that, given 𝑥 ∈ 𝐺, there exists 𝑁0 ∈ 𝜔 such that, for every 𝑚 ≥ 𝑁0,

SUPP(𝑥 𝑗
𝑘𝑚
) ⧵

(

⋃

𝑝<𝑚

SUPP(𝑥 𝑗
𝑘𝑝
) ∪ SUPP(𝑥)

)

≠ ∅.

3 In fact, the accumulation point obtained even belongs to ([𝑋𝑛]
<𝜔
)
𝑛 itself. This shows that the subgroup

[𝑋𝑛]
<𝜔 has its nth-power countably compact, for each 𝑛 > 0.
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In fact, since SUPP(𝑥) is finite and (5.1) holds, there cannot be infinitely many elements
𝑥
𝑗

𝑘𝑚
such that SUPP(𝑥 𝑗

𝑘𝑚
) ⊂ ⋃

𝑝<𝑚
SUPP(𝑥 𝑗

𝑘𝑝
) ∪ SUPP(𝑥).

Let
𝐹0 ≐ ⋃

𝑝<𝑁0

SUPP(𝑥 𝑗
𝑘𝑝
) ∪ SUPP(𝑥)

and, for 𝑖 > 0,

𝐹𝑖 ≐ SUPP(𝑥 𝑗
𝑘𝑁

0
+𝑖−1

) ⧵

(

⋃

𝑝<𝑁0+𝑖−1

SUPP(𝑥 𝑗
𝑘𝑝
) ∪ SUPP(𝑥)

)

.

Define also, for each 𝑖 ∈ 𝜔,

𝐷𝑖 ≐
(
⋃

𝑚∈𝜔

𝑥
𝑗

𝑘𝑚
∪ 𝑥

)
∩
(
⋃

𝑛∈𝐹𝑖

𝑋𝑛
)
,

and let 𝐴𝑖 be a suitably closed set containing 𝐷𝑖 such that 𝐴𝑖 ⊂ ⋃
𝑛∈𝐹𝑖

𝑋𝑛. Since (𝐹𝑖)𝑖∈𝜔 is a
family of pairwise disjoint sets, we have that (𝐴𝑖)𝑖∈𝜔 is also a family of pairwise disjoint
sets.

Now we may use Corollary 5.1.7 with: 𝐸 = 𝐴0; 𝐼 = 𝐴0 ∩ 𝑌0;  = {𝑥}; and, for every
𝑛 > 0 and 𝜉 ∈ 𝑌

0

𝑛
∩ 𝐴0, 𝑑𝜉 = ({𝜉}, ..., {𝜉 + 𝑛 − 1}), to fix a homomorphism 𝜃0 ∶ [𝐴0]

<𝜔
→ 2

such that 𝜃0 ∈  and 𝜃0(𝑥) = 0
4. For 𝑙 > 0, suppose that we have constructed a set of

homomorphisms {𝜃𝑖 ∶ 𝑖 < 𝑙} ⊂  such that

i1) 𝜃0(𝑥) = 0.

i2) 𝜃𝑖 is a homomorphism defined in [⋃𝑝≤𝑖
𝐴𝑝]

<𝜔

taking values in 2, for each 𝑖 < 𝑙.

i3) 𝜃𝑖 extends 𝜃𝑖−1 for each 0 < 𝑖 < 𝑙.

i4) 𝜃𝑖(𝑥
𝑗

𝑘𝑁
0
+𝑝

) = 1 for each 0 < 𝑖 < 𝑙 and 𝑝 = 0, ..., 𝑖 − 1.

Again by Corollary 5.1.7, we may define a homomorphism 𝜓𝑙 ∶ [𝐴𝑙]
<𝜔

→ 2 so that
𝜓𝑙 ∈  and

𝜓𝑙
(
𝑥
𝑗

𝑘𝑁
0
+𝑙−1

⧵⋃

𝑝<𝑙

𝐷𝑝
)
+ 𝜃𝑙−1

(
𝑥
𝑗

𝑘𝑁
0
+𝑙−1

∩⋃

𝑝<𝑙

𝐷𝑝
)
= 1.

Now, since 𝐴𝑙 ∩⋃
𝑖<𝑙
𝐴𝑖 = ∅, we may also define a homomorphism 𝜃𝑙 ∶ [⋃𝑝≤𝑙

𝐴𝑝]

<𝜔

→ 2

extending both 𝜃𝑙−1 and 𝜓𝑙. By construction, we have that 𝜃𝑙(𝑥) = 0 and 𝜃𝑙(𝑥
𝑗

𝑘𝑁
0
+𝑝

) = 1 for
every 𝑝 = 0, ..., 𝑙 − 1. Also, it follows that 𝜃𝑙 ∈ , since 𝜓𝑙 ∈  and 𝜃𝑖 ∈  for every 𝑖 < 𝑙.
Therefore, there exists a family of homomorphisms {𝜃𝑙 ∶ 𝑙 ∈ 𝜔} ⊂  satisfying i1)-i4) for
every 𝑙 ∈ 𝜔.

Letting 𝐴 ≐ ⋃
𝑖∈𝜔
𝐴𝑖 and 𝜃 ≐ ⋃

𝑖∈𝜔
𝜃𝑖, the homomorphism 𝜃 ∶ [𝐴]

<𝜔
→ 2 satisfies that

𝜃 ∈ , since 𝜃𝑖 ∈  for each 𝑖 ∈ 𝜔. Also, 𝜃(𝑥) = 0 and 𝜃(𝑥 𝑗
𝑘𝑁

0
+𝑝

) = 1 for every 𝑝 ∈ 𝜔. By
construction, there exists 𝜇 ∈ [𝜔, c) so that 𝜃 = 𝜎𝜇, thus 𝜎𝜇 ∶ [c]<𝜔 → 2 satisfies that

4 If 𝑥 = ∅,  is not linearly independent and thus we cannot use Corollary 5.1.7, but it is clear that we can
still find such 𝜃0.
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𝜎𝜇(𝑥
𝑗

𝑘𝑚
) = 1 for each 𝑚 ≥ 𝑁0, and 𝜎𝜇(𝑥) = 0. Hence, the element 𝑥 ∈ 𝐺, which was chosen

arbitrarily, is not an accumulation point of {𝑥 𝑗
𝑘𝑚

∶ 𝑚 ∈ 𝜔}. In particular, {𝑥𝑘𝑚 ∶ 𝑚 ∈ 𝜔} does
not have an accumulation point in 𝐺𝜔.

Case 2: For every 𝑗 ∈ 𝜔, 𝑀𝑗 ≐ ⋃
𝑘∈𝜔

SUPP(𝑥 𝑗
𝑘
) is finite.

In this case, we claim that for each 𝑗 ∈ 𝜔 there exists a subsequence {𝑘
𝑗

𝑚
∶ 𝑚 ∈ 𝜔}

so that, for every 𝑖 ≤ 𝑗 and 𝑛 ∈ 𝑀𝑖, either the family {𝑥
𝑖

𝑘
𝑗

𝑚

∩ 𝑋𝑛 ∶ 𝑚 ∈ 𝜔} is linearly
independent or constant. Indeed, for 𝑗 = 0 and 𝑛0 ∈ 𝑀0, if there exists an infinite subset of
{𝑥

0

𝑘
∩ 𝑋𝑛0

∶ 𝑘 ∈ 𝜔} which is linearly independent, we may fix a subsequence {𝑘
0,0

𝑚
∶ 𝑚 ∈ 𝜔}

so that {𝑥0
𝑘
0,0

𝑚

∩ 𝑋𝑛0
∶ 𝑚 ∈ 𝜔} is linearly independent; otherwise we may fix a subsequence

{𝑘
0,0

𝑚
∶ 𝑚 ∈ 𝜔} so that {𝑥0

𝑘
0,0

𝑚

∩ 𝑋𝑛0
∶ 𝑚 ∈ 𝜔} is constant. Then, if it exists, we may consider

another 𝑛1 ∈ 𝑀0 and repeat the process to obtain a subsequence {𝑘
0,1

𝑚
∶ 𝑚 ∈ 𝜔} which

refines {𝑘0,0
𝑚

∶ 𝑚 ∈ 𝜔} and satisfies the desired property for 𝑛0 and 𝑛1. Since 𝑀0 is finite,
proceeding inductively we may obtain the required subsequence {𝑘

0

𝑚
∶ 𝑚 ∈ 𝜔} in the last

step. Then, we repeat the process for the next coordinates, always refining the previous
subsequence. Now, fix such subsequences {𝑘

𝑗

𝑚
∶ 𝑚 ∈ 𝜔}, for each 𝑗 ∈ 𝜔. We may also

suppose that 𝑘𝑗
0
≥ 𝑗 for each 𝑗 ∈ 𝜔.

For each 𝑗 ∈ 𝜔, let

𝑀𝑗 ≐ {𝑛 ∈ 𝑀𝑗 ∶ {𝑥
𝑗

𝑘
𝑗

𝑚

∩ 𝑋𝑛 ∶ 𝑚 ∈ 𝜔} is linearly independent}.

Note that 𝑀𝑗 ≠ ∅ for every 𝑗 ∈ 𝜔, since {𝑥
𝑗

𝑘
𝑗

𝑚

∩ 𝑋𝑛 ∶ 𝑚 ∈ 𝜔, 𝑛 ∈ 𝑀𝑗 } generates all the

elements in the infinite linearly independent set {𝑥 𝑗
𝑘
𝑗

𝑚

∶ 𝑚 ∈ 𝜔}.

Suppose that there exists 𝑗 ∈ 𝜔 so that |𝑀𝑗 | > 1. Fix then 𝑛0, 𝑛1 ∈ 𝑀𝑗 distinct. We shall
prove that in this case {𝑥

𝑗

𝑘
𝑗

𝑚

∶ 𝑚 ∈ 𝜔} does not have an accumulation point in 𝐺.

For that, consider:

• 𝑥 ∈ 𝐺 chosen arbitrarily;

• 𝑥0 ≐ 𝑥 ∩ 𝑋𝑛0
, 𝑥1 ≐ 𝑥 ∩ 𝑋𝑛1

;

• 𝑍0 ⊂ 𝑋𝑛0
a suitably closed set containing 𝑥

0 and ⋃{𝑥
𝑗

𝑘
𝑗

𝑚

∩ 𝑋𝑛0
∶ 𝑚 ∈ 𝜔}, so that

|𝑍0 ⧵⋃{𝑥
𝑗

𝑘
𝑗

𝑚

∩ 𝑋𝑛0
∶ 𝑚 ∈ 𝜔}| = 𝜔;

• 𝑍1 ⊂ 𝑋𝑛1
a suitably closed set containing 𝑥

1 and ⋃{𝑥
𝑗

𝑘
𝑗

𝑚

∩ 𝑋𝑛1
∶ 𝑚 ∈ 𝜔}, so that

|𝑍1 ⧵⋃{𝑥
𝑗

𝑘
𝑗

𝑚

∩ 𝑋𝑛1
∶ 𝑚 ∈ 𝜔}| = 𝜔;

• �̃� ≐ 𝑍0 ⊍ 𝑍1;

• 𝐼0 ≐ 𝑍0 ∩ 𝑌0(= 𝑍0 ∩ 𝑌
0

𝑛0
), 𝐼1 ≐ 𝑍1 ∩ 𝑌0(= 𝑍1 ∩ 𝑌

0

𝑛1
) and 𝐼 ≐ 𝐼0 ⊍ 𝐼1;

• for 𝜉 ∈ 𝐼 ,

𝑑𝜉 =

{

({𝜉}, ..., {𝜉 + 𝑛0 − 1}), if 𝜉 ∈ 𝐼0
({𝜉}, ..., {𝜉 + 𝑛1 − 1}), if 𝜉 ∈ 𝐼1.
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By Lemma 5.1.6 and Remark 8, there exists a homomorphism Φ̃ ∶ [�̃�]
<𝜔

→ 2 such that:

(i1) for every 𝑠 ∈ 𝑥0 ∪ 𝑥1, Φ̃({𝑠}) = 0;

(i2) for every 𝜉 ∈ 𝐼 ,

Φ̃({𝜉 + 𝑗}) =

{

𝑝𝜉 − lim𝑘∈𝜔 Φ̃(𝑓
𝑗

𝜉
(𝑘)), for every 𝑗 < 𝑛0, if 𝜉 ∈ 𝐼0

𝑝𝜉 − lim𝑘∈𝜔 Φ̃(𝑓
𝑗

𝜉
(𝑘)), for every 𝑗 < 𝑛1, if 𝜉 ∈ 𝐼1;

(i3)
{

𝑚 ∈ 𝜔 ∶ Φ̃
(
𝑥
𝑗

𝑘
𝑗

𝑚

∩ (𝑋𝑛0
∪ 𝑋𝑛1

)
)
= 0

}

is finite.

Now, fix a suitably closed set 𝐸 containing �̃�, 𝑥 and 𝑥
𝑗

𝑘
𝑗

𝑚

, for each 𝑚 ∈ 𝜔, so that
𝐸 ∩ 𝑋𝑛0

= 𝑍0 and 𝐸 ∩ 𝑋𝑛1
= 𝑍1. Consider the homomorphism Φ ∶ [𝐸]

<𝜔
→ 2 so that, for

each 𝜉 ∈ 𝐸,

Φ({𝜉}) =

{

Φ̃({𝜉}), if 𝜉 ∈ �̃�
0, if 𝜉 ∉ �̃�.

In particular, for every 𝑧 ∈ [𝐸]
<𝜔 so that 𝑧 ∩ (𝑋𝑛0

∪ 𝑋𝑛1
) = ∅, we have that Φ(𝑧) = 0, and

for every 𝑧 ∈ [�̃�]
<𝜔, Φ(𝑧) = Φ̃(𝑧).

It follows by construction that Φ ∈ . Furthermore,

Φ(𝑥) = Φ
((
𝑥 ∩ (𝑋𝑛0

∪ 𝑋𝑛1
)) △ (𝑥 ⧵ (𝑋𝑛0

∪ 𝑋𝑛1
)))

= Φ
(
(𝑥 ∩ 𝑋𝑛0

) △ (𝑥 ∩ 𝑋𝑛1
)
)
+ Φ

(
𝑥 ⧵ (𝑋𝑛0

∪ 𝑋𝑛1
)
)
= Φ̃(𝑥

0
) + Φ̃(𝑥

1
) = 0,

and, for every 𝑚 ∈ 𝜔,

Φ(𝑥
𝑗

𝑘
𝑗

𝑚

) = Φ
((
𝑥
𝑗

𝑘
𝑗

𝑚

∩ (𝑋𝑛0
∪ 𝑋𝑛1

)) △ (𝑥
𝑗

𝑘
𝑗

𝑚

⧵ (𝑋𝑛0
∪ 𝑋𝑛1

)))

= Φ
(
𝑥
𝑗

𝑘
𝑗

𝑚

∩ (𝑋𝑛0
∪ 𝑋𝑛1

)
)
+ Φ

(
𝑥
𝑗

𝑘
𝑗

𝑚

⧵ (𝑋𝑛0
∪ 𝑋𝑛1

)
)
= Φ̃

(
𝑥
𝑗

𝑘
𝑗

𝑚

∩ (𝑋𝑛0
∪ 𝑋𝑛1

)
)
.

Thus,
{

𝑚 ∈ 𝜔 ∶ Φ(𝑥
𝑗

𝑘
𝑗

𝑚

) = Φ(𝑥)

}

is finite. Since, by construction, there exists 𝜇 ∈ [𝜔, c) so that Φ = 𝜎𝜇, we conclude that
𝑥 cannot be an accumulation point of {𝑥 𝑗

𝑘
𝑗

𝑚

∶ 𝑚 ∈ 𝜔}. As the element 𝑥 ∈ 𝐺 was chosen

arbitrarily, the sequence {𝑥
𝑗

𝑘
𝑗

𝑚

∶ 𝑚 ∈ 𝜔} does not have an accumulation point in 𝐺. In
particular, {𝑥

𝑘
𝑗

𝑚

∶ 𝑚 ∈ 𝜔} does not have an accumulation point in 𝐺𝜔.

Therefore, henceforth we may suppose that |𝑀𝑗 | = 1 for every 𝑗 ∈ 𝜔. We have two
subcases to consider.

Case 2.1: There are 𝑗0, 𝑗1 ∈ 𝜔 distinct so that 𝑀𝑗0
∩𝑀𝑗1

= ∅.

Suppose that 𝑗1 > 𝑗0, and let 𝑛0 ∈ 𝑀𝑗0
, 𝑛1 ∈ 𝑀𝑗1

. We shall show that the sequence
{(𝑥

𝑗0

𝑘
𝑗
1

𝑚

, 𝑥
𝑗1

𝑘
𝑗
1

𝑚

) ∶ 𝑚 ∈ 𝜔} does not have an accumulation point in 𝐺2. For this, consider:
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• (𝑥
0
, 𝑥

1
) ∈ 𝐺

2 chosen arbitrarily;

• 𝑦0 ≐ 𝑥
𝑗1

𝑘
𝑗
1

0

∩ 𝑋𝑛0
and 𝑦1 ≐ 𝑥

𝑗0

𝑘
𝑗
1

0

∩ 𝑋𝑛1

5;

• 𝑍0 ⊂ 𝑋𝑛0
a suitably closed set containing (𝑥

0
∪ 𝑥

1
) ∩𝑋𝑛0

, 𝑦0 and ⋃{𝑥
𝑗0

𝑘
𝑗
1

𝑚

∩𝑋𝑛0
∶ 𝑚 ∈ 𝜔},

so that |𝑍0 ⧵⋃{𝑥
𝑗0

𝑘
𝑗
1

𝑚

∩ 𝑋𝑛0
∶ 𝑚 ∈ 𝜔}| = 𝜔;

• 𝑍1 ⊂ 𝑋𝑛1
a suitably closed set containing (𝑥

0
∪ 𝑥

1
) ∩𝑋𝑛1

, 𝑦1 and ⋃{𝑥
𝑗1

𝑘
𝑗
1

𝑚

∩𝑋𝑛1
∶ 𝑚 ∈ 𝜔},

so that |𝑍1 ⧵⋃{𝑥
𝑗1

𝑘
𝑗
1

𝑚

∩ 𝑋𝑛1
∶ 𝑚 ∈ 𝜔}| = 𝜔;

• �̃� ≐ 𝑍0 ⊍ 𝑍1;

• 𝐼0 ≐ 𝑍0 ∩ 𝑌0(= 𝑍0 ∩ 𝑌
0

𝑛0
), 𝐼1 ≐ 𝑍1 ∩ 𝑌0(= 𝑍1 ∩ 𝑌

0

𝑛1
) and 𝐼 ≐ 𝐼0 ⊍ 𝐼1;

• for 𝜉 ∈ 𝐼 ,

𝑑𝜉 =

{

({𝜉}, ..., {𝜉 + 𝑛0 − 1}), if 𝜉 ∈ 𝐼0
({𝜉}, ..., {𝜉 + 𝑛1 − 1}), if 𝜉 ∈ 𝐼1.

By Lemma 5.1.6, there exists a homomorphism Φ̃ ∶ [�̃�]
<𝜔

→ 2 such that:

(i1) for every 𝑠 ∈ (𝑥
0
∪ 𝑥

1
∪ 𝑦

0
∪ 𝑦

1
) ∩ (𝑋𝑛0

∪ 𝑋𝑛1
), Φ̃({𝑠}) = 0;

(i2) for every 𝜉 ∈ 𝐼 ,

Φ̃({𝜉 + 𝑗}) =

{

𝑝𝜉 − lim𝑘∈𝜔 Φ̃(𝑓
𝑗

𝜉
(𝑘)), for every 𝑗 < 𝑛0, if 𝜉 ∈ 𝐼0

𝑝𝜉 − lim𝑘∈𝜔 Φ̃(𝑓
𝑗

𝜉
(𝑘)), for every 𝑗 < 𝑛1, if 𝜉 ∈ 𝐼1;

(i3)
{

𝑚 ∈ 𝜔 ∶
(
Φ̃(𝑥

𝑗0

𝑘
𝑗
1

𝑚

∩ 𝑋𝑛0
), Φ̃(𝑥

𝑗1

𝑘
𝑗
1

𝑚

∩ 𝑋𝑛1
)
)
= (0, 0)

}

is finite.

Again, fix a suitably closed set 𝐸 containing �̃�, 𝑥0 ∪ 𝑥1 and 𝑥 𝑗0
𝑘
𝑗
1

𝑚

∪ 𝑥
𝑗1

𝑘
𝑗
1

𝑚

, for each 𝑚 ∈ 𝜔,
so that 𝐸 ∩ 𝑋𝑛0

= 𝑍0 and 𝐸 ∩ 𝑋𝑛1
= 𝑍1. Consider the homomorphism Φ ∶ [𝐸]

<𝜔
→ 2 such

that, for each 𝜉 ∈ 𝐸,

Φ({𝜉}) =

{

Φ̃({𝜉}), if 𝜉 ∈ �̃�
0, if 𝜉 ∉ �̃�.

It follows by construction that Φ ∈  and that, for each 𝑖 < 2,

Φ(𝑥
𝑖
) = Φ

((
𝑥
𝑖
∩ (𝑋𝑛0

∪ 𝑋𝑛1
)) △ (𝑥

𝑖
⧵ (𝑋𝑛0

∪ 𝑋𝑛1
)))

= Φ
(
(𝑥

𝑖
∩ 𝑋𝑛0

) △ (𝑥
𝑖
∩ 𝑋𝑛1

)
)
+ Φ

(
𝑥
𝑖
⧵ (𝑋𝑛0

∪ 𝑋𝑛1
)
)
= Φ̃(𝑥

𝑖
∩ 𝑋𝑛0

) + Φ̃(𝑥
𝑖
∩ 𝑋𝑛1

) = 0.

5 Recall that, by construction, the families {𝑥𝑗1
𝑘
𝑗
1

𝑚

∩ 𝑋𝑛0
∶ 𝑚 ∈ 𝜔} and {𝑥

𝑗0

𝑘
𝑗
1

𝑚

∩ 𝑋𝑛1
∶ 𝑚 ∈ 𝜔} are constant.
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Furthermore, for every 𝑚 ∈ 𝜔 and 𝑖 < 2,

Φ(𝑥
𝑗𝑖

𝑘
𝑗
1

𝑚

) = Φ
((
𝑥
𝑗𝑖

𝑘
𝑗
1

𝑚

∩ (𝑋𝑛0
∪ 𝑋𝑛1

)) △ (𝑥
𝑗𝑖

𝑘
𝑗
1

𝑚

⧵ (𝑋𝑛0
∪ 𝑋𝑛1

)))

= Φ
(
𝑥
𝑗𝑖

𝑘
𝑗
1

𝑚

∩ (𝑋𝑛0
∪ 𝑋𝑛1

)
)
+ Φ

(
𝑥
𝑗𝑖

𝑘
𝑗
1

𝑚

⧵ (𝑋𝑛0
∪ 𝑋𝑛1

)
)

= Φ̃
(
𝑥
𝑗𝑖

𝑘
𝑗
1

𝑚

∩ 𝑋𝑛0)
+ Φ̃

(
𝑥
𝑗𝑖

𝑘
𝑗
1

𝑚

∩ 𝑋𝑛1)
= Φ̃

(
𝑥
𝑗𝑖

𝑘
𝑗
1

𝑚

∩ 𝑋𝑛𝑖)
.

Thus,
{

𝑚 ∈ 𝜔 ∶
(
Φ(𝑥

𝑗0

𝑘
𝑗
1

𝑚

),Φ(𝑥
𝑗1

𝑘
𝑗
1

𝑚

)) = (Φ(𝑥
0
),Φ(𝑥

1
)
)

}

is finite, and therefore {(𝑥
𝑗0

𝑘
𝑗
1

𝑚

, 𝑥
𝑗1

𝑘
𝑗
1

𝑚

) ∶ 𝑚 ∈ 𝜔} does not have an accumulation point in 𝐺2. In
particular, {𝑥

𝑘
𝑗
1

𝑚

∶ 𝑚 ∈ 𝜔} does not have an accumulation point in 𝐺𝜔.

Case 2.2: For every 𝑗0, 𝑗1 ∈ 𝜔, 𝑀𝑗0
∩𝑀𝑗1

≠ ∅.

In this case, there exists 𝑛0 > 0 so that 𝑀𝑗 = {𝑛0} for every 𝑗 ∈ 𝜔. To make the notation
simpler, from now on we call {𝑘𝑚 ∶ 𝑚 ∈ 𝜔} the sequence {𝑘

𝑛0

𝑚
∶ 𝑚 ∈ 𝜔}. By construction,

{𝑥
𝑖

𝑘𝑚
∶ 𝑚 ∈ 𝜔, 𝑖 ≤ 𝑛0} is linearly independent and, for each 𝑖 ≤ 𝑛0, there exists 𝑐𝑖 ∈ [c]<𝜔 so

that 𝑐𝑖 ∩𝑋𝑛0
= ∅ and 𝑥 𝑖

𝑘𝑚
= (𝑥

𝑖

𝑘𝑚
∩𝑋𝑛0

) △ 𝑐𝑖, for every 𝑚 ∈ 𝜔. Thus, there exists 𝑚0 ∈ 𝜔 such
that

{𝑥
𝑖

𝑘𝑚
∩ 𝑋𝑛0

∶ 𝑚 ≥ 𝑚0, 𝑖 ≤ 𝑛0}

is linearly independent.

We shall prove that {(𝑥0
𝑘𝑚
, ..., 𝑥

𝑛0

𝑘𝑚
) ∶ 𝑚 ∈ 𝜔} does not have an accumulation point in

𝐺
𝑛0+1. For that, consider:

• 𝑥 = (𝑥
0
, ..., 𝑥

𝑛0
) ∈ 𝐺

𝑛0+1 chosen arbitrarily;

• for each 𝑖 = 0, ..., 𝑛0, 𝑦 𝑖𝑚 = 𝑥
𝑖

𝑘𝑚
∩ 𝑋𝑛0

for every 𝑚 ≥ 𝑚0.

• �̃� ⊂ 𝑋𝑛0
a suitably closed set containing (𝑥

0
∪ ... ∪ 𝑥

𝑛0
) ∩ 𝑋𝑛0

and 𝑦 𝑖
𝑚

, for every 𝑖 ≤ 𝑛0

and 𝑚 ≥ 𝑚0, so that |�̃� ⧵⋃{𝑦
𝑖

𝑚
∶ 𝑚 ≥ 𝑚0, 𝑖 ≤ 𝑛0}| = 𝜔;

• 𝐼 = �̃� ∩ 𝑌0 (=�̃� ∩ 𝑌
0

𝑛0
);

• for each 𝜉 ∈ 𝐼 , 𝑑𝜉 = ({𝜉}, ..., {𝜉 + 𝑛0 − 1}).

By Lemma 5.1.8, there exists a homomorphism Φ̃ ∶ [�̃�]
<𝜔

→ 2 such that

(i1) For every 𝑠 ∈ (𝑥
0
∪ ... ∪ 𝑥

𝑛0
) ∩ 𝑋𝑛0

, Φ̃({𝑠}) = 0.

(i2) For every 𝜉 ∈ 𝐼 and 𝑗 < 𝑛0,

Φ̃({𝜉 + 𝑗}) = 𝑝𝜉 − lim
𝑘∈𝜔

Φ̃(𝑓
𝑗

𝜉
(𝑘)).

(i3) {𝑚 ≥ 𝑚0 ∶ (Φ̃(𝑦
0

𝑚
)..., Φ̃(𝑦

𝑛0

𝑚
)) = (0, ..., 0)} is finite. Note that by construction Φ̃(𝑥

𝑖
∩

𝑋𝑛0
) = 0 for every 𝑖 = 0, ..., 𝑛0.



5.2 | THE CONSTRUCTION OF THE GROUP

85

Consider 𝐸 a suitably closed set containing �̃�, 𝑥0 ∪ ... ∪ 𝑥𝑛0 and 𝑥0
𝑘𝑚
∪ ... ∪ 𝑥

𝑛0

𝑘𝑚
, for each

𝑚 ≥ 𝑚0, so that 𝐸 ∩ 𝑋𝑛0
= �̃�. Hence, we may define a homomorphism Φ ∶ [𝐸]

<𝜔
→ 2 such

that, for each 𝜉 ∈ 𝐸,

Φ({𝜉}) =

{

Φ̃({𝜉}), if 𝜉 ∈ �̃�
0, if 𝜉 ∉ �̃�.

In particular, for every 𝑧 ∈ [𝐸]
<𝜔 so that 𝑧 ∩ 𝑋𝑛0

= ∅, we have that Φ(𝑧) = 0. Moreover,
for every 𝑧 ∈ [�̃�]

<𝜔, Φ(𝑧) = Φ̃(𝑧). Similarly to Case 2.1, it follows by construction that
Φ ∈  and that

{𝑚 ≥ 𝑚0 ∶ (Φ(𝑥
0

𝑘𝑚
), ...,Φ(𝑥

𝑛0

𝑘𝑚
)) = (Φ(𝑥

0
), ...,Φ(𝑥

𝑛0
))} is finite.

Again, we conclude that 𝑥 cannot be an accumulation point of {(𝑥0
𝑘𝑚
, ..., 𝑥

𝑛0

𝑘𝑚
) ∶ 𝑚 ∈ 𝜔}.

Therefore, in any case, we showed that there exists a subsequence of {𝑥𝑘 ∶ 𝑘 ∈ 𝜔}

which does not have an accumulation point in 𝐺
𝜔, and thus the group is not countably

pracompact.

As a corollary of the proof of Theorem 5.2.1, we obtain:

Corollary 5.2.3. Suppose that there are c incomparable selective ultrafilters. Then, for
each 𝑛 ∈ 𝜔, 𝑛 > 0, there exists a (Hausdorff) topological group whose nth power is countably
compact and the (n+1)th power is not selectively pseudocompact.

Proof. With the same notation of the proof of Theorem 5.2.1, for each 𝑛 > 0, we choose
the topological subgroup 𝐻 ≐ [𝑋𝑛]

<𝜔
⊂ 𝐺. As already mentioned in a footnote, 𝐻 𝑛 is

countably compact. Also, using Lemma 5.1.8 similarly to what was done in Case 2.2, one
can show that every sequence (𝑥

0

𝑘
, ..., 𝑥

𝑛

𝑘
)𝑘∈𝜔 in 𝐻

𝑛+1 so that {𝑥 𝑗
𝑘
∶ 𝑘 ∈ 𝜔, 𝑗 ≤ 𝑛} is linearly

independent does not have an accumulation point in 𝐻 𝑛+1. Then, it is enough to choose a
sequence of nonempty open sets {(𝑈 0

𝑘
× ... × 𝑈

𝑛

𝑘
) ∶ 𝑘 ∈ 𝜔} ⊂ 𝐻

𝑛+1, with {𝑈
𝑗

𝑘
∶ 𝑘 ∈ 𝜔, 𝑗 ≤ 𝑛}

as in Lemma 2.2.10, to prove that 𝐻 𝑛+1 is not selectively pseudocompact.

Recall that in [GT18] the authors proved the same result using CH.

As the next chapter also addresses the theme of productivity of pseudocompact-like
properties in topological groups, we will leave a more general conclusion of the subject to
be done there.
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Chapter 6

Consistent solutions to the

Comfort-like question for

countably pracompact groups in

the case of infinite successor

cardinals

This chapter will be devoted to proving the following result, which is in the article
[TT23]:

Theorem ([TT23], Theorem 4.1). Suppose that there are 2c incomparable selective ultrafilters.
Let 𝜅 ≤ 2

c be an infinite cardinal. Then there exists a (Hausdorff) topological group 𝐺 such
that 𝐺𝜅 is countably pracompact and 𝐺𝜅

+ is not countably pracompact.

This chapter will not have a specific section for auxiliary results since the lemmas that
we will need in the proof of the theorem above were already presented in the previous
chapter.

6.1 The construction of the group

Theorem 6.1.1 ([TT23], Theorem 4.1). Suppose that there are 2c incomparable selective
ultrafilters. Let 𝜅 ≤ 2

c be an infinite cardinal. Then there exists a (Hausdorff) topological
group 𝐺 such that 𝐺𝜅 is countably pracompact and 𝐺𝜅

+ is not countably pracompact.

Proof. The required group will be constructed giving a suitable topology to the Boolean
group [2

c
]
<𝜔.

Let {𝑋𝛾 ∶ 𝛾 < 𝜅} be a partition of 2c so that |𝑋𝛾 | = 2
c for every 𝛾 < 𝜅. For each 𝛾 < 𝜅,

we enumerate 𝑋𝛾 in strictly increasing order as {𝑥𝛾
𝛽
∶ 𝛽 < 2

c
} (in this case, it is clear that,

for every 𝛾 < 𝜅 and 𝛽 < 2
c, 𝛽 ≤ 𝑥

𝛾

𝛽
). Let also:

• {𝐽0, 𝐽1} be a partition of 2c so that |𝐽0| = |𝐽1| = 2
c and that 𝜔 ⊂ 𝐽1;
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• 𝑋 0

𝛾
≐ {𝑥

𝛾

𝛽
∶ 𝛽 ∈ 𝐽0} and 𝑋 1

𝛾
≐ {𝑥

𝛾

𝛽
∶ 𝛽 ∈ 𝐽1}, for each 𝛾 < 𝜅;

• 𝑋0 ≐ ⋃
𝛾<𝜅

𝑋
0

𝛾
and 𝑋1 ≐ ⋃

𝛾<𝜅
𝑋

1

𝛾
;

•  ≐ {𝑝𝜉 ∶ 𝜉 ∈ 𝐽0} be a family of incomparable selective ultrafilters, which exists by
hypothesis.

As has been done in previous chapters, we will enunciate some technical claims. Their
proofs are analogous to proofs of claims already made in previous chapters

Claim 15. There is an enumeration {𝐼𝛼 ∶ 𝛼 ∈ 𝐽0} of all injective sequences of 2c so that, for
every 𝛼 ∈ 𝐽0, rng(𝐼𝛼) ⊂ 𝛼.

Finally, for each 𝛼 ∈ 𝐽0 and 𝛾 < 𝜅, we define the function 𝑓 𝛾
𝛼
∶ 𝜔 → [𝑋𝛾]

<𝜔 as

𝑓
𝛾

𝛼
(𝑙) = {𝑥

𝛾

𝐼𝛼(𝑙)
},

for every 𝑙 ∈ 𝜔. Note that, for each 𝛼 ∈ 𝐽0 and 𝛾 < 𝜅, rng(𝑓 𝛾
𝛼
) ⊂ [𝑥

𝛾

𝛼
]
<𝜔.

Next we define which are the suitably closed sets of this construction.

Definition 6.1.2. A set 𝐴 ∈ [2
c
]
𝜔 is suitably closed if, for every 𝛾 < 𝜅 and 𝛽 ∈ 𝐽0, if 𝑥𝛾

𝛽
∈ 𝐴,

then ⋃
𝑙∈𝜔
𝑓
𝛾

𝛽
(𝑙) ⊂ 𝐴.

Let  be the set of all homomorphisms 𝜎 ∶ [𝐴]
<𝜔

→ 2, with 𝐴 suitably closed, such
that

𝜎({𝑥
𝛾

𝛽
}) = 𝑝𝛽 − lim

𝑙∈𝜔

𝜎(𝑓
𝛾

𝛽
(𝑙)),

for every 𝛾 < 𝜅 and 𝛽 ∈ 𝐽0 satisfying that 𝑥𝛾
𝛽
∈ 𝐴.

Claim 16. There is an enumeration {𝜎𝜇 ∶ 𝜇 ∈ [𝜔, 2
c
)} of  so that ⋃ dom(𝜎𝜇) ⊂ 𝜇, for every

𝜇 ∈ [𝜔, 2
c
).

We will properly extend each homomorphism 𝜎𝜇 to a homomorphism 𝜎𝜇 defined in
[2

c
]
<𝜔. For this purpose, we will also need the following claim.

Claim 17. There is an enumeration {𝑏𝛽 ∶ 𝛽 ∈ 𝐽1} of the set

 ≐ {{(𝛾0, 𝑔0), ..., (𝛾𝑘, 𝑔𝑘)} ∶ 𝑘 ∈ 𝜔, |{𝛾0, ..., 𝛾𝑘}| = 𝑘 + 1, and,
for each 𝑖 = 0, ..., 𝑘, 𝛾𝑖 < 𝜅, and 𝑔𝑖 ∶ 𝑆𝑖 → 2, for some 𝑆𝑖 ∈ [2

c
]
<𝜔
}

so that for every 𝛽 ∈ 𝐽1, 𝑏𝛽 = {(𝛾0, 𝑔0), ..., (𝛾𝑘, 𝑔𝑘)} is such that ⋃𝑘

𝑖=0
dom(𝑔𝑖) ⊂ 𝛽.

Given 𝜇 ∈ [𝜔, 2
c
), if 𝜉 < 2

c is such that {𝜉} ∈ dom(𝜎𝜇), we put 𝜎𝜇({𝜉}) = 𝜎𝜇({𝜉}).
Otherwise, we have a few cases to consider. Firstly, we define the homomorphism in the
remaining elements of 𝑋 1

𝛾
, for each 𝛾 < 𝜅, as described in the next paragraph.

Let 𝛾 < 𝜅 and 𝜉 ∈ 𝑋 1

𝛾
be so that {𝜉} ∉ dom(𝜎𝜇). Let also 𝛽 ∈ 𝐽1 be the element such that

𝜉 = 𝑥
𝛾

𝛽
. Now,
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• if there exists a function 𝑔 ∶ 𝑆 → 2, 𝑆 ∈ [2
c
]
<𝜔, so that (𝛾, 𝑔) ∈ 𝑏𝛽 and 𝜇 ∈ dom(𝑔),

we put 𝜎𝜇({𝜉}) = 𝑔(𝜇);

• otherwise, we put 𝜎𝜇({𝜉}) = 0.

Finally, in the remaining elements of 𝑋 0

𝛾
, for each 𝛾 < 𝜅, we define 𝜎𝜇 recursively, by

putting
𝜎𝜇({𝑥

𝛾

𝛽
}) = 𝑝𝛽 − lim

𝑙∈𝜔

𝜎𝜇(𝑓
𝛾

𝛽
(𝑙)),

for each 𝛽 ∈ 𝐽0.

Now we define  ≐ {𝜎𝜇 ∶ 𝜇 ∈ [𝜔, 2
c
)}. It is clear by the construction that, for each

𝜇 ∈ [𝜔, 2
c
),

𝜎𝜇({𝑥
𝛾

𝛽
}) = 𝑝𝛽 − lim

𝑙∈𝜔

𝜎𝜇(𝑓
𝛾

𝛽
(𝑙)),

for every 𝛾 < 𝜅 and 𝛽 ∈ 𝐽0. Let 𝐺 be the group [2
c
]
<𝜔 endowed with the topology generated

by the homomorphisms in .

Given 𝑥 ∈ 𝐺, we define, similarly as before,

SUPP(𝑥) = {𝛾 < 𝜅 ∶ 𝑥 ∩ 𝑋𝛾 ≠ ∅}.

We claim that 𝐺 is Hausdorff. Indeed, let 𝑥 ∈ [2
c
]
<𝜔

⧵ {∅} and, given 𝛾 ∈ SUPP(𝑥),
𝑧 = 𝑥 ∩𝑋𝛾 . Let also 𝐴0 ⊂ 𝑋𝛾 be a suitably closed set containing 𝑧. In order to use Corollary
5.1.7, consider:

• 𝐸 = 𝐴0;

• 𝐼 = 𝐴0 ∩ 𝑋
0

𝛾
;

•  = {𝑧};

• {𝑞𝜉 ∶ 𝜉 ∈ 𝐼 } ⊂  so that, for each 𝜉 ≐ 𝑥
𝛾

𝛽
∈ 𝐼 , 𝑞𝜉 ≐ 𝑝𝛽;

and, for each 𝜉 ≐ 𝑥
𝛾

𝛽
∈ 𝐼 ,

• 𝑘𝜉 = 1;

• 𝑔𝜉 = 𝑓
𝛾

𝛽
;

• 𝑑𝜉 = {𝑥
𝛾

𝛽
}.

By Corollary 5.1.7, we may fix a homomorphism 𝜎0 ∶ [𝐴0]
<𝜔

→ 2 so that 𝜎0 ∈  and
𝜎0(𝑧) = 1. Now, let 𝐴 be a suitably closed set containing 𝑥 so that 𝐴 ∩ 𝑋𝛾 = 𝐴0 and
𝜎 ∶ [𝐴]

<𝜔
→ 2 be a homomorphism so that

𝜎({𝜉}) =

{

𝜎0({𝜉}), if 𝜉 ∈ 𝐴0

0, if 𝜉 ∉ 𝐴0.

Then, 𝜎 ∈  and 𝜎(𝑥) = 𝜎((𝑥 ∩𝑋𝛾)△ (𝑥 ⧵𝑋𝛾)) = 1. By construction, there exists 𝜇 ∈ [𝜔, 2
c
)

so that 𝜎𝜇 = 𝜎, and hence 𝜎𝜇(𝑥) = 1.

Claim 18. 𝐺
𝜅 is countably pracompact.
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Proof of the claim. We claim that {({𝑥𝛾
𝛽
})𝛾<𝜅 ∶ 𝛽 < 2

c
} ⊂ 𝐺

𝜅 is a dense subset for which
every sequence has an accumulation point in 𝐺𝜅 .

For 𝑘 ∈ 𝜔, let {𝛾0, ..., 𝛾𝑘} ⊂ 𝜅 be a finite set of size 𝑘 + 1 and, for each 𝑖 ∈ {0, ..., 𝑘}, let

• 𝜇𝑖
0
, ..., 𝜇

𝑖

𝑗𝑖
∈ [𝜔, 2

c
), for some 𝑗𝑖 ∈ 𝜔;

• 𝑔𝑖 ∶ {𝜇
𝑖

0
, ..., 𝜇

𝑖

𝑗𝑖
} → 2 be a function.

We shall prove that, if
𝑗𝑖

⋂

𝑝=0

(𝜎
𝜇
𝑖

𝑝

)

−1

(𝑔𝑖(𝜇
𝑖

𝑝
)) ≠ ∅,

for every 𝑖 = 0, ..., 𝑘, then there exists 𝛽0 ∈ 𝐽1 so that {𝑥𝛾𝑖
𝛽0
} ∈ ⋂

𝑗𝑖

𝑝=0
(𝜎

𝜇
𝑖

𝑝

)
−1
(𝑔𝑖(𝜇

𝑖

𝑝
)) for each

𝑖 = 0, ..., 𝑘. For that, let 𝛽0 ∈ 𝐽1 be so that

{(𝛾0, 𝑔0), ..., (𝛾𝑘, 𝑔𝑘)} = 𝑏𝛽0
.

Since, by construction, ⋃ dom(𝜎𝜇) ⊂ 𝜇 for every 𝜇 ∈ [𝜔, 2
c
), ⋃𝑘

𝑖=0
dom(𝑔𝑖) ⊂ 𝛽0 and

𝛽0 ≤ 𝑥
𝛾

𝛽0
for every 𝛾 < 𝜅, it follows that 𝜎

𝜇
𝑖

𝑝

({𝑥
𝛾𝑖

𝛽0
}) = 𝑔𝑖(𝜇

𝑖

𝑝
) for each 𝑖 = 0, ..., 𝑘 and

𝑝 = 0, ..., 𝑗𝑖, as we wanted.

Furthermore, given an injective sequence 𝐼𝛼 ∶ 𝜔 → 2
c, for some 𝛼 ∈ 𝐽0, we claim that

{({𝑥
𝛾

𝐼𝛼(𝑙)
})𝛾<𝜅 ∶ 𝑙 ∈ 𝜔} has ({𝑥𝛾

𝛼
})𝛾<𝜅 as accumulation point. Indeed, for every 𝜇 ∈ [𝜔, 2

c
), by

construction,
𝜎𝜇({𝑥

𝛾

𝛼
}) = 𝑝𝛼 − lim

𝑙∈𝜔

𝜎𝜇({𝑥
𝛾

𝐼𝛼(𝑙)
}),

for each 𝛾 < 𝜅.

Claim 19. 𝐺
𝜅
+ is not countably pracompact.

Proof of the claim. Since the proof of this claim is similar to the proof of Claim 14 of
Theorem 5.2.1, we omit the details of some arguments.

Let 𝑍 ⊂ 𝐺
𝜅
+

be a dense subset. We shall show that there exists a sequence in 𝑍 that
does not have an accumulation point in 𝐺𝜅

+

. We will again split the proof of this claim in
two cases.

Case 1: There exists 𝑗 ∈ 𝜅+ so that ⋃
𝑧∈𝑍

SUPP(𝑧𝑗) is infinite.

In this case, we may fix a sequence {𝑧𝑚 ∶ 𝑚 ∈ 𝜔} ⊂ 𝑍 so that

SUPP(𝑧𝑗
𝑚
) ⧵ ⋃

𝑝<𝑚

SUPP(𝑧𝑗
𝑝
) ≠ ∅,

for every 𝑚 ∈ 𝜔. We shall show that, for a given 𝑦 ∈ 𝐺, 𝑦 is not an accumulation point of
{𝑧

𝑗

𝑚
∶ 𝑚 ∈ 𝜔}. In particular, this shows that {𝑧𝑚 ∶ 𝑚 ∈ 𝜔} does not have an accumulation

point in 𝐺𝜅
+

.
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Remark 9. Although the arguments are analogous to those in Case 1 of Claim 14, as
we are about to see, there is another technical complication in this case. We can only
guarantee the validity of Corollary 5.1.7 for suitably closed sets 𝐴 so that 𝐴 ⊂ 𝑋𝛾 , for some
𝛾 < 𝜅. In fact, while the mapping 𝜉 ∈ 𝑋0 ∩ 𝐴 → 𝑞𝜉 ∈  has to be injective1, we wish to
map 𝑥𝛾

𝛽
, for 𝛽 ∈ 𝐽0 and 𝛾 < 𝜅, to 𝑝𝛽 .

Let:

1) 𝑀0 ∈ 𝜔 be such that, for every 𝑚 ≥ 𝑀0,

SUPP(𝑧𝑗
𝑚
) ⧵

(

⋃

𝑝<𝑚

SUPP(𝑧𝑗
𝑝
) ∪ SUPP(𝑦)

)

≠ ∅;

2) 𝐹0 ≐ ⋃

𝑝<𝑀0

SUPP(𝑧𝑗
𝑝
) ∪ SUPP(𝑦);

3) for each 𝑖 > 0,

𝐹𝑖 ≐ SUPP(𝑧𝑗
𝑀0+𝑖−1

) ⧵

(

⋃

𝑝<𝑀0+𝑖−1

SUPP(𝑧𝑗
𝑝
) ∪ SUPP(𝑦)

)

;

4) for each 𝑖 ∈ 𝜔,
𝐷𝑖 ≐

(
⋃

𝑚∈𝜔

𝑧
𝑗

𝑚
∪ 𝑦

)
∩
(
⋃

𝛾∈𝐹𝑖

𝑋𝛾
)
;

5) 𝐴𝑖 be a suitably closed set containing 𝐷𝑖 such that 𝐴𝑖 ⊂ ⋃
𝛾∈𝐹𝑖

𝑋𝛾 ;

6) for each 𝑖 ∈ 𝜔, 𝛾𝑖 ∈ 𝐹𝑖 be arbitrarily chosen;

7) for each 𝑖 ∈ 𝜔, 𝐴0

𝑖
⊂ 𝑋𝛾𝑖

be a suitably closed set containing 𝐴𝑖 ∩ 𝑋𝛾𝑖
.

In order to use Corollary 5.1.7, consider

• 𝐸 = 𝐴
0

0
;

• 𝐼 = 𝐴
0

0
∩ 𝑋

0

𝛾0
;

• {𝑞𝜉 ∶ 𝜉 ∈ 𝐼 } ⊂  so that, for each 𝜉 ≐ 𝑥
𝛾0

𝛽
∈ 𝐼 , 𝑞𝜉 ≐ 𝑝𝛽;

and, for each 𝜉 ≐ 𝑥
𝛾0

𝛽
∈ 𝐼 ,

• 𝑘𝜉 = 1;

• 𝑔𝜉 = 𝑓
𝛾0

𝛽
;

• 𝑑𝜉 = {𝑥
𝛾0

𝛽
}.

1 Indeed, 𝑋0 ∩ 𝐴 will be the set 𝐼 , in the notation of Corollary 5.1.7, and then (𝑞𝜉 )𝜉∈𝐼 has to be a family of
incomparable selective ultrafilters.
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By Corollary 5.1.7, we may ensure the existence of a homomorphism ̃
𝜃0 ∶ [𝐴

0

0
]
<𝜔

→ 2

such that ̃𝜃0 ∈  and ̃
𝜃0(𝑦 ∩ 𝑋𝛾0

) = 0. Then, we define 𝜃0 ∶ [𝐴0]
<𝜔

→ 2 so that, for every
𝜉 ∈ 𝐴0,

𝜃0({𝜉}) =

{

̃
𝜃0({𝜉}), if 𝜉 ∈ 𝐴0

0

0, if 𝜉 ∉ 𝐴0

0
.

Note that, in this case, we still have 𝜃0 ∈ , and also

𝜃0(𝑦) = 𝜃0(𝑦 ∩ 𝑋𝛾0
) + 𝜃0(𝑦 ⧵ 𝑋𝛾0

) =
̃
𝜃0(𝑦 ∩ 𝑋𝛾0

) = 0.

Suppose that we have constructed a set of homomorphisms {𝜃𝑖 ∶ 𝑖 < 𝑙} ⊂ , for 𝑙 > 0,
such that:

i1) 𝜃𝑖 is a homomorphism defined in [⋃𝑝≤𝑖
𝐴𝑝]

<𝜔

taking values in 2, for each 𝑖 < 𝑙;

i2) 𝜃0(𝑦) = 0;

i3) 𝜃𝑖 extends 𝜃𝑖−1 for each 0 < 𝑖 < 𝑙;

i4) 𝜃𝑖(𝑧
𝑗

𝑀0+𝑝
) = 1 for each 0 < 𝑖 < 𝑙 and 𝑝 = 0, ..., 𝑖 − 1.

Again, in order to use Corollary 5.1.7, consider:

• 𝐸 = 𝐴
0

𝑙
;

• 𝐼 = 𝐴
0

𝑙
∩ 𝑋

0

𝛾𝑙
;

• {𝑞𝜉 ∶ 𝜉 ∈ 𝐼 } ⊂  so that, for each 𝜉 ≐ 𝑥
𝛾𝑙

𝛽
∈ 𝐼 , 𝑞𝜉 ≐ 𝑝𝛽;

and, for each 𝜉 ≐ 𝑥
𝛾𝑙

𝛽
∈ 𝐼 ,

• 𝑘𝜉 = 1;

• 𝑔𝜉 = 𝑓
𝛾𝑙

𝛽
;

• 𝑑𝜉 = {𝑥
𝛾𝑙

𝛽
}.

By Corollary 5.1.7, we may ensure the existence of a homomorphism ̃
𝜓 ∶ [𝐴

0

𝑙
]
<𝜔

→ 2

so that ̃
𝜓 ∈  and

̃
𝜓
(
𝑧
𝑗

𝑀0+𝑙−1
∩ 𝑋𝛾𝑙)

+ 𝜃𝑙−1
(
𝑧
𝑗

𝑀0+𝑙−1
⧵⋃

𝛾∈𝐹𝑙

𝑋𝛾
)
= 1.

Then, we define 𝜓 ∶ [𝐴𝑙]
<𝜔

→ 2 so that, for every 𝜉 ∈ 𝐴𝑙,

𝜓({𝜉}) =

{

̃
𝜓({𝜉}), if 𝜉 ∈ 𝐴0

𝑙

0, if 𝜉 ∉ 𝐴0

𝑙
.

Let 𝜃𝑙 ∶ [⋃𝑝≤𝑙
𝐴𝑝]

<𝜔

→ 2 be a homomorphism extending both 𝜃𝑙−1 and 𝜓. By construc-
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tion, we have that 𝜃𝑙(𝑦) = 0, 𝜃𝑙 ∈ , and also that

𝜃𝑙(𝑧
𝑗

𝑀0+𝑙−1
) = 𝜃𝑙

(
𝑧
𝑗

𝑀0+𝑙−1
∩⋃

𝛾∈𝐹𝑙

𝑋𝛾
)
+ 𝜃𝑙

(
𝑧
𝑗

𝑀0+𝑙−1
⧵⋃

𝛾∈𝐹𝑙

𝑋𝛾
)

=
̃
𝜓
(
𝑧
𝑗

𝑀0+𝑙−1
∩ 𝑋𝛾𝑙)

+ 𝜓
(
𝑧
𝑗

𝑀0+𝑙−1
∩ ⋃

𝛾∈𝐹𝑙⧵{𝛾𝑙}

𝑋𝛾
)
+ 𝜃𝑙−1

(
𝑧
𝑗

𝑀0+𝑙−1
⧵⋃

𝛾∈𝐹𝑙

𝑋𝛾
)

=
̃
𝜓
(
𝑧
𝑗

𝑀0+𝑙−1
∩ 𝑋𝛾𝑙)

+ 𝜃𝑙−1
(
𝑧
𝑗

𝑀0+𝑙−1
⧵⋃

𝛾∈𝐹𝑙

𝑋𝛾
)
= 1.

Moreover, it follows by construction that 𝜃𝑙(𝑧
𝑗

𝑀0+𝑝
) = 𝜃𝑙−1(𝑧

𝑗

𝑀0+𝑝
) = 1 for each 0 ≤ 𝑝 <

𝑙 − 1. Therefore, there exists a family of homomorphisms {𝜃𝑖 ∶ 𝑖 ∈ 𝜔} ⊂  satisfying i1)-i4)
for every 𝑙 ∈ 𝜔.

Letting 𝐴 ≐ ⋃
𝑖∈𝜔
𝐴𝑖, the homomorphism 𝜃 ≐ ⋃

𝑖∈𝜔
𝜃𝑖 ∶ [𝐴]

<𝜔
→ 2, satisfies that:

• 𝜃 ∈ ;

• 𝜃(𝑦) = 0;

• 𝜃(𝑧𝑗
𝑀0+𝑝

) = 1 for every 𝑝 ∈ 𝜔.

By construction, there exists 𝜇 ∈ [𝜔, 2
c
) so that 𝜃 = 𝜎𝜇, thus 𝜎𝜇 ∶ [2

c
]
<𝜔

→ 2 satisfies
that 𝜎𝜇(𝑧𝑗𝑚) = 1 for each 𝑚 ≥ 𝑀0, and 𝜎𝜇(𝑦) = 0. Hence, 𝑦 ∈ 𝐺 is not an accumulation
point of {𝑧𝑗

𝑚
∶ 𝑚 ∈ 𝜔}.

Case 2: For every 𝑗 ∈ 𝜅+, 𝑀𝑗 ≐ ⋃
𝑧∈𝑍

SUPP(𝑧𝑗) is finite.

Since, in this case,
⋃

𝐹∈[𝜅]
<𝜔

{

𝑗 ∈ 𝜅
+
∶ 𝑀𝑗 = 𝐹

}

= 𝜅
+
,

there exists 𝐹0 ∈ [𝜅]
<𝜔 so that 𝑁 ≐

{

𝑗 ∈ 𝜅
+
∶ 𝑀𝑗 = 𝐹0

}

is infinite. Choose 𝑁0 ⊂ 𝑁 so that
|𝑁0| = 𝜔, and let {𝑗𝑖 ∶ 𝑖 ∈ 𝜔} be an enumeration of 𝑁0.

Now, consider the set {𝑈 𝑖

𝑘
∶ 𝑘 ∈ 𝜔, 𝑖 ∈ 𝜔} of nonempty open subsets of 𝐺 given by

Lemma 2.2.10. For each 𝑘 ∈ 𝜔, we may choose an element 𝑧𝑘 ∈ 𝑍 ∩∏
𝑖≤𝑘
𝑈
𝑖

𝑘
× 𝐺

𝜅
+
⧵{𝑗0,...,𝑗𝑘}.

Similarly to what was done in Case 2 of Claim 14, we can fix a subsequence {𝑘
𝑖

𝑚
∶ 𝑚 ∈ 𝜔},

for each 𝑖 ∈ 𝜔, so that:

• {𝑘
𝑖+1

𝑚
∶ 𝑚 ∈ 𝜔} refines {𝑘𝑖

𝑚
∶ 𝑚 ∈ 𝜔}, for each 𝑖 ∈ 𝜔;

• for every 𝑖 ∈ 𝜔, 𝑝 ≤ 𝑖 and 𝛾 ∈ 𝐹0, either the family {𝑧
𝑗𝑝

𝑘
𝑖

𝑚

∩ 𝑋𝛾 ∶ 𝑚 ∈ 𝜔} is linearly
independent or constant;

• 𝑘𝑖
0
≥ 𝑖, for each 𝑖 ∈ 𝜔.

Notice at this point that
{

𝑧
𝑗𝑖

𝑘
𝑖

𝑚

∶ 𝑖 ∈ 𝜔,𝑚 ∈ 𝜔

}
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is linearly independent. For each 𝑖 ∈ 𝜔, let

𝑀𝑗𝑖
≐

{

𝛾 ∈ 𝐹0 ∶ {𝑧
𝑗𝑖

𝑘
𝑖

𝑚

∩ 𝑋𝛾 ∶ 𝑚 ∈ 𝜔} is linearly independent
}

.

Again, we have that 𝑀𝑗𝑖
≠ ∅ for every 𝑖 ∈ 𝜔. Then, choose 𝑎, 𝑏 ∈ 𝜔, 𝑏 > 𝑎, so that

𝑀 ≐ 𝑀𝑗𝑎
= 𝑀𝑗𝑏

. In this case, there exist 𝑐𝑎, 𝑐𝑏 ∈ [2
c
]
<𝜔 so that

𝑧
𝑗𝑙

𝑘
𝑏

𝑚

=
(
𝑧
𝑗𝑙

𝑘
𝑏

𝑚

∩ ⋃

𝛾∈𝑀

𝑋𝛾
)
△ 𝑐𝑙,

for each 𝑙 ∈ {𝑎, 𝑏} and 𝑚 ∈ 𝜔. Thus, there exists 𝑚0 ∈ 𝜔 so that
{

𝑧
𝑗𝑙

𝑘
𝑏

𝑚

∩ ⋃

𝛾∈𝑀

𝑋𝛾 ∶ 𝑚 ≥ 𝑚0, 𝑙 ∈ {𝑎, 𝑏}

}

is linearly independent. By Lemma 2.2.7, we may fix a subsequence {𝑘𝑚 ∶ 𝑚 ∈ 𝜔} of
{𝑘

𝑏

𝑚
∶ 𝑚 ∈ 𝜔} and 𝛾0 ∈ 𝑀 so that

{

𝑧
𝑗𝑙

𝑘𝑚
∩ 𝑋𝛾0

∶ 𝑚 ∈ 𝜔, 𝑙 ∈ {𝑎, 𝑏}

}

is linearly independent.

We shall show that {(𝑧𝑗𝑎
𝑘𝑚
, 𝑧

𝑗𝑏

𝑘𝑚
) ∶ 𝑚 ∈ 𝜔} does not have an accumulation point in 𝐺2. For

this purpose, consider:

• 𝑥 = (𝑥
0
, 𝑥

1
) ∈ 𝐺

2 chosen arbitrarily;

• for each 𝑙 ∈ {𝑎, 𝑏} and 𝑚 ∈ 𝜔, 𝑦 𝑙
𝑚
≐ 𝑧

𝑗𝑙

𝑘𝑚
∩ 𝑋𝛾0

;

• �̃� ⊂ 𝑋𝛾0
a suitably closed set containing (𝑥

0
∪ 𝑥

1
) ∩ 𝑋𝛾0

and 𝑦 𝑙
𝑚

, for each 𝑙 ∈ {𝑎, 𝑏} and
𝑚 ∈ 𝜔, so that |�̃� ⧵⋃{𝑦

𝑙

𝑚
∶ 𝑙 ∈ {𝑎, 𝑏}, 𝑚 ∈ 𝜔}| = 𝜔;

• 𝐼 = �̃� ∩ 𝑋
0

𝛾0
;

• {𝑞𝜉 ∶ 𝜉 ∈ 𝐼 } ⊂  so that, for each 𝜉 ≐ 𝑥
𝛾0

𝛽
∈ 𝐼 , 𝑞𝜉 = 𝑝𝛽;

• for each 𝜉 ≐ 𝑥
𝛾0

𝛽
∈ 𝐼 , 𝑑𝜉 = {𝑥

𝛾0

𝛽
};

• for each 𝜉 ≐ 𝑥
𝛾0

𝛽
∈ 𝐼 , 𝑔𝜉 = 𝑓

𝛾0

𝛽
.

By Lemma 5.1.8, there exists a homomorphism Φ̃ ∶ [�̃�]
<𝜔

→ 2 so that:

i1) for every 𝑠 ∈ (𝑥
0
∪ 𝑥

1
) ∩ 𝑋𝛾0

, Φ̃({𝑠}) = 0;

i2) for every 𝜉 = 𝑥
𝛾0

𝛽
∈ 𝐼 ,

Φ̃({𝑥
𝛾0

𝛽
}) = 𝑝𝛽 − lim

𝑙∈𝜔

Φ̃(𝑓
𝛾0

𝛽
(𝑙));

i3) {𝑚 ∈ 𝜔 ∶ (Φ̃(𝑦
𝑎

𝑚
), Φ̃(𝑦

𝑏

𝑚
)) = (0, 0)} is finite.

Now, we may consider 𝐸 a suitably closed set containing �̃�, 𝑥0 ∪ 𝑥1, and 𝑧𝑗𝑙
𝑘𝑚

, for each
𝑙 ∈ {𝑎, 𝑏} and 𝑚 ∈ 𝜔, so that 𝐸 ∩ 𝑋𝛾0

= �̃�. Let Φ ∶ [𝐸]
<𝜔

→ 2 be the homomorphism such
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that, for each 𝜉 ∈ 𝐸,

Φ({𝜉}) =

{

Φ̃({𝜉}), if 𝜉 ∈ �̃�
0, if 𝜉 ∉ �̃�.

Then, Φ ∈ ,
Φ(𝑥

0
) = Φ(𝑥

1
) = 0,

and, for each 𝑙 ∈ {𝑎, 𝑏} and 𝑚 ∈ 𝜔,

Φ(𝑧
𝑗𝑙

𝑘𝑚
) = Φ̃(𝑦

𝑙

𝑚
) + Φ(𝑧

𝑗𝑙

𝑘𝑚
⧵ 𝑋𝛾0

) = Φ̃(𝑦
𝑙

𝑚
).

Thus, we conclude that
{

𝑚 ∈ 𝜔 ∶ (Φ(𝑧
𝑗𝑎

𝑘𝑚
),Φ(𝑧

𝑗𝑏

𝑘𝑚
)) = (Φ(𝑥

0
),Φ(𝑥

1
))

}

is finite. Since, by construction, there exists 𝜇 ∈ [𝜔, 2
c
) so that 𝜎𝜇 = Φ, we conclude that

𝑥 cannot be an accumulation point of {(𝑧𝑗𝑎
𝑘𝑚
, 𝑧

𝑗𝑏

𝑘𝑚
) ∶ 𝑚 ∈ 𝜔}. Since 𝑥 ∈ 𝐺

2 is arbitrary,
{𝑧𝑘𝑚

∶ 𝑚 ∈ 𝜔} ⊂ 𝑍 does not have an accumulation point in 𝐺𝜅
+

.

Therefore, 𝐺𝜅
+

is not countably pracompact.

6.2 Conclusion

In this section we will make some additional comments, and present some open
problems and natural directions for further studies on the topic addressed in this chapter
and the previous one.

Productivity of pseudocompact-like properties in topological groups has been widely
studied in the last years. As mentioned previously, Comfort and Ross proved that the
product of any family of pseudocompact groups is pseudocompact [CR66], and Hrušák, van
Mill, Ramos-García, and Shelah proved that there exists two countably compact topological
groups whose product is not countably compact [Hru+21]. In ZFC, as mentioned, we do
not even know answers to the following questions.

Question 6.2.1 (ZFC). a) Is there a selectively pseudocompact group whose square is
not selectively pseudocompact?

b) (stronger version) Is there a countably compact group whose square is not selectively
pseudocompact?

Question 6.2.2 (ZFC). a) Is there a countably pracompact group whose square is not
countably pracompact?

b) (stronger version) Is there a countably compact group whose square is not countably
pracompact?
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As mentioned in chapter 2, the Comfort-like Question 2.1.39 is still not solved consis-
tently only for the case 𝛼 = 𝜔:

Question 6.2.3. Is there a topological group 𝐺 so that 𝐺𝑘 is selectively pseudocompact for
every 𝑘 ∈ 𝜔, but 𝐺𝜔 is not selectively pseudocompact?

In the case there is a positive consistent answer to the above question, one can also
ask:

Question 6.2.4. Is there a topological group 𝐺 so that 𝐺𝑘 is countably compact for every
𝑘 ∈ 𝜔, but 𝐺𝜔 is not selectively pseudocompact?

Regarding countably pracompact topological groups, Theorem 6.1.1 for 𝜅 = 2
c shows

that there exists a group 𝐺 so that 𝐺2
c

is countably pracompact but 𝐺(2
c
)
+

is not countably
pracompact. Interestingly, for countably compact spaces we know that this is not the case:
given a Hausdorff topological space 𝑋 , if 𝑋 2

c
is countably compact, then 𝑋 𝛼 is countably

compact for every 𝛼 > 2
c. Thus, it may be interesting to study the following questions

further. The first one is a stronger version of Question 2.1.40 for 𝛼 = 𝜔, which we solved
in this paper.

Question 6.2.5. Is there a topological group 𝐺 so that 𝐺𝑘 is countably compact for every
𝑘 ∈ 𝜔 and 𝐺𝜔 is not countably pracompact?

Question 6.2.6. For which limit cardinals 𝜔 < 𝛼 ≤ 2
c is there a topological group 𝐺

such that 𝐺𝛾 is countably pracompact for every cardinal 𝛾 < 𝛼, but 𝐺𝛼 is not countably
pracompact?

Question 6.2.7. For which cardinals 𝛼 > (2
c
)
+ is there a topological group 𝐺 such that 𝐺𝛾

is countably pracompact for all cardinals 𝛾 < 𝛼, but 𝐺𝛼 is not countably pracompact?

Also, it is natural to ask which the stopping point is, if any:

Question 6.2.8. Is there a cardinal 𝜅 such that, for each topological group 𝐺, 𝐺𝜅 countably
pracompact implies that 𝐺𝛾 is countably pracompact for every 𝛾 > 𝜅?
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Chapter 7

On divisibility and 𝑝-compact

topologies in groups

In this chapter, we will present the most recent topics we are working on and the
results already obtained, which we intend to submit in the near future.

7.1 Introduction and Results Obtained

We shall begin with some terminology, definitions and history. We will call T the
Abelian group R/Z and, given an infinite cardinal 𝜅, Q(𝜅) will denote the direct sum of 𝜅
copies of Q:

Q(𝜅)
≐ {𝑔 ∈ Q𝜅

∶ |supp(𝑔)| < 𝜔},

where supp(𝑔) ≐ {𝛼 ∈ 𝜅 ∶ 𝑔
𝛼
≠ 0}. If 𝐶 ⊂ c, we also consider

Q(𝐶)
≐ {𝑔 ∈ Q(c)

∶ supp(𝑔) ⊂ 𝐶}

as a subgroup of Q(c).

Given an ultrafilter 𝑞 on 𝜔, we define an equivalence relation on (Q(c)
)
𝜔 by letting

𝑓 ≡𝑞 𝑔 if, and only if, {𝑛 ∈ 𝜔 ∶ 𝑓 (𝑛) = 𝑔(𝑛)} ∈ 𝑞. We let [𝑓 ]𝑞 be the equivalence class
determined by 𝑓 and (Q(c)

)
𝜔
/𝑞 be (Q(c)

)
𝜔
/ ≡𝑞 . This set has a natural Q-vector space

structure. We call the group (Q(c)
)
𝜔
/𝑞 with this structure the 𝑞−ultrapower of Q(c), and it

is denoted by ult𝑞(Q(c)
).

Given 𝜇 ∈ c, we denote 𝜒𝜇 the element of Q(c) so that supp(𝜒𝜇) = {𝜇} and 𝜒 𝜇
𝜇
= 1. Also,

given 𝜇 ∈ c, we define 𝜇 the sequence in c such that 𝜇(𝑛) = 𝜇 for every 𝑛 ∈ 𝜔. Finally, if
𝐴 ⊂ 𝜔 and 𝜁 ∶ 𝐴 → c, we let 𝜒𝜁 ∈ (Q(c)

)
𝐴 be such that 𝜒𝜁 (𝑛) = 𝜒𝜁 (𝑛) for every 𝑛 ∈ 𝐴.

Over the years, the relation between algebraic properties of Abelian groups and the
possibility of endowing them with pseudocompact-like topologies has been studied in
various ways. In this regard, Fuchs showed that a non-trivial free Abelian group does
not admit a compact Hausdorff group topology, and Halmos proved that it is possible to
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topologize the additive group R so that it becomes a Hausdorff compact topological group
[Hal44]. Notice that, algebraically, R can be considered as Q(c). Also, Tomita showed the
following result:

Theorem 7.1.1 ([Tom98], Theorem 17). Let 𝐺 be an infinite free Abelian group endowed
with a group topology. Then, 𝐺𝜔 is not countably compact.

The proof of the theorem above relies on the fact that the only element of a free Abelian
group that is infinitely divisible is 0. This suggests that a good candidate for a torsion-free
group that admits a 𝑝−compact topology might be a divisible group, such as Q. Indeed,
Bellini, Rodrigues and Tomita recently showed that, if 𝑝 is a selective ultrafilter and 𝜅

is a cardinal such that 𝜅 = 𝜅
𝜔, then Q(𝜅) admits a 𝑝−compact group topology without

non-trivial convergent sequences [BRT21b]. Our first result in this regard is that divisibility
can be dropped:

Proposition 7.1.2. There is an Abelian, torsion-free, non-divisible topological group which
is compact.

Proof. Consider the Hausdorff compact group topology in Q(c) (as given by Halmos in
[Hal44]). Let 𝜓 ∶ Q(c)

→ T be a non-trivial continuous group homomorphism1. We will
prove in the next paragraph that there exists 𝑔 ∈ Q(c) so that 𝜓(𝑔) ≠ 0 has order 𝑘, for
some prime number 𝑘 > 1.

Suppose that there exists an irrational 𝜁 so that 𝜁 +Z ∈ 𝜓[Q(c)
]. In this case, 𝜓[Q(c)

] is
dense in T. Since 𝜓[Q(c)

] is compact and therefore closed in T, it follows that 𝜓[Q(c)
] = T,

and we can take any prime 𝑘 > 1 and find 𝑔 ∈ Q(c) so that 𝜓(𝑔) ≠ 0 and 𝑘𝜓(𝑔) = 0
2. If

there is no such irrational, then let ℎ ∈ Q(c) be so that 𝜓(ℎ) ≠ 0. Then, there are 𝑠, 𝑡 ∈ Z so

that gcd(𝑠, 𝑡) = 1, 𝑡 > 1 and 𝜓(ℎ) =
𝑠

𝑡

+Z. Suppose that 𝑡 = 𝑞0 ⋅ ... ⋅ 𝑞𝑚, for 𝑚 ∈ 𝜔 and prime

numbers 𝑞0, ..., 𝑞𝑚 > 1. Then, 𝑔 ≐ (𝑞1 ⋅ ... ⋅ 𝑞𝑚)ℎ ∈ Q(c) is such that 𝜓(𝑔) has order 𝑞0.

Now, fix such prime number 𝑘, and let

𝐺 ≐ 𝜓
−1
[{Z,

1

𝑘

+ Z, ...,
𝑘 − 1

𝑘

+ Z}].

Then, 𝐺 is a closed subgroup of Q(c), and thus is a compact topological group. As {𝑚𝑔 ∶

𝑚 ∈ Z} is an infinite subset of 𝐺, 𝐺 is an infinite group. Suppose that there exists ℎ ∈ 𝐺 so
that 𝑘ℎ = 𝑔 . Then,

𝑘𝜓(ℎ) = 𝜓(𝑔) ≠ 0,

and hence 𝜓(ℎ) ≠ 0. Since 𝜓(ℎ) ∈ {0,

1

𝑘

+ Z, ...,
𝑘 − 1

𝑘

+ Z}, the order of 𝜓(ℎ) must be 𝑘, a

contradiction. Therefore, 𝐺 is not a 𝑘−divisible group.

Since group divisibility is not essential for the existence of 𝑝-compact topologies, we

1 More generally, it is well-known that if 𝐺 is a locally compact Abelian group, the family of continuous
homomorphisms 𝐺 → T separates points of 𝐺 [HR63].

2 In this case, 𝜓(𝑔) could be
1

𝑘

+Z.
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can try to change the group Q(c) a little so that it loses its divisibility, and study whether
we still get such a topology. The most immediate attempt would be to look at the Abelian
group Z ×Q(c). We did this, and showed that Z ×Q(c) does not admit a 𝑝−compact group
topology for any 𝑝 ∈ 𝜔

∗.

Proposition 7.1.3. The Abelian groupZ×Q(c) does not admit a 𝑝−compact group topology
for any 𝑝 ∈ 𝜔

∗.

Proof. Suppose that Z ×Q(c) is a 𝑝−compact topological group, for some 𝑝 ∈ 𝜔
∗.

Let (𝑥𝑛)𝑛∈𝜔 be a sequence of elements in Z given by 𝑥𝑛 = 2
𝑛
+ 𝑛!, for every 𝑛 ∈ 𝜔.

We claim that, for each 𝑐 ∈ Z, there exists 𝑟 ∈ Z so that 𝑟 ∤ 2𝑛 + 𝑛! − 𝑐 for all but finitely
many 𝑛 ∈ 𝜔. Indeed, if 𝑐 = 0, for each odd 𝑟 , 𝑟 ∤ 2

𝑛
+ 𝑛! for every 𝑛 ∈ 𝜔, 𝑛 > 1. Then,

suppose that 𝑐 = 2
𝑘
𝑙 for some 𝑘 > 0 and odd 𝑙 ∈ Z. If 𝑛 > 2

𝑘+1, we have that 2𝑘+1|2𝑛 and
2
𝑘+1

|𝑛!, but 2𝑘+1 ∤ 2𝑘𝑙, hence 2
𝑘+1

∤ 𝑥𝑛 − 𝑐. Hence, 𝑟 = 2
𝑘+1 in this case. Finally, if 𝑐 is an odd

number, it is clear that if 𝑟 = 2 and 𝑛 > 1, 𝑟 ∤ 2𝑛 + 𝑛! − 𝑐.

Let 𝑎 ∈ Q(c) and 𝑐 ∈ Z be so that

𝑝 − lim
𝑛∈𝜔

(𝑥𝑛, 0) = (𝑐, 𝑎).

As we showed, there are 𝑟1, 𝑟2 ∈ Z so that 𝑟1 ∤ 𝑥𝑛 − 𝑐 and 𝑟2 ∤ 𝑥𝑛 for all but finitely many
𝑛 ∈ 𝜔. Fix also 𝑟 ∈ Z so that 𝑟 > |𝑐| and 𝑟1𝑟2|𝑟 .

Suppose that 𝑐 ≥ 0. For each 𝑛 ∈ 𝜔, let 𝑒𝑛 ∈ Z, 0 ≤ 𝑒𝑛 < 𝑟 , and 𝑦𝑛 ∈ Z be so that

𝑥𝑛 = 𝑟𝑦𝑛 + 𝑒𝑛.

Let also 𝐴 ∈ 𝑝 and 𝑒 ∈ Z be so that 𝑒𝑛 = 𝑒 for every 𝑛 ∈ 𝐴. As Z × Q(c) is a 𝑝−compact
topological group, there are also 𝑏 ∈ Q(c) and 𝑑 ∈ Z such that

𝑝 − lim
𝑛∈𝜔

(𝑦𝑛, 0) = (𝑑, 𝑏).

Then,
(𝑐, 𝑎) = 𝑝 − lim

𝑛∈𝜔

(𝑥𝑛, 0) = 𝑝 − lim
𝑛∈𝜔

(𝑟𝑦𝑛 + 𝑒𝑛, 0) = (𝑟𝑑 + 𝑒, 𝑟𝑏),

thus 𝑐 = 𝑟𝑑 + 𝑒. This implies that 𝑟 |(𝑐 − 𝑒), but 𝑟 > 𝑐 ≥ 0, and 𝑟 > 𝑒 ≥ 0, thus 𝑐 = 𝑒. But
𝑟1 ∤ 𝑥𝑛 − 𝑐 for all but finitely many 𝑛 ∈ 𝜔, and 𝑟1|𝑟 , a contradiction.

Now, suppose that 𝑐 < 0, and analogously, for each 𝑛 ∈ 𝜔, let 𝑓𝑛 ∈ Z, 0 ≤ 𝑓𝑛 < 𝑟 be so
that

𝑥𝑛 = 𝑟𝑦𝑛 + 𝑓𝑛,

and 𝑒𝑛 = 𝑓𝑛 − 𝑟 . Let also 𝐴 ∈ 𝑝 and 𝑒 ∈ Z be so that 𝑒𝑛 = 𝑒 for every 𝑛 ∈ 𝐴. Again, there are
𝑏 ∈ Q(c) and 𝑑 ∈ Z so that

𝑝 − lim
𝑛∈𝜔

(𝑦𝑛, 0) = (𝑑, 𝑏),

and then

(𝑐, 𝑎) = 𝑝 − lim
𝑛∈𝜔

(𝑥𝑛, 0) = 𝑝 − lim
𝑛∈𝜔

(𝑟(𝑦𝑛 + 1) + 𝑒𝑛, 0) = (𝑟𝑑 + 𝑟 + 𝑒, 𝑟𝑏).



100

7 | ON DIVISIBILITY AND 𝑝-COMPACT TOPOLOGIES IN GROUPS

Analogously, this implies that 𝑟 |(𝑐 − 𝑒) and that 𝑐 = 𝑒, which again leads to a contradiction.

In fact, note that we did not use the structure of the group Q(c) at any point in the
above proof, so a much more general result is valid:

Corollary 7.1.4. Let 𝐺 be an Abelian group. Then, the Abelian group Z × 𝐺 does not
admit a 𝑝−compact group topology for any 𝑝 ∈ 𝜔

∗.

In particular, this answers the following question of [Bel+21]:

Question 7.1.5 ([Bel+21]). Is there a 𝑝−compact group topology (without non-trivial
convergent sequences) compatible with Z(c)

×Q(c), for some ultrafilter 𝑝? A group topology
whose 𝜔−th power is countably compact? What about Z ×Qc

?

Interestingly, if we replace Z with a subgroup of Q which is very divisible, the same is
true:

Proposition 7.1.6. Let 𝐺 be an Abelian group, 𝐻 be a subgroup of Q and 𝑟 > 1 be a prime
number. Suppose that 𝐻 is 𝑡-divisible for each prime 𝑡 ≠ 𝑟 but is not 𝑟−divisible. Then, 𝐻 × 𝐺

does not admit a 𝑝−compact group topology, for any 𝑝 ∈ 𝜔
∗.

Proof. Suppose that 𝐻 ×𝐺 is endowed with a 𝑝−compact group topology, for some 𝑝 ∈ 𝜔
∗.

Let ℎ ∈ 𝐻 be so that ℎ ≠ 𝑟𝑔 for each 𝑔 ∈ 𝐻 , and (𝑚𝑘)𝑘∈𝜔 be an increasing sequence in 𝜔

defined inductively, satisfying that 𝑚0 = 1 and

𝑟
𝑚𝑘
> 𝑘

𝑘−1

∑

𝑙=0

𝑟
𝑚𝑙
+ 𝑘,

for each 𝑘 > 0. Let also 𝑎 ∈ 𝐺 and 𝑐 ∈ Q be such that 𝑐ℎ ∈ 𝐻 and

𝑝 − lim
𝑛∈𝜔

(

𝑛

∑

𝑘=0

𝑟
𝑚𝑘
ℎ, 0) = (𝑐ℎ, 𝑎),

with 𝑐 =
𝑢

𝑣

, and 𝑢, 𝑣 ∈ Z so that gcd(𝑢, 𝑣) = 1. Without loss of generality, we may assume

that 𝑣 > 0. We have that, for each 𝑛 ∈ 𝜔,

𝑛

∑

𝑘=0

𝑟
𝑚𝑘

−

𝑢

𝑣

=

𝑣∑
𝑛

𝑘=0
𝑟
𝑚𝑘 − 𝑢

𝑣

.

Let 𝑁0 ∈ 𝜔 be so that 𝑁0 > max(|𝑢|, |𝑣|) and that

𝑆 ≐ 𝑣

𝑁0−1

∑

𝑘=0

𝑟
𝑚𝑘

− 𝑢 > 0.

Then,

𝑟
𝑚𝑁

0 > 𝑁0

𝑁0−1

∑

𝑘=0

𝑟
𝑚𝑘

+ 𝑁0 ≥ 𝑣

𝑁0−1

∑

𝑘=0

𝑟
𝑚𝑘

− 𝑢 > 0.
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For each 𝑛 ≥ 𝑁0,

𝑣

𝑛

∑

𝑘=0

𝑟
𝑚𝑘

− 𝑢 = 𝑣

𝑛

∑

𝑘=𝑁0

𝑟
𝑚𝑘

+ 𝑆.

Therefore, 𝑟𝑚𝑁
0 ∤ 𝑣∑

𝑛

𝑘=0
𝑟
𝑚𝑘 − 𝑢 for any 𝑛 ≥ 𝑁0. Let (𝑦𝑛)𝑛≥𝑁0

be a sequence in Z so that, for
each 𝑛 ≥ 𝑁0,

𝑟
𝑚𝑁

0𝑦𝑛 = 𝑣

𝑛

∑

𝑘=𝑁0

𝑟
𝑚𝑘
.

Then, there are 𝑏 ∈ 𝐺 and 𝑑 ∈ Q so that 𝑑𝑔 ∈ 𝐻 and

𝑝 − lim
𝑛∈𝜔

(

𝑦𝑛

𝑣

ℎ, 0) = (𝑑ℎ, 𝑏),

with 𝑑 =

𝑥

𝑦

, gcd(𝑥, 𝑦) = 1. We claim that 𝑟 ∤ 𝑦. In fact, otherwise suppose that 𝑙 > 0 is such

that 𝑦 = 𝑟
𝑙
𝑠, with 𝑠 ∈ Z and 𝑟 ∤ 𝑠. In this case, 𝑥 cannot be divisible by 𝑟 , and thus there

exists 𝑔 ∈ 𝐻 so that 𝑑ℎ = 𝑥𝑔 . Therefore, we have that

𝑥

𝑟
𝑙
𝑠

ℎ = 𝑥𝑔 ⇒ ℎ = 𝑟
𝑙
𝑠𝑔,

a contradiction.

Now,

𝑝 − lim
𝑛∈𝜔

(

𝑟
𝑚𝑁

0𝑦𝑛

𝑣

ℎ, 0) = (𝑟
𝑚𝑁

0𝑑ℎ, 𝑟
𝑚𝑁

0𝑏)

and therefore,

(𝑐ℎ, 𝑎) = 𝑝 − lim
𝑛∈𝜔

(

𝑛

∑

𝑘=0

𝑟
𝑚𝑘
ℎ, 0)

= 𝑝 − lim
𝑛∈𝜔

(

𝑛

∑

𝑘=𝑁0

𝑟
𝑚𝑘
ℎ +

𝑁0−1

∑

𝑘=0

𝑟
𝑚𝑘
ℎ, 0)

= (

𝑁0−1

∑

𝑘=0

𝑟
𝑚𝑘
ℎ, 0) + 𝑝 − lim

𝑛∈𝜔

(

𝑟
𝑚𝑁

0𝑦𝑛

𝑣

ℎ, 0)

= (

𝑁0−1

∑

𝑘=0

𝑟
𝑚𝑘
ℎ + 𝑟

𝑚𝑁
0𝑑ℎ, 𝑟

𝑚𝑁
0𝑏).

Thus,

𝑐 −

𝑁0−1

∑

𝑘=0

𝑟
𝑚𝑘

= −

𝑆

𝑣

= 𝑟
𝑚𝑁

0𝑑,

and then −𝑆𝑦 = 𝑟
𝑚𝑁

0𝑥𝑣, which is a contradiction, since 𝑟 ∤ 𝑦 and 0 < 𝑆 < 𝑟
𝑚𝑁

0 . Thus, 𝐻 × 𝐺

does not admit a 𝑝−compact group topology, for any 𝑝 ∈ 𝜔
∗.
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Finally, we will show that, assuming the existence of a selective ultrafilter 𝑝 ∈ 𝜔
∗, there

exists a 𝑝-compact group topology on Q(c) without non-trivial convergent sequences and
a closed subgroup 𝐻 ⊂ Q(c) which contains an element not divisible by any 𝑛 ∈ 𝜔. That is,
𝐻 will be a 𝑝−compact subgroup of Q(c), without non-trivial convergent sequences, which
contains an element not divisible (in 𝐻 ) by any 𝑛 ∈ 𝜔. We will use a construction similar
to the one made in [BRT21b].

For that, we let:

• 𝑝 ∈ 𝜔
∗ be a selective ultrafilter;

• (𝐽𝑖)𝑖≤1 be a partition of [𝜔, c) such that 𝜔 + 𝜔 ∈ 𝐽1 and |𝐽0| = |𝐽1| = c;

• {𝑓𝛼 ∶ 𝛼 ∈ 𝐽0} be an enumeration3 of (Q(c)
)
𝜔 such that

⋃

𝑛∈𝜔

supp(𝑓𝜉(𝑛)) ⊂ 𝜉, for each 𝜉 ∈ 𝐽0.

• 𝐼 ⊂ 𝐽0 be such that {[𝑓𝜉]𝑝 ∶ 𝜉 ∈ 𝐼 } ∪ {[𝜒
𝜇
]𝑝 ∶ 𝜇 ∈ c} is a Q−basis for ult𝑝(Q(c)

).

The next result appears in [BRT21b].

Proposition 7.1.7 ([BRT21b], Lemma 3.5). Let 𝑑 ∈ Q(c)
⧵{0}, 𝑟 ∈ Q(𝐼 )

⧵{0} and 𝐵 ∈ 𝑝. Let 𝐶
be a countably infinite subset of c such that 𝜔∪supp(𝑟)∪supp(𝑑) ⊂ 𝐶 and ⋃

𝑛∈𝜔
supp(𝑓𝜉(𝑛)) ⊂

𝐶 for every 𝜉 ∈ 𝐶 ∩ 𝐼 . Then there exists a homomorphism 𝜙 ∶ Q(𝐶)
→ T such that

a) 𝜙(𝑑) ≠ 0;

b) 𝑝 − lim𝑛∈𝜔 𝜙(
1

𝑁
𝑓𝜉(𝑛)) = 𝜙(

1

𝑁
𝜒𝜉), for each 𝜉 ∈ 𝐼 ∩ 𝐶 and 𝑁 ∈ 𝜔;

c) (𝜙(∑𝜇∈supp(𝑟) 𝑟(𝜇)𝑓𝜇(𝑛)) ∶ 𝑛 ∈ 𝐵) does not converge.

Now, we define:

Definition 7.1.8. A set 𝐶 ∈ [c]𝜔 is suitably closed if, and only if, for every 𝜉 ∈ 𝐶 ∩ 𝐼 , we
have ⋃

𝑛∈𝜔
supp(𝑓𝜉(𝑛)) ⊂ 𝐶.

Let  be the set of all homomorphisms 𝜙 ∶ Q(𝐶)
→ T, with 𝐶 ∈ [c]𝜔 suitably closed,

satisfying that
𝑝 − lim

𝑛∈𝜔

𝜙(
1

𝑁
𝑓𝜉(𝑛)) = 𝜙(

1

𝑁
𝜒𝜉),

for each 𝜉 ∈ 𝐼 ∩ 𝐶 and 𝑁 ∈ 𝜔. We enumerate  by {𝜙𝛽 ∶ 𝛽 ∈ [𝜔, c)} assuming, without loss
of generality, that given 𝛽 ∈ [𝜔, c), 𝜙𝛽 ∶ Q(𝐶)

→ T is such that 𝐶 ⊂ 𝛽.

Next we shall extend each homomorphism 𝜙 ∈  to a homomorphism 𝜙 defined in Q(c)

satisfying that
𝑝 − lim

𝑛∈𝜔

𝜙(
1

𝑁
𝑓𝜉(𝑛)) = 𝜙(

1

𝑁
𝜒𝜉),

for each 𝜉 ∈ 𝐼 and 𝑁 ∈ 𝜔, in a similar way to what is done in Lemma 3.6 of [BRT21b].
The difference will be that we wish to control the value of the homomorphisms 𝜙𝛽 , when

3 The construction of such enumeration is analogous to constructions of similar families made in the previous
chapters.
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𝛽 ∈ [𝜔, 𝜔 + 𝜔), in the element 𝜒𝜔+𝜔. For that, consider {𝛽𝑛 ∶ 𝑛 ∈ 𝜔} an enumeration of
[𝜔, 𝜔 + 𝜔).

Let 𝛽 ∈ [𝜔, c). Suppose first that 𝛽 ∈ [𝜔, 𝜔 + 𝜔), say 𝛽 = 𝛽𝑚, 𝑚 ∈ 𝜔. By construction,
there is a suitably closed set 𝐶 ∈ [c]𝜔 so that 𝜙𝛽 ∶ Q(𝐶)

→ T, and 𝜙𝛽 satisfies that

𝑝 − lim
𝑛∈𝜔

𝜙𝛽(
1

𝑁
𝑓𝜉(𝑛)) = 𝜙𝛽(

1

𝑁
𝜒𝜉),

for each 𝜉 ∈ 𝐼 ∩ 𝐶 and 𝑁 ∈ 𝜔. Let {𝜉𝛼 ∶ 𝛼 < c} be a strictly increasing enumeration of c ⧵ 𝐶.
For each 𝛼 < c, let 𝐶𝛼 ≐ 𝐶 ∪ {𝜉𝛾 ∶ 𝛾 < 𝛼}. In particular, 𝐶0 = 𝐶 and 𝐶c = c. Notice that, for
each 𝛼 < c and 𝑛 ∈ 𝜔, supp(𝑓𝜉𝛼(𝑛)) ⊂ 𝜉𝛼 .

We will define recursively homomorphisms 𝜎𝛼 ∶ Q(𝐶𝛼)
→ T, for 𝛼 ≤ c, satisfying:

a) 𝜎0 = 𝜙𝛽;

b) 𝜎𝛿 ⊂ 𝜎𝛼 whenever 𝛿 ≤ 𝛼 ≤ c;

c) 𝑝 − lim𝑛∈𝜔 𝜎𝛼(
1

𝑁
𝑓𝜉(𝑛)) = 𝜎𝛼(

1

𝑁
𝜒𝜉), for each 𝛼 ≤ c, 𝜉 ∈ 𝐶𝛼 ∩ 𝐼 and 𝑁 ∈ 𝜔.

For that, let 𝜎0 = 𝜙𝛽 . Suppose that 𝜎𝛿 as above is defined for each 𝛿 < 𝛼, for a given
𝛼 < c. First, we define

𝜎𝛼(𝑔) = (⋃

𝛿<𝛼

𝜎𝛿)(𝑔),

if 𝑔 ∈ Q(
⋃
𝛿<𝛼

𝐶𝛿). If 𝛼 ∈ 𝐽1, we put:

⎧
⎪
⎪

⎨
⎪
⎪
⎩

𝜎𝛼(𝑞𝜒𝜉𝛼) = 0, if 𝜉𝛼 ≠ 𝜔 + 𝜔, for every 𝑞 ∈ Q

𝜎𝛼(𝑞𝜒𝜉𝛼
) = 𝑞 ⋅ (

1

𝑚

+ Z), if 𝜉𝛼 = 𝜔 + 𝜔.

Finally, if 𝛼 ∈ 𝐽0, we put:

𝜎𝛼(𝑞𝜒𝜉𝛼
) = 𝑞 ⋅ (𝑝 − lim

𝑛∈𝜔

(⋃

𝛿<𝛼

𝜎𝛿)(
1

𝑁
𝑓𝜉𝛼

(𝑛))),

for every 𝑞 ∈ Q.

It is not hard to see that there is a unique group homomorphism defined inQ(𝐶𝛼) which
satisfies all the above definitions. This will be the homomorphism 𝜎𝛼 ∶ Q(𝐶𝛼)

→ T we

wanted, and that ends the definition by recursion. Notice that 𝜎c(𝜒𝜔+𝜔) =
1

𝑚

+ Z, since

𝐶 ⊂ 𝛽 ⊂ 𝜔 + 𝜔 by construction.

The homomorphism 𝜎c ∶ Q
(c)

→ T will be called 𝜙𝛽 , and it is the extension of 𝜙𝛽 that
we were looking for.

Suppose now that 𝛽 ∉ [𝜔, 𝜔 + 𝜔). Again, by construction, there is a suitably closed set
𝐶 ∈ [c]𝜔 so that 𝜙𝛽 ∶ Q(𝐶)

→ T, and 𝜙𝛽 satisfies that

𝑝 − lim
𝑛∈𝜔

𝜙𝛽(
1

𝑁
𝑓𝜉(𝑛)) = 𝜙𝛽(

1

𝑁
𝜒𝜉),
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for each 𝜉 ∈ 𝐼 ∩ 𝐶 and 𝑁 ∈ 𝜔. Let {𝜉𝛼 ∶ 𝛼 < c} be a strictly increasing enumeration of c ⧵ 𝐶.
For each 𝛼 < c, let 𝐶𝛼 ≐ 𝐶 ∪ {𝜉𝛾 ∶ 𝛾 < 𝛼}.

We will again define recursively homomorphisms 𝜎𝛼 ∶ Q(𝐶𝛼)
→ T, for 𝛼 ≤ c, satisfy-

ing:

a) 𝜎0 = 𝜙𝛽;

b) 𝜎𝛿 ⊂ 𝜎𝛼 whenever 𝛿 ≤ 𝛼 ≤ c;

c) 𝑝 − lim𝑛∈𝜔 𝜎𝛼(
1

𝑁
𝑓𝜉(𝑛)) = 𝜎𝛼(

1

𝑁
𝜒𝜉), for each 𝛼 ≤ c, 𝜉 ∈ 𝐶𝛼 ∩ 𝐼 and 𝑁 ∈ 𝜔.

For that, let 𝜎0 = 𝜙𝛽 . Suppose that 𝜎𝛿 as above is defined for each 𝛿 < 𝛼, for a given
𝛼 < c. First, we define

𝜎𝛼(𝑔) = (⋃

𝛿<𝛼

𝜎𝛿)(𝑔),

if 𝑔 ∈ Q(
⋃
𝛿<𝛼

𝐶𝛿). If 𝛼 ∈ 𝐽1, we put 𝜎𝛼(𝑞𝜒𝜉𝛼) = 0, for every 𝑞 ∈ Q. Otherwise, if 𝛼 ∈ 𝐽0, we
put:

𝜎𝛼(𝑞𝜒𝜉𝛼
) = 𝑞 ⋅ (𝑝 − lim

𝑛∈𝜔

(⋃

𝛿<𝛼

𝜎𝛿)(
1

𝑁
𝑓𝜉𝛼

(𝑛))),

for every 𝑞 ∈ Q.

There is a unique group homomorphism defined in Q(𝐶𝛼) which satisfies all the above
definitions. This will be the homomorphism 𝜎𝛼 ∶ Q

(𝐶𝛼)
→ T we wanted, and that ends the

definition by recursion.

Again, the homomorphism 𝜎c ∶ Q
(c)

→ T will be called 𝜙𝛽 , and it is the extension of
𝜙𝛽 that we were looking for. Notice that, by construction, for each 𝛽 ∈ [𝜔, c),

𝑝 − lim
𝑛∈𝜔

𝜙𝛽(
1

𝑁
𝑓𝜉(𝑛)) = 𝜙𝛽(

1

𝑁
𝜒𝜉),

for each 𝜉 ∈ 𝐼 and 𝑁 ∈ 𝜔. We define  ≐ {𝜙𝛽 ∶ 𝛽 ∈ [𝜔, c)}.

Now we may prove the following theorem. Its proof is similar to the proof of Theorem

3.7 in [BRT21b], but we use the changes made to the homomorphisms to prove that we
can find a closed subgroup 𝐻 of Q(c) and an element in 𝐻 which is not divisible by any
𝑛 ∈ 𝜔.

Theorem 7.1.9. Let 𝑝 be a selective ultrafilter. Then, there exists a 𝑝-compact group topology
on Q(c) without non-trivial convergent sequences and a closed subgroup 𝐻 ⊂ Q(c) which
contains an element not divisible by any 𝑛 ∈ 𝜔.

Proof. Consider Q(c) endowed with the group topology generated by the homomorphisms
in . We will call this topological group 𝐺. Note that, by construction, in this topology we
have that

1

𝑁

𝜒𝜉 = 𝑝 − lim
𝑛∈𝜔

1

𝑁

𝑓𝜉(𝑛),

for each 𝜉 ∈ 𝐼 and 𝑁 ∈ 𝜔.

Let ℎ ≐ (ℎ𝑖)𝑖∈𝜔 be a sequence of elements in Q(c). Then, there are families (𝑟𝜉 ∶ 𝜉 ∈ 𝐼 )
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and (𝑠𝜇 ∶ 𝜇 ∈ c) of rational numbers, where all but finitely many are 0, such that

[ℎ]𝑝 = ∑

𝑖∈𝐼

𝑟𝜉[𝑓𝜉]𝑝 +∑

𝜇∈c

𝑠𝜇[𝜒𝜇]𝑝.

Then,
∑

𝑖∈𝐼

𝑟𝜉𝜒𝜉 +∑

𝜇∈c

𝑠𝜇𝜒𝜇

is a 𝑝−limit of ℎ, and thus 𝐺 is 𝑝−compact.

Now, let 𝑔 be an injective sequence of elements in 𝐺. Again, there are 𝑟 ∈ Q(𝐼 )
⧵ {0} and

𝑠 ∈ Q(c) such that
[𝑔]𝑝 = ∑

𝑖∈𝐼

𝑟𝜉[𝑓𝜉]𝑝 +∑

𝜇∈c

𝑠𝜇[𝜒𝜇]𝑝.

Then, defining 𝐷 ≐ supp(𝑟), there exists 𝐵 ∈ 𝑝 so that

𝑔(𝑛) = ∑

𝜉∈𝐷

𝑟𝜉𝑓𝜉(𝑛) +∑

𝜇∈c

𝑠𝜇𝜒𝜇,

for every 𝑛 ∈ 𝐵. Let 𝑑 ∈ 𝐺 ⧵ {0} arbitrary, and 𝐶 be a suitably closed set containing
𝜔∪𝐷∪supp(𝑑). Applying Proposition 7.1.7, we conclude that there exists a homomorphism
𝜙 ∶ Q(𝐶)

→ T so that (𝜙(∑𝜇∈𝐷
𝑟(𝜇)𝑓𝜇(𝑛)) ∶ 𝑛 ∈ 𝐵) does not converge in T. In particular,

(∑
𝜇∈𝐷

𝑟(𝜇)𝑓𝜇(𝑛) ∶ 𝑛 ∈ 𝐵) does not converge in 𝐺, and since ∑
𝜇∈c 𝑠𝜇𝜒𝜇 is constant, (𝑔(𝑛) ∶

𝑛 ∈ 𝜔) does not converge either.

Finally, we shall see that there is a subgroup 𝐻 ⊂ 𝐺 which contains an element not

divisible by any 𝑛 ∈ 𝜔. By the construction made previously, 𝜙𝛽𝑚(𝜒𝜔+𝜔) =
1

𝑚

+Z, for every

𝑚 ∈ 𝜔. Then,

𝐻 ≐ ⋂

𝑚∈𝜔

𝜙𝛽𝑚

−1

[{Z,
1

𝑚

+ Z, ...,
𝑚 − 1

𝑚

+ Z}]

is a nontrivial closed subgroup of 𝐺, thus it is also 𝑝−compact. Besides, clearly 𝜒𝜔+𝜔 ∈ 𝐻 .

Moreover, given 𝑛 ∈ 𝜔, suppose that there exists 𝜈 ∈ 𝐻 so that 𝜒𝜔+𝜔 = 𝑛𝜈. Then,

𝜙𝛽𝑛
(𝜒𝜔+𝜔) = 𝑛𝜙𝛽(𝜈) = 0,

a contradiction. Thus, the element 𝜒𝜔+𝜔 in 𝐻 is non-divisible in 𝐻 for every 𝑛 ∈ 𝜔. This
ends the proof.

7.2 Conclusion

In conclusion, for now we proved the following:

• There is an Abelian, torsion-free, non-divisible topological group which is compact.

• For every Abelian group 𝐺, Z × 𝐺 does not admit a 𝑝−compact group topology for
any 𝑝 ∈ 𝜔

∗.
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• Let 𝐺 be an Abelian group, 𝐻 be a subgroup of Q and 𝑟 > 1 be a prime number.
Suppose that 𝐻 is 𝑡-divisible for each prime 𝑡 ≠ 𝑟 but is not 𝑟−divisible. Then, 𝐻 × 𝐺

does not admit a 𝑝−compact group topology, for any 𝑝 ∈ 𝜔
∗.

• Let 𝑝 be a selective ultrafilter. Then, there exists a 𝑝-compact group topology onQ(c)

without non-trivial convergent sequences and a closed subgroup 𝐻 ⊂ Q(c) which
contains an element not divisible by any 𝑛 ∈ 𝜔.

Next, we intend to continue the study of the relation between divisibility of Abelian
groups and pseudocompact-like topologies with the aim of submitting the results in a
future article. For now, we highlight the following questions:

Question 7.2.1. If 𝐻 is a non-divisible subgroup of Q and 𝐻0 is a divisible group, does
𝐻 × 𝐻0 admit a topology whose 𝜔-th power is countably compact?

Question 7.2.2. Is there, in ZFC, an Abelian torsion-free topological group which has an
element that is not divisible for any 𝑛 > 1 and admits a 𝑝−compact topology for some 𝑝 ∈ 𝜔

∗?



107

Bibliography

[AG93] A. V. Arkhangel’skii and H. M. M. Genedi. “Properties of position type: relative
strong pseudocompactness”. Proc. Steklov Inst. Math. 3 193 (1993), pp. 25–27
(cit. on p. 32).

[AOT14] J. Angoa, Y. F. Ortiz-Castillo, and A. Tamariz-Mascarua. “Ultrafilters and
properties related to compactness”. Topol. Proc. 43 (2014), pp. 183–200 (cit. on
pp. 2, 31, 32).

[BCT19] A. C. Boero, I. Castro-Pereira, and A. H. Tomita. “Countably compact group
topologies on the free Abelian group of size continuum (and a Wallace semi-
group) from a selective ultrafilter”. Acta Math. Hungarica 159.2 (2019), pp. 414–
428 (cit. on p. 54).

[Bel+21] M. K. Bellini et al. “Algebraic structure of countably compact non-torsion
Abelian groups of size continuum from selective ultrafilters”. Topol. Appl. 297
(2021), p. 107703 (cit. on pp. 6, 100).

[Ber70] A. Bernstein. “A new kind of compactness for topological spaces”. Fundam.
Math. 66 (1970), pp. 185–193 (cit. on pp. 2, 27, 28, 32).

[Bla73] A. Blass. “The Rudin-Keisler ordering of 𝑃-points”. Trans. Am. Math. Soc. 179
(1973), pp. 145–166 (cit. on pp. 5, 19, 38).

[BRT21a] M. K. Bellini, V. O. Rodrigues, and A. H. Tomita. “Forcing a classification of
non-torsion Abelian groups of size at most 2c with non-trivial convergent
sequences”. Topol. Appl. 296 (2021) (cit. on pp. 4, 36).

[BRT21b] M. K. Bellini, V. O. Rodrigues, and A. H. Tomita. “On countably compact group
topologies without non-trivial convergent sequences on Q(𝜅) for arbitrarily
large 𝜅 and a selective ultrafilter.” Topol. Appl. 294 (2021), p. 107653 (cit. on
pp. 5, 6, 98, 102, 104).

[BRZ20] S. Bardyla, A. Ravsky, and L. Zdomskyy. “A countably compact topological
group with the non-countably pracompact square”. Topol. Appl. 279 (2020),
p. 107251. issn: 0166-8641. doi: https://doi.org/10.1016/j.topol.2020.107251.
url: https://www.sciencedirect.com/science/article/pii/S0166864120301942
(cit. on pp. 4, 36).

[CN74] W. W. Comfort and S. Negrepontis. The Theory of Ultrafilters. Berlin: Springer-
Verlag, 1974 (cit. on pp. 19, 20).

[Com90] W. W. Comfort. “Problems on Topological Groups and Other Homogeneous
Spaces”. In: Open Problems in Topology. Ed. by J. van Mill and G. M. Reed.
North-Holland, 1990, pp. 313–347 (cit. on pp. 3, 35).

https://doi.org/https://doi.org/10.1016/j.topol.2020.107251
https://www.sciencedirect.com/science/article/pii/S0166864120301942


108

BIBLIOGRAPHY

[CR66] W. W. Comfort and K. A. Ross. “Pseudocompactness and uniform continuity
in topological groups”. Pacific J. Math. 16 (1966), pp. 483–496 (cit. on pp. 2, 35,
95).

[Dik94] D. Dikranjan. “Zero-dimensionality of some pseudocompact groups”. Proc.
Am. Math. Soc. 120.4 (1994), pp. 1299–1308 (cit. on p. 32).

[Dou80] E. K. van Douwen. “The product of two countably compact topological groups”.
Trans. Am. Math. Soc. 262.2 (1980), pp. 417–427 (cit. on pp. 3, 35, 36).

[Gar94] S. García-Ferreira. “Some Generalizations of Pseudocompactness”. Ann. New
York Acad. Sci. 728 (1994), pp. 22–31 (cit. on p. 32).

[GJ76] L. Gillman and M. Jerison. Rings of continuous functions, Graduate Texts in
Mathematics, vol. 43. Springer-Verlag, 1976 (cit. on p. 31).

[GO14] S. Garcia-Ferreira and Y. F. Ortiz-Castillo. “Strong pseudocompact properties”.
Comment. Math. Univ. Carol. 55 (2014), pp. 101–109 (cit. on pp. 2, 32, 33, 35).

[GS75] J. Ginsburg and V. Saks. “Some applications of ultrafilters in topology”. Pacific
J. Math. 57 (1975), pp. 403–418 (cit. on pp. 2, 3, 30–32, 35).

[GS97] S. Garcia-Ferreira and M. Sanchis. “On 𝐶-compact subsets”. Houst. J. Math. 23
(1997), pp. 65–86 (cit. on p. 34).

[GT15] S. Garcia-Ferreira and A. H. Tomita. “A pseudocompact group which is not
strongly pseudocompact”. Topol. Appl. 192 (2015), pp. 138–144 (cit. on pp. 3,
35, 38, 45, 64).

[GT18] S. Garcia-Ferreira and A. H. Tomita. “Finite powers of selectively pseudocom-
pact groups”. Topol. Appl. 248 (2018), pp. 50–58 (cit. on pp. 4, 5, 38, 85).

[GT20] S. Garcia-Ferreira and A. H. Tomita. “Selectively pseudocompact groups and
𝑝−compactness”. Topol. Appl. 285 (2020) (cit. on pp. 4, 36, 38, 68).

[GTW05] S. Garcia-Ferreira, A. H. Tomita, and S. Watson. “Countably compact groups
from a selective ultrafilter”. Proc. Amer. Math. Soc. 133.3 (2005), pp. 937–943
(cit. on pp. 3, 36, 61, 62).

[Hal44] P. R. Halmos. “Comment on the real line”. Bull. Am. Math. Soc. 50 (1944),
pp. 877–878 (cit. on pp. 5, 98).

[Hew48] E. Hewitt. “Rings of real-valued continuous functions, I”. Trans. Amer. Math.
Soc. 64 (1948), pp. 45–99 (cit. on pp. 2, 25).

[HJ76] A. Hajnal and I. Juhász. “A separable normal topological group need not
be Lindelöf”. General Topology and its Applications 6.2 (1976), pp. 199–205.
issn: 0016-660X. doi: https://doi.org/10.1016/0016-660X(76)90033-7. url:
https://www.sciencedirect.com/science/article/pii/0016660X76900337 (cit. on
pp. 3, 36).

[HR63] E. Hewitt and K. A. Ross. Abstract harmonic analysis I. Springer-Verlag, 1963
(cit. on p. 98).

[Hru+21] M. Hrušák et al. “Countably compact groups without non-trivial convergent
sequences”. Trans. Am. Math. Soc. 374 (2021), pp. 1277–1296 (cit. on pp. 3, 4,
36, 38, 42, 47, 48, 51–53, 95).

[HTT18] M. Hrušák, Á. Tamariz-Mascarúa, and M. Tkachenko. Pseudocompact Topolog-
ical Spaces: A Survey of Classic and New Results with Open Problems (Develop-
ments in Mathematics Book 55). Springer, 2018 (cit. on p. 20).

https://doi.org/https://doi.org/10.1016/0016-660X(76)90033-7
https://www.sciencedirect.com/science/article/pii/0016660X76900337


BIBLIOGRAPHY

109

[KTW00] P. B. Koszmider, A. H. Tomita, and S. Watson. “Forcing countably compact
group topologies on a larger free Abelian group”. Topol. Proc. 25 (2000), pp. 563–
574 (cit. on pp. 3, 36, 52).

[Kun11] K. Kunen. Set theory. College Publications, 2011 (cit. on p. 48).
[Kun80] K. Kunen. Weak P-points in N*. English. Topology, Vol. II, 4th Colloq. Budapest

1978, Colloq. Math. Soc. Janos Bolyai 23, 741-749. 1980 (cit. on pp. 18, 49).
[Mar10] P. A. Martin. Grupos, Corpos e Teoria de Galois. Livraria da Física, 2010 (cit. on

p. 9).
[MT07] R. E. Madariaga-Garcia and A. H. Tomita. “Countably compact topological

group topologies on free Abelian groups from selective ultrafilters”. Topology
Appl. 154 (2007), pp. 1470–1480 (cit. on p. 54).

[MZ55] D. Montgomery and L. Zippin. Topological transformations groups. Interscience
publishers, 1955 (cit. on p. 20).

[Nov53] J. Novák. “On the cartesian product of two compact spaces”. Fundam. Math.
40 (1953), pp. 106–112 (cit. on pp. 2, 27).

[RS96] D. Robbie and S. Svetlichny. “An answer to A. D. Wallace’s question about
countably compact cancellative semigroups”. Proc. Am. Math. Soc. 124.1 (1996),
pp. 325–330 (cit. on p. 54).

[ST09] P. J. Szeptycki and A. H. Tomita. “HFD groups in the Solovay model”. Topol.
Appl. 156 (2009), pp. 1807–1810 (cit. on p. 36).

[Ter52] H. Terasaka. “On cartesian product of compact spaces”. Osaka Math. J. 4 (1952),
pp. 11–15 (cit. on pp. 2, 27).

[Tom05a] A. H. Tomita. “A solution to Comfort’s question on the countable compactness
of powers of a topological group”. Fundam. Math. 186 (2005), pp. 1–24 (cit. on
pp. 67, 68).

[Tom05b] A. H. Tomita. “Square of countably compact groups without non-trivial con-
vergent sequences”. Topology and Appl. 153 (2005), pp. 107–122 (cit. on p. 36).

[Tom19] A. H. Tomita. “A van Douwen-like ZFC theorem for small powers of countably
compact groups without non-trivial convergent sequences”. Topology Appl.
259 (2019), pp. 347–364 (cit. on p. 36).

[Tom96] A. H. Tomita. “The Wallace problem: a counterexample from MAcountable and
𝑝-compactness”. Can. Math. Bull. 39 (1996), pp. 486–498 (cit. on p. 54).

[Tom98] A. H. Tomita. “The existence of initially 𝜔1-compact group topologies on free
Abelian groups is independent of ZFC”. Comment. Math. Univ. Carolinae 39
(1998), pp. 401–413 (cit. on pp. 5, 98).

[TT22] A. H. Tomita and J. Trianon-Fraga. “Some pseudocompact-like properties in
certain topological groups”. Topol. Appl. 314 (2022), p. 108111 (cit. on pp. 3, 4,
35, 36, 42, 47, 48, 52, 55, 63).

[TT23] A. H. Tomita and J. Trianon-Fraga. “On powers of countably pracompact
groups”. Topol. Appl. 327 (2023), p. 108434 (cit. on pp. 4, 5, 38, 42, 44, 67, 68, 71,
72, 74, 76, 87).

[Wal55] A. D. Wallace. “The structure of topological semigroups”. Bull. Amer. Math.
Soc. 61 (1955), pp. 95–112 (cit. on p. 54).

[Wil04] S. Willard. General Topology. Dover publications, 2004 (cit. on pp. 12, 14, 15).
[Wim82] E. L. Wimmers. “The Shelah 𝑃-point independence theorem”. Isr. J. Math. 43

(1982), pp. 28–48 (cit. on pp. 18, 19).


	Introduction
	About this thesis
	The content
	The outline

	Preliminary Content
	Algebra
	Topology
	Basic General Topology
	Filters and ultrafilters
	P-points and weak P-points of *
	Selective ultrafilters
	The Rudin-Keisler order
	Topological Groups


	Pseudocompact-like topologies in groups
	Introduction
	The sketch of the constructions and some useful results

	A countably compact group without non-trivial convergent sequences of size 2c
	Auxiliary Results
	The construction of the group
	Conclusion

	A selectively pseudocompact group which is not countably pracompact
	The construction of the groups
	Conclusion

	A consistent solution to the case =  of the Comfort-like question for countably pracompact groups
	Auxiliary Results
	The construction of the group

	Consistent solutions to the Comfort-like question for countably pracompact groups in the case of infinite successor cardinals
	The construction of the group
	Conclusion

	On divisibility and p-compact topologies in groups
	Introduction and Results Obtained
	Conclusion

	Bibliography

