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O glaube, mein Herz, o glaube:
Es geht dir nichts verloren!
Dein ist, ja dein, was du gesehnt!
Dein, was du geliebt,
Was du gestritten!

O glaube
Du wardst nicht umsonst geboren!
Hast nicht umsonst gelebt, gelitten!

Was entstanden ist
Das muss vergehen!
Was vergangen, auferstehen!
Hör' auf zu beben!
Bereite dich zu leben!

O Schmerz! Du Alldurchdringer!
Dir bin ich entrungen!
O Tod! Du Allbezwinger!
Nun bist du bezwungen!

Mit Flügeln, die ich mir errungen,
In heißem Liebesstreben,
Werd' ich entschweben
Zum Licht, zu dem kein Aug' gedrungen!

Sterben werd' ich, um zu leben!
Aufersteh'n, ja aufersteh'n
wirst du, mein Herz, in einem Nu!
Was du geschlagen
zu Gott wird es dich tragen!
-Gustav Mahler, Die 2. Sinfonie-

## Resumo

O nosso objetivo é estudar as deformações integráveis da teoria de supercordas em $A d S_{4} \times$ $\mathbb{C P}^{3}$ formulada como um modelo sigma não-linear no supercoset $\frac{U O S p(2,2 \mid 6)}{S O(1,3) \times U(3)}$. Estudamos a deformação de Yang-Baxter deste modelo e determinamos os backgrounds deformados nos quais a supercorda se propaga para algumas escolhas da matriz $r$. Para isto propomos algumas matrizes $r$ que satisfazem a equação clássica de Yang-Baxter (CYBE) e determinamos os duais gravitacionáis da teoria ABJM não comutativa, da sua deformação de dipolo com um parâmetro e o seu limite não relativístico, que corresponde ao espaço-tempo de Schrödinger.

Palavras-chave: Supercordas; Modelo sigma não-linear; Integrabilidade; Deformações integráveis; Matriz $r$.

## Abstract

Our aim is to study integrable deformations for the superstring theory in $A d S_{4} \times \mathbb{C P}^{3}$ formulated as a $\sigma$-model on the supercoset $\frac{U O S p(2,2 \mid 6)}{S O(1,3) \times U(3)}$. We study the Yang-Baxter deformation of this model and determine the deformed backgrounds on which the string propagates for some choices of $r$-matrix. To this end we propose some $r$-matrices that satisfy the classical Yang-Baxter equation and show the gravity duals of the non-commutative ABJM theory, its one-parameter dipole deformation and its non-relativistic limit which corresponds to the so-called Schrödinger spacetime.

Keywords: Superstrings; Nonlinear sigma model; Integrability; Integrable deformations; $r$-matrix.
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## Chapter 1

## Introduction

The AdS/CFT correspondence conjectures that certain gauge theories have a dual description in terms of string theories. The first case of the AdS/CFT correspondence states that $\mathcal{N}=4$ supersymmetric Yang-Mills theory on a four-dimensional flat spacetime is dual to type IIB superstring theory propagating in $\operatorname{AdS} S_{5} \times S^{5}$ [1].

Many features of the AdS/CFT correspondence have been studied along the time including its integrability properties. On the string theory side, since it is formulated as two-dimensional field theory, the notion of integrability is associated to the existence of a Lax connection which ensures the existence of an infinite number of conserved charges. In the case of $A d S_{5} \times S^{5}$ superstrings the theory is described as a $\sigma$-model on the supercoset $\frac{P S U(2,2 \mid 4)}{S O(1,4) \times S O(5)}$ [2]. The $\mathbb{Z}_{4}$-grading of the $\mathfrak{p s u}(2,2 \mid 4)$ superalgebra is a fundamental ingredient to obtain the Lax connection and thus to prove its integrability [3].

Recently, techniques to deform integrable theories keeping their integrability have been developed. One of them is based on $r$-matrices that satisfy the Yang-Baxter equation. These deformations were proposed by Klimcik as a way to obtain an integrable deformation of the Principal Chiral Model (PCM) [4, 5]. In this case, the type of $r$-matrix that was considered is called Drinfeld-Jimbo $r$-matrix [6,7] and satisfies the modified classical Yang-Baxter equation. These deformations were also applied for the case of a symmetric coset $\sigma$-model [8], and furthermore to the $A d S_{5} \times S^{5} \sigma$-model [9, 10]. The supercoset construction was made in [11, 12] whose background is called $\eta$-deformed $\operatorname{AdS} S_{5} \times S^{5}$. The important feature of this deformed background is that it does not satisfy the type IIB supergravity field equations. This fact led to postulate the existence of generalized supergravity
equations [13, [4]. In a recent work [15], it was shown that the stardard supergravity equations are satisfied by an $\eta$-deformed background if the Drinfeld-Jimbo $r$-matrix associated to this deformation is constructed in a specific form. Furthermore, Yang-Baxter deformation of the $\operatorname{Ad} S_{5} \times S^{5}$ in the pure spinor formulation was developed recently in [16].

It is possible to consider also an $r$-matrix that is solution of the classical Yang-Baxter equation (CYBE). In this case, the deformation of the symmetric coset $\sigma$-model was obtained in [17]. Moreover, this was studied for superstrings in $\operatorname{Ad} S_{5} \times S^{5}$ in [18]. The interesting property of these deformations is that they lead to several known backgrounds of type IIB supergravity [19-22]: Lunin-Maldacena-Frolov [23,24], Hashimoto-Itzhaki-Maldacena-Russo [25, 26] and Schrödinger spacetimes [27-29], which can be also obtained via TsT transformations [30]. In these cases, the $r$-matrices are all abelian. These results were extended to the nonabelian case [31] and it was conjectured in [32] that deformations using solutions of the CYBE are equivalent to nonabelian T-duality transformations [33, 34].

There is another type of integrable deformation known as $\lambda$-deformation, which was first introduced by gauging a combination of a PCM and a Wess-Zumino-Witten (WZW) model [35], and extended to string theory in symmetric spaces [36] and $\operatorname{Ad} S_{5} \times S^{5}$ [37], as well as to the pure spinor formulation in [38]. Due to a work by Klimcik [39]-42], it is conjectured that the $\eta$ - and $\lambda$-deformations are related by an extension of nonabelian T-duality known as Poison-Lie T-duality [43, 44].

Another well-known example of the AdS/CFT correspondence is the duality between $\mathcal{N}=6$ superconformal Chern-Simons theory in three dimensions (ABJM theory) and type IIA superstrings in $A d S_{4} \times \mathbb{C P}^{3}$ [45]. The string theory is partially described by a nonlinear $\sigma$-model on the supercoset $\operatorname{UOSp}(2,2 \mid 6) /(S O(1,3) \times U(3))$ [46, 47]. The superalgebra $\mathfrak{u o s p}(2,2 \mid 6)$ has a $\mathbb{Z}_{4}$-grading which allows to show the integrability of the model [46].

Only recently Yang-Baxter deformations of the nonlinear $\sigma$-model on this supercoset were considered. In [48], a solution of the CYBE for an abelian $r$-matrix, in which only the $\mathbb{C P}^{3}$ subspace was deformed, was found. This deformation leads to a three-parameter deformation of the $A d S_{4} \times \mathbb{C P}^{3}$ background that can be obtained also by using TsT transformation [49]. Thus, inspired by that work, our aim is to study other possible integrable
deformations of this background. The $r$-matrices associated to this deformation are constructed in terms of combinations of generators of the superalgebra $\mathfrak{u o s p}(2,2 \mid 6)$. We propose a Drinfeld-Jimbo (DJ) $r$-matrix which involves only the Cartan basis of the superalgebra. In this case, the $\mathrm{DJ} r$-matrix has only bosonic generators of the Cartan basis, which is the first step to construct the $\eta$-deformed $A d S_{4} \times \mathbb{C P}^{3}$ background. In addition to this, we also provide some unimodular nonabelian $r$-matrices based on the classification given in [50].

Besides that, we provide the $r$-matrices that lead to the gravity duals of noncommutative ABJM theory as well as its one-parameter dipole deformation. These backgrounds were found initially by performing TsT transformations on the $A d S_{4} \times \mathbb{C P}^{3}$ background [49]. In addition to this, we also present the $r$-matrix that leads to the gravity dual of the nonrelativistic limit of ABJM which corresponds to the Schrödinger spacetime. We expect this result is compatible with the one obtained via a certain class of TsT transformations called null Melvin twists [51].

This thesis is organized as follows. In Chapter 2, we review the Green-Schwarz formalism for superstrings. We start with the case of flat space and present the symmetries of the theory. Then, we generalize it to curved backgrounds and present the Green-Schwarz action as a nonlinear $\sigma$-model. We focus on the case of superstrings in $\operatorname{AdS} S_{5} \times S^{5}$ and examine in detail its $\mathfrak{p s u}(2,2 \mid 4)$ superalgebra. We derive the corresponding Lax pair to show that the type IIB superstring theory in $A d S_{5} \times S^{5}$ is integrable. In the Chapter 3 we review Yang-Baxter deformations and explain the relation between $r$-matrices and integrability. We present the Lagrangian of the Yang-Baxter deformed $\sigma$-model in terms of the $R$ operator associated to the $r$-matrix. For models with $\mathbb{Z}_{4}$-grading we compute in detail its equations of motion and symmetries. We review the construction of different $r$-matrices leading to integrable deformations of the $A d S_{5} \times S^{5}$ background. In Chapter 4 , we discuss the Yang-Baxter deformation of the $A d S_{4} \times \mathbb{C P}^{3} \sigma$-model. We review the supermatrix realization of the $\mathfrak{u o s p}(2,2 \mid 6)$ and its $\mathbb{Z}_{4}$-grading. Then, we discuss a nonlinear $\sigma$-model describing superstrings in $A d S_{4} \times \mathbb{C P}^{3}$. After that we present the Yang-Baxter deformation of $A d S_{4} \times \mathbb{C P}^{3}$ and discuss in detail its $\kappa$-symmetry. Finally, we compute some deformed backgrounds generated by $r$-matrices: the gravity dual of noncommutative ABJM theory as well as the gravity dual of the one-parameter dipole deformation and the non-relativistic
limit of ABJM theory. In Chapter 5 we discuss some future perspectives along the lines of our work.

## Chapter 2

## The $\sigma$-model description of superstrings

This chapter is dedicated to the study of superstring theory as a nonlinear $\sigma$-model. First, we review superstrings on a flat space and its generalization to curved spaces. Then, we introduce the supercoset formulation of the superspace in order to write the Green-Schwarz action as a nonlinear $\sigma$-model. In this context we study the Green-Schwarz formalism for $A d S_{5} \times S^{5}$ along the lines of [52]. We start by describing the $A d S_{5} \times S^{5}$ background and the Green-Schwarz-Metsaev-Tseytlin action based on the supercoset formulation of the $\mathfrak{p s u}(2,2 \mid 4)$ superalgebra. Finally, we discuss its integrability properties.

### 2.1 Type II superstrings in flat space

In order to have a supersymmetric theory fermionic fields must be introduced, either as worldsheet fermions, giving rise to the Ramond-Neveu-Schwarz (RNS) superstring theory, or as spacetime fermions, corresponding to the Green-Schwarz (GS) superstring theory. The GS formalism is more convenient since it can be applied to any curved background so let us start describing briefly this formalism in flat spacetime.

Supersymmetry can be introduced by generalizing the bosonic string action [53,54],

$$
\begin{equation*}
S_{1}=-\frac{1}{2 \pi} \int_{\mathcal{M}} \mathrm{d}^{2} \sigma \sqrt{-g} g^{a b} \Pi_{a}^{m} \Pi_{b}^{n} \eta_{m n} \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\Pi_{a}^{m}=\partial_{a} X^{m}-i \delta_{A B} \bar{\theta}^{A \alpha}\left(\gamma^{m}\right)_{\alpha \beta} \partial_{a} \theta^{B \beta}, \tag{2.2}
\end{equation*}
$$

$X^{m}$ are bosonic coordinates with $m=0,1, \ldots, 9,\left(\gamma^{m}\right)_{\alpha \beta}$ are the $16 \times 16$ gamma matrices
and $\mathcal{M}$ is the two-dimensional worldsheet with metric $g_{a b}$. The Grassmann coordinates are Majorana-Weyl fermions $\theta^{A \alpha}$ with spinor indices $A, B=1,2$ and $\alpha, \beta=1, \ldots, 16$. These fermionic coordinates may have chiralities chosen independently. If $\theta^{1}$ and $\theta^{2}$ have opposite chirality, the theory is called type IIA, otherwise we refer it as type IIB superstrings.

In order to have the correct number of physical fermionic degrees of freedom we need to implement a local fermionic symmetry called $\kappa$-symmetry by adding to (2.1) an extra supersymmetric term known as the Wess-Zumino (WZ) term,

$$
\begin{equation*}
S_{2}=-\frac{1}{\pi} \int_{\mathcal{M}} \mathrm{d}^{2} \sigma\left\{-\epsilon^{a b}\left(\bar{\theta}^{1} \gamma^{m} \partial_{a} \theta^{1}\right)\left(\bar{\theta}^{2} \gamma_{m} \partial_{b} \theta^{2}\right)+i \epsilon^{a b} \partial_{a} X_{m}\left(\bar{\theta}^{1} \gamma^{m} \partial_{b} \theta^{1}-\bar{\theta}^{2} \gamma^{m} \partial_{b} \theta^{2}\right)\right\} \tag{2.3}
\end{equation*}
$$

where $\epsilon^{a b}$ is the Levi-Civita tensor. Thus, the supersymmetric action invariant under $\kappa$ symmetry is

$$
\begin{equation*}
S_{G S}=S_{1}+S_{2} \tag{2.4}
\end{equation*}
$$

The WZ term $S_{2}$ is independent of $g_{a b}$, therefore it does not contribute to the energymomentum tensor.

### 2.2 Type II superstrings in a curved background

In this section we study the GS superstrings action as a nonlinear $\sigma$-model on a coset superspace [55-57].

### 2.2.1 Green-Schwarz $\sigma$-model

In a curved background, the Green-Schwarz $\sigma$-model is

$$
\begin{equation*}
S_{G S}=-\frac{1}{2} \int_{\mathcal{M}} \mathrm{d}^{2} \sigma\left(\sqrt{-g} g^{a b} G_{M N}(Z)+\epsilon^{a b} B_{N M}(Z)\right) \partial_{a} Z^{M} \partial_{b} Z^{N}, \tag{2.5}
\end{equation*}
$$

where $\left.Z^{M}=\left\{X^{\mu}, \theta^{\alpha}, \hat{\theta}^{\hat{\alpha}}\right\}\right\}^{1}$ are $\mathcal{N}=2, D=10$ curved supercoordinates, with $\mu=$ $0, \ldots, 9$ and $\alpha, \hat{\alpha}=1, \ldots, 16$, and $G_{M N}$ and $B_{M N}$ are the background superfields. The first term in (2.5) corresponds to the kinetic term and the second one is the WZ term.

[^1]At each point of this curved superspace we can define the supervielbein $E_{M}^{A}(Z)$, where $A=\{m, \alpha, \hat{\alpha}\}$ are the flat indices with $m=0, \ldots, 9$. Then, $G_{M N}$ and $B_{M N}$ can be written as

$$
\begin{equation*}
G_{M N}(Z)=E_{M}^{m}(Z) E_{N}^{n}(Z) \eta_{m n}, \quad B_{M N}(Z)=E_{M}^{A}(Z) E_{N}^{B}(Z) B_{A B}(Z) \tag{2.6}
\end{equation*}
$$

where $\eta_{m n}$ is a flat metric on each point $Z$ of the superspace. Also, an orthonormal basis can be defined as

$$
\begin{equation*}
J^{A}=E_{M}^{A} \mathrm{~d} Z^{M}, \quad J_{a}^{A}=E_{M}^{A} \partial_{a} Z^{M} \tag{2.7}
\end{equation*}
$$

where $a=\{0,1\}$ are the indices of worldsheet coordinates $\sigma^{a}=(\tau, \sigma)$ such that we can write on the worldsheet,

$$
\begin{equation*}
J^{A}=J_{a}^{A} \mathrm{~d} \sigma^{a} . \tag{2.8}
\end{equation*}
$$

In this terms we write the GS action (2.5) as

$$
\begin{equation*}
S_{G S}=-\frac{1}{2} \int \mathrm{~d}^{2} \sigma\left(\sqrt{-g} g^{a b} J_{a}^{m} J_{b}^{n} \eta_{m n}+\epsilon^{a b} B_{A B} J_{a}^{A} J_{b}^{B}\right) . \tag{2.9}
\end{equation*}
$$

In particular, the WZ term can be expressed as

$$
\begin{equation*}
S_{W Z}=-\int B_{A B} J^{A} \wedge J^{B}=-\int_{\mathcal{M}} B \tag{2.10}
\end{equation*}
$$

which represents the integral of a two-form.
The type II GS action in flat space (2.4) can be recovered by taking

$$
\begin{align*}
& J_{a}^{m}=\Pi_{a}^{m}, \quad J_{a}^{\alpha}=\partial_{a} \theta^{\alpha}, \quad J_{a}^{\hat{\alpha}}=\partial_{a} \theta^{\hat{\alpha}}  \tag{2.11}\\
& B_{m \alpha}=\left(\theta \gamma_{m}\right)_{\alpha}, \quad B_{m \hat{\alpha}}=-\left(\hat{\theta} \gamma_{m}\right)_{\hat{\alpha}}, \quad B_{\alpha \hat{\alpha}}=\left(\theta \gamma_{m}\right)_{\alpha}\left(\hat{\theta} \gamma^{m}\right)_{\hat{\alpha}} . \tag{2.12}
\end{align*}
$$

### 2.2.2 Supercoset formulation

One of the main motivations to study the GS superstring as nonlinear $\sigma$-model on a supercoset is that it allows us to manage algebraically the symmetries and properties of the theory as well as the demonstration of its integrability.

## Coset spaces

This section introduces some notions about cosets and it is based on references [58-60]. A space $\mathcal{M}$ is said to be homogeneous if it admits as an isometry the transitive action of
a group $G$, i.e. any point of the space can be reached from any other by the group action. Thus, it is natural to label a point $X$ on $\mathcal{M}$ by parameters describing elements of $G$ which move $X$ to $X^{\prime}$. The subgroup $H \subset G$ which leaves a point $X$ on $\mathcal{M}$ fixed is called the isometry subgroup. Hence, there exists a redundancy when labelling $\mathcal{M}$ in terms of $G$. In order to describe $\mathcal{M}$ correctly we must identify those elements of the group that leave a point $X$ on $\mathcal{M}$ fixed, which means to describe $\mathcal{M}$ in terms of the $\operatorname{coset} G / H$. This equivalence is defined by the right action of $G / H: g \sim g h$, with $g \in G$ but not in $H$, and with $h \in H$.

If $G$ is a Lie group we say that $\mathcal{M}$ is a coset manifold, then $\mathcal{M}$ has a Riemannian structure parametrized by coordinates.

The Lie algebra $\mathfrak{g}$ of $G$ can be split as

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{h} \tag{2.13}
\end{equation*}
$$

where $\mathfrak{h}$ is the Lie algebra of $H$ and $\mathfrak{k}=\mathfrak{g} / \mathfrak{h}$ contains the coset generators that remain in $G / H$. Thus, any element $g \in G$ can be expressed in the following form,

$$
\begin{equation*}
g=\exp \left(y^{m} K_{m}\right) \exp \left(x^{i} H_{i}\right), \quad H_{i} \in \mathfrak{h}, \quad K_{m} \in \mathfrak{k}, \tag{2.14}
\end{equation*}
$$

where $y^{m}$ are the coordinates on the coset with $m=1, \ldots, \operatorname{dim} G-\operatorname{dim} H$ and $x^{i}$ are parameters of $H$ with $i=1, \ldots, \operatorname{dim} H$.

This suggests a natural parametrization of the coset space by choosing the representative

$$
\begin{equation*}
\exp \left(y^{m} K_{m}\right) \in G / H \tag{2.15}
\end{equation*}
$$

which corresponds to $x^{i}=0$.
The Lie algebra-valued one-form

$$
\begin{equation*}
J(y)=g^{-1}(y) \mathrm{d} g(y), \quad g(y) \in G \tag{2.16}
\end{equation*}
$$

can be spanned in terms of the generators of $\mathfrak{g}$,

$$
\begin{equation*}
J(y)=J^{m}(y) K_{m}+\omega^{i}(y) H_{i} \tag{2.17}
\end{equation*}
$$

Here $J^{m}(y)=J_{a}^{m}(y) \mathrm{d} \sigma^{a}$ is a vielbein on $G / H$ and $\omega^{i}(y)=\omega_{a}^{i}(y) \mathrm{d} \sigma^{a}$ is the spinconnection in terms of another set of coordinates $\sigma^{a}$. This one-form $J$ satisfies the zerocurvature condition,

$$
\begin{equation*}
\mathrm{d} J+J \wedge J=0 \tag{2.18}
\end{equation*}
$$

by construction.
The simplest coset is the $S^{2}$ sphere. It can be written as the coset space $\frac{S O(3)}{S O(2)}$, where $S O(3)$ is the global symmetry group and $S O(2)$ is its local isometry. In general, an $n$ sphere is described as

$$
\begin{equation*}
S^{n} \equiv \frac{S O(n+1)}{S O(n)} \tag{2.19}
\end{equation*}
$$

Another useful and important construction is the coset for AdS spaces,

$$
\begin{equation*}
A d S_{n} \equiv \frac{S O(2, n-1)}{S O(1, n-1)}, \tag{2.20}
\end{equation*}
$$

and the $n$-dimensional complex projective space $\mathbb{C P}^{n}$

$$
\begin{equation*}
\mathbb{C P}^{n} \equiv \frac{S U(n+1)}{U(n)} \tag{2.21}
\end{equation*}
$$

## Green-Schwarz supercoset $\sigma$-model

The generalization to a supercoset consists in extending the numerator of the coset $G / H$ to a supergroup such that it contains $G$ as its bosonic subgroup. There exists a classification of Lie superalgebras, given in [61,62], in which we can identify the bosonic subalgebras.

The Maurer-Cartan one-form $J$, in the case of a supercoset $G / H^{2}$, can be written in the same way as in (2.17),

$$
\begin{equation*}
J=J^{A} K_{A}+J^{I} H_{I}, \tag{2.22}
\end{equation*}
$$

where $K_{A} \in \mathfrak{g} / \mathfrak{h}$ and $H_{I} \in \mathfrak{h}$ with $A=1, \ldots, \operatorname{dim} G-\operatorname{dim} H$ and $I=1, \ldots, \operatorname{dim} H$. We can write (2.22) as

$$
\begin{equation*}
J=J_{M}^{A} \mathrm{~d} Z^{M} K_{A}+J_{M}^{I} \mathrm{~d} Z^{M} H_{I} . \tag{2.23}
\end{equation*}
$$

By taking $\mathrm{d} Z^{M}=\partial_{a} Z^{M} \mathrm{~d} \sigma^{a}$ where $a=\{0,1\}$ are the indices of worldsheet coordinates $\sigma^{a}=(\tau, \sigma)$ such that we can write

$$
\begin{equation*}
J_{a}^{A}=J_{M}^{A} \partial_{a} Z^{M} \tag{2.24}
\end{equation*}
$$

Then, if the target space is a supercoset the kinetic term for the GS superstring (2.9) can be constructed.

[^2]A $\sigma$-model on a superspace contains a term that can be constructed from a closed three-form $\Omega^{(3)}$, i.e. d $\Omega^{(3)}=0$, whose pullback on the worldsheet is built in terms of the Maurer-Cartan one-form [55, 63],

$$
\begin{equation*}
\Omega^{(3)}=\operatorname{Str} J \wedge J \wedge J=f_{A B C} J^{A} \wedge J^{B} \wedge J^{C}, \tag{2.25}
\end{equation*}
$$

where $f_{A B C}$ are constants. This three-form is closed by construction due to the zerocurvature condition and the Jacobi identity. We can define $\Omega^{(3)}=\mathrm{d} B^{(2)}$. The WZ term is the integral of $\Omega^{(3)}$ on a three-dimensional manifold whose boundary is the string worldsheet,

$$
\begin{equation*}
S_{W Z}=-\int_{\mathcal{M}} B \tag{2.26}
\end{equation*}
$$

which has the same form as in (2.10) for GS superstring.
It was shown that this approach reproduces the type II GS superstrings on flat spacetime as a nonlinear $\sigma$ model on the $\frac{\operatorname{SUSY}(\mathcal{N}=2)}{S O(1,9)}$ coset, being $S O(1,9)$ the Lorentz subgroup of the $\mathcal{N}=2$ super Poincaré group ten dimensional flat space.

## Lie superalgebra

A superalgebra $\mathcal{V}$ is defined as a $\mathbb{Z}_{2}$-graded vector space. It can be written as $\mathcal{V}=\mathcal{V}^{(0)} \oplus$ $\mathcal{V}^{(1)}$ where $\operatorname{dim}\left(\mathcal{V}^{(0)}\right)=m$, and $\operatorname{dim}\left(\mathcal{V}^{(1)}\right)=n$, for $m, n \geqslant 0$. The subalgebra $\mathcal{V}^{(0)}$ is called even or bosonic and $\mathcal{V}^{(1)}$ is called odd or fermionic.

A $\mathbb{Z}_{2}$-graded superalgebra $\mathfrak{g}=\mathfrak{g}^{(0)} \oplus \mathfrak{g}^{(1)}$ is a Lie superalgebra if it is equipped with a graded commutator defined as

$$
\begin{equation*}
[A, B]=A B-(-1)^{[\alpha][\beta]} B A, \tag{2.27}
\end{equation*}
$$

that satisfies the Jacobi identity,

$$
\begin{equation*}
(-1)^{[\alpha][\gamma]}[A,[B, C]]+(-1)^{[\alpha][\beta]}[B,[C, A]]+(-1)^{[\beta][\gamma]}[C,[A, B]]=0, \tag{2.28}
\end{equation*}
$$

where $[\alpha],[\beta],[\gamma]$ correspond to the gradings of $A, B, C \in \mathfrak{g}^{(\alpha)}$ for $\alpha=0,1$

$$
[\alpha]= \begin{cases}0 & \text { if } \alpha \text { is even }  \tag{2.29}\\ 1 & \text { if } \alpha \text { is odd }\end{cases}
$$

## Symmetric coset space

A Lie superalgebra $\mathfrak{g}$ with an automorphism $\Omega$ of order two, i.e. $\Omega: \mathfrak{g} \mapsto \mathfrak{g}$ with $\Omega^{2}=I$ is split in the same way as in (2.13),

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{h} \tag{2.30}
\end{equation*}
$$

such that

$$
\begin{equation*}
[\mathfrak{h}, \mathfrak{h}] \subset \mathfrak{h}, \quad[\mathfrak{h}, \mathfrak{k}] \subset \mathfrak{k}, \quad[\mathfrak{k}, \mathfrak{k}] \subset \mathfrak{h} . \tag{2.31}
\end{equation*}
$$

From the first relation in $2.31 \mathfrak{h}$ is a subalgebra of $\mathfrak{g}$; the second one indicates that $\mathfrak{g}$ is reductive, and the third one that it is symmetric [59]. A superalgebra $\mathfrak{g}$ with these properties defines a symmetric space with $\mathbb{Z}_{2}$-grading.

There are superalgebras with an automorphism of order four, such that $\Omega^{4}=I$, which is induced by a $\mathbb{Z}_{4}$-grading instead of a $\mathbb{Z}_{2}$. This defines semi-symmetric spaces like $\operatorname{AdS} S_{5} \times$ $S^{5}$ and $A d S_{4} \times \mathbb{C P}^{3}$ cases which we will consider in the following section and in Chapter 4 .

### 2.3 Superstrings in $A d S_{5} \times S^{5}$

The $\operatorname{AdS} S_{5} \times S^{5}$ background is a solution of the type IIB supergravity equations together with a constant dilaton and a $F_{5}$ flux. This background plays a crucial role in the $A d S / C F T$ correspondence since it is dual to $\mathcal{N}=4$ SYM theory in four-dimensions [1,64].

### 2.3.1 The $A d S_{5} \times S^{5}$ background

From (2.20) and (2.19), for $n=5$, we have

$$
\begin{equation*}
A d S_{5} \equiv \frac{S O(2,4)}{S O(1,4)}, \quad S^{5} \equiv \frac{S O(6)}{S O(5)} \tag{2.32}
\end{equation*}
$$

Thus, $A d S_{5} \times S^{5}$ is written as the coset

$$
\begin{equation*}
A d S_{5} \times S^{5} \equiv \frac{S O(2,4)}{S O(1,4)} \times \frac{S O(6)}{S O(5)} \tag{2.33}
\end{equation*}
$$

We need to look for a supergroup having $S O(2,4) \times S O(6)$ as its bosonic subgroup in order to describe superstrings in this background. Indeed, from the Nahm classification [62] we find that this bosonic group is part of the supergroup $\operatorname{PSU}(2,2 \mid 4)$.

### 2.3.2 The Green-Schwarz-Metsaev-Tseytlin action

Metsaev and Tseylin constructed the type IIB Green-Schwarz superstring in $A d S_{5} \times S^{5}$ as a nonlinear $\sigma$-model with target space given by the supercoset [2]

$$
\begin{equation*}
\frac{P S U(2,2 \mid 4)}{S O(1,4) \times S O(5)} \tag{2.34}
\end{equation*}
$$

## The $\mathfrak{p s u}(2,2 \mid 4)$ superalgebra

In order to introduce the supermatrix realization of the $\mathfrak{p s u}(2,2 \mid 4)$ superalgebra let us consider the general linear Lie superalgebra $\mathfrak{g l}(m \mid n)$. It is defined as the set of supermatrices

$$
M=\left(\begin{array}{cc}
X & \theta  \tag{2.35}\\
\eta & Y
\end{array}\right)
$$

where $X$ is an $m \times m$-matrix and $Y$ is an $n \times n$-matrix, both of even grading, and $\theta$ is an $m \times n$-matrix and $\eta$ is an $n \times m$-matrix, both of odd grading. The operations of supertrace and supertranspose are defined as

$$
\operatorname{Str} M \equiv \operatorname{tr} X-\operatorname{tr} Y, \quad M^{s t}=\left(\begin{array}{cc}
X^{T} & -\eta^{T}  \tag{2.36}\\
\theta^{T} & Y^{T}
\end{array}\right) .
$$

The special linear Lie superalgebra $\mathfrak{s l}(m \mid n)$ is defined as

$$
\begin{equation*}
\mathfrak{s l}(m \mid n)=\{M \in \mathfrak{g l}(m \mid n) ; \quad \operatorname{Str} M=0\} . \tag{2.37}
\end{equation*}
$$

In particular, the $\mathfrak{s l}(4 \mid 4)$ superalgebra is defined by $(4 \mid 4) \times(4 \mid 4)$ supermatrices $M$ as in (2.35) with vanishing supertrace which are constructed in terms of $4 \times 4$ blocks. Then, in order to define the $\mathfrak{s u}(2,2 \mid 4)$ Lie superalgebra $M$ must also satisfy the following condition [52],

$$
\begin{equation*}
M H+H M^{\dagger}=0 \tag{2.38}
\end{equation*}
$$

where the Hermitian matrix $H$ is defined as

$$
H=\left(\begin{array}{cc}
\Sigma & 0  \tag{2.39}\\
0 & I_{4 \times 4}
\end{array}\right) \quad \text { with } \quad \Sigma=\left(\begin{array}{cc}
I_{2 \times 2} & 0 \\
0 & -I_{2 \times 2}
\end{array}\right)
$$

The condition (2.38) acts on $M$ as follows

$$
\left(\begin{array}{cc}
X \Sigma & \theta  \tag{2.40}\\
\eta \Sigma & Y
\end{array}\right)=\left(\begin{array}{cc}
-\Sigma X^{\dagger} & -\Sigma \eta^{\dagger} \\
-\theta^{\dagger} & -Y^{\dagger}
\end{array}\right)
$$

which implies that

$$
\begin{equation*}
X^{\dagger}=-\Sigma X \Sigma, \quad Y^{\dagger}=-Y, \quad \eta^{\dagger}=-\Sigma \theta \tag{2.41}
\end{equation*}
$$

From these conditions, the matrix blocks $X$ and $Y$ span the unitary algebras $\mathfrak{s u}(2,2)$ and $\mathfrak{s u}(4)$, respectively. The bosonic superalgebra of $\mathfrak{s u}(2,2 \mid 4)$ is then given by

$$
\begin{equation*}
\mathfrak{s u}(2,2) \oplus \mathfrak{s u}(4) \oplus \mathfrak{u}(1) \tag{2.42}
\end{equation*}
$$

where $\mathfrak{u}(1)$ is the center factor ${ }^{3}$. By definition, the projective $\mathfrak{p s u}(2,2 \mid 4)$ superalgebra corresponds to the quotient algebra of $\mathfrak{s u}(2,2 \mid 4)$ over $\mathfrak{u}(1)$.

The most important property of $\mathfrak{p s u}(2,2 \mid 4)$ is that it has a fourth-order automorphism $\Omega: M \mapsto \Omega(M)$ defined as

$$
\Omega(M)=\left(\begin{array}{cc}
J X^{\dagger} J & -J \theta^{\dagger} J  \tag{2.43}\\
J \eta^{\dagger} J & J Y^{\dagger} J
\end{array}\right) ; \quad J=\left(\begin{array}{cc}
0 & -I_{2 \times 2} \\
I_{2 \times 2} & 0
\end{array}\right)
$$

This definition satisfies $\Omega^{4}(M)=M$, that is $\Omega^{4}=I$. So the linear map $\Omega$ has eigenvalues $\pm 1, \pm i$. Thus, if we denote $\mathcal{A}^{(k)}$ as the eigenspace associated to the eigenvalue $i^{k}(k=$ $0,1,2,3$ ), we can write

$$
\begin{equation*}
\mathcal{A}^{(k)}=\left\{M \in \mathfrak{p s u}(2,2 \mid 4), \Omega(M)=i^{k} M\right\} . \tag{2.44}
\end{equation*}
$$

This automorphism allows to decompose $\mathfrak{p s u}(2,2 \mid 4)$ in a direct sum of four subspaces, implying that this superalgebra has a $\mathbb{Z}_{4}$-grading

$$
\begin{equation*}
\mathfrak{p s u}(2,2 \mid 4)=\mathcal{A}^{(0)} \oplus \mathcal{A}^{(1)} \oplus \mathcal{A}^{(2)} \oplus \mathcal{A}^{(3)}, \tag{2.45}
\end{equation*}
$$

where the subspaces satisfy

$$
\begin{equation*}
\left[\mathcal{A}^{(k)}, \mathcal{A}^{(m)}\right] \subseteq \mathcal{A}^{(k+m)} \quad \text { modulo } \quad \mathbb{Z}_{4} . \tag{2.46}
\end{equation*}
$$

This happens because

$$
\begin{equation*}
\Omega\left(\left[\mathcal{A}^{(k)}, \mathcal{A}^{(m)}\right]\right)=i^{k+m}\left[\mathcal{A}^{(k)}, \mathcal{A}^{(m)}\right] . \tag{2.47}
\end{equation*}
$$

For a supermatrix $M \in \mathfrak{p s u}(2,2 \mid 4)$ its projection $M^{(k)} \in \mathcal{A}^{(k)}$ is given by

$$
\begin{equation*}
M^{(k)}=\frac{1}{4}\left(M+i^{3 k} \Omega(M)+i^{2 k} \Omega^{2}(M)+i^{k} \Omega^{3}(M)\right) . \tag{2.48}
\end{equation*}
$$

Here the projections $M^{(0)}$ and $M^{(2)}$ are even, while $M^{(1)}$ and $M^{(3)}$ are odd.

[^3]
## Constructing the action

The Maurer-Cartan one-form is defined as $A=-g^{-1} \mathrm{~d} g$, where $g(\tau, \sigma)$ is an element of the supergroup $\operatorname{PSU}(2,2 \mid 4)$ and $A$ takes values in $\mathfrak{p s u}(2,2 \mid 4)$. Due to the $\mathbb{Z}_{4}$-grading, $A$ splits as

$$
\begin{equation*}
A=-g^{-1} \mathrm{~d} g=A^{(0)}+A^{(1)}+A^{(2)}+A^{(3)}, \tag{2.49}
\end{equation*}
$$

and satisfies the zero-curvature condition $\mathrm{d} A-A \wedge A=0$, which is written in components as

$$
\begin{equation*}
\mathcal{Z} \equiv \partial_{\alpha} A_{\beta}-\partial_{\beta} A_{\alpha}-\left[A_{\alpha}, A_{\beta}\right]=0 \tag{2.50}
\end{equation*}
$$

Also there is a local symmetry which corresponds to right-multiplication of the coset representative $g$ by $h(\tau, \sigma) \in S O(1,4) \times S O(5)$ (2.34)

$$
\begin{equation*}
g \rightarrow g h, \tag{2.51}
\end{equation*}
$$

under which the projections of the currents transform as

$$
\begin{gather*}
A^{(0)} \rightarrow h^{-1} A^{(0)} h-h^{-1} \mathrm{~d} h, \\
A^{(i)} \rightarrow h^{-1} A^{(i)} h, \quad i=1,2,3, \tag{2.52}
\end{gather*}
$$

where the component $A^{(0)}$ transforms as a gauge field so we can interpret it as the $S O(1,4) \times$ $S O(5)$ gauge sector ${ }^{4}$, while the components $A^{(1)}, A^{(2)}$ and $A^{(3)}$ transform according to the adjoint representation of $S O(1,4) \times S O(5)$. Then, any gauge invariant action in the supercoset cannot contain $A^{(0)}$, but depends exclusively on the coset elements.

The action for the sigma-model of type IIB superstrings in $A d S_{5} \times S^{5}$ is

$$
\begin{equation*}
S=\int \mathrm{d}^{2} \sigma \mathcal{L} \tag{2.53}
\end{equation*}
$$

and the density Lagrangian $\mathcal{L}$ in terms of $A_{\alpha}$ is then

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{2}\left[\gamma^{\alpha \beta} \operatorname{Str}\left(A_{\alpha}^{(2)} A_{\beta}^{(2)}\right)+\kappa \epsilon^{\alpha \beta} \operatorname{Str}\left(A_{\alpha}^{(1)} A_{\beta}^{(3)}\right)\right], \tag{2.54}
\end{equation*}
$$

where $\gamma^{\alpha \beta}$ is related to worldsheet metric $g_{\alpha \beta}$ as $\gamma^{\alpha \beta}=g^{\alpha \beta} \sqrt{-g}$ such that $\operatorname{det} \gamma=1$ and $\epsilon^{\alpha \beta}$ is the Levi-Civita tensor ${ }^{5}$

[^4]The first term in 2.54 corresponds to the bosonic kinetic term and the second term is the WZ term, which has contributions from the odd components of $A_{\alpha}$, and thus it contains the fermionic degrees of freedom of the theory. The parameter $\kappa$ must be a real constant number to guarantee the reality of the Lagrangian.

## Equations of motion

By taking the variation of the Lagrangian (2.54) we obtain

$$
\begin{equation*}
\delta \mathcal{L}=-\frac{1}{2}\left[2 \gamma^{\alpha \beta} \operatorname{Str}\left(\delta A_{\alpha}^{(2)} A_{\beta}^{(2)}\right)+\kappa \epsilon^{\alpha \beta} \operatorname{Str}\left(\delta A_{\alpha}^{(1)} A_{\beta}^{(3)}+A_{\alpha}^{(1)} \delta A_{\beta}^{(3)}\right)\right] \tag{2.55}
\end{equation*}
$$

From equation (2.48) and the following property

$$
\begin{equation*}
\operatorname{Str}\left(\Omega^{k}\left(M_{1}\right) M_{2}\right)=\operatorname{Str}\left(M_{1} \Omega^{4-k}\left(M_{2}\right)\right), \tag{2.56}
\end{equation*}
$$

we can write the first term of 2.55 as follows

$$
\begin{align*}
\operatorname{Str}\left(\delta A_{\alpha}^{(2)} A_{\beta}^{(2)}\right) & =\frac{1}{4} \operatorname{Str}\left(\delta A_{\alpha} A_{\beta}^{(2)}-\Omega\left(\delta A_{\alpha}\right) A_{\beta}^{(2)}+\Omega^{2}\left(\delta A_{\alpha}\right) A_{\beta}^{(2)}-\Omega^{3}\left(\delta A_{\alpha}\right) A_{\beta}^{(2)}\right) \\
& =\operatorname{Str}\left(\delta A_{\alpha} A_{\beta}^{(2)}\right) \tag{2.57}
\end{align*}
$$

In a similar way the second term is

$$
\begin{equation*}
\epsilon^{\alpha \beta} \operatorname{Str}\left(\delta A_{\alpha}^{(1)} A_{\beta}^{(3)}+A_{\alpha}^{(1)} \delta A_{\beta}^{(3)}\right)=\frac{\epsilon^{\alpha \beta}}{4} \operatorname{Str}\left(\delta A_{\alpha}\left(A_{\beta}^{(1)}-A_{\beta}^{(3)}\right)\right) \tag{2.58}
\end{equation*}
$$

Thus, we write the variation of the Lagrangian (2.54) as follows

$$
\begin{equation*}
\delta \mathcal{L}=-\operatorname{Str}\left(\delta A_{\alpha} \Lambda^{\alpha}\right) \tag{2.59}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda^{\alpha}=\gamma^{\alpha \beta} A_{\beta}^{(2)}-\frac{1}{2} \kappa \epsilon^{\alpha \beta}\left(A_{\beta}^{(1)}-A_{\beta}^{(3)}\right) . \tag{2.60}
\end{equation*}
$$

If we consider the variation of $A_{\alpha}$,

$$
\begin{equation*}
\delta A_{\alpha}=-\delta\left(g^{-1} \partial_{\alpha} g\right)=-g^{-1} \delta g A_{\alpha}-g^{-1} \partial_{\alpha}(\delta g) \tag{2.61}
\end{equation*}
$$

we can write the variation for the Lagrangian in (2.59) as

$$
\begin{equation*}
\delta \mathcal{L}=-\operatorname{Str}\left[g^{-1} \delta g\left(\partial_{\alpha} \Lambda^{\alpha}-\left[A_{\alpha}, \Lambda^{\alpha}\right]\right)\right] \tag{2.62}
\end{equation*}
$$

such that the equations of motions are

$$
\begin{equation*}
\mathcal{E} \equiv \partial_{\alpha} \Lambda^{\alpha}-\left[A_{\alpha}, \Lambda^{\alpha}\right]=0 \tag{2.63}
\end{equation*}
$$

The grading 2 component of 2.63 is

$$
\begin{equation*}
\mathcal{E}^{(2)} \equiv \partial_{\alpha}\left(\gamma^{\alpha \beta} A_{\beta}^{(2)}\right)-\gamma^{\alpha \beta}\left[A_{\alpha}^{(0)}, A_{\beta}^{(2)}\right]+\frac{1}{2} \kappa \epsilon^{\alpha \beta}\left(\left[A_{\alpha}^{(1)}, A_{\beta}^{(1)}\right]-\left[A_{\alpha}^{(3)}, A_{\beta}^{(3)}\right]\right)=0 \tag{2.64}
\end{equation*}
$$

while the grading 1 and grading 3 components of (2.63) are given, respectively, by

$$
\begin{align*}
\mathcal{E}^{(1)} & \equiv \gamma^{\alpha \beta}\left[A_{\alpha}^{(3)}, A_{\beta}^{(2)}\right]+\kappa \epsilon^{\alpha \beta}\left[A_{\alpha}^{(2)}, A_{\beta}^{(3)}\right]=0,  \tag{2.65}\\
\mathcal{E}^{(3)} & \equiv \gamma^{\alpha \beta}\left[A_{\alpha}^{(1)}, A_{\beta}^{(2)}\right]-\kappa \epsilon^{\alpha \beta}\left[A_{\alpha}^{(2)}, A_{\beta}^{(1)}\right]=0 . \tag{2.66}
\end{align*}
$$

Let us define

$$
\begin{equation*}
P_{ \pm}^{\alpha \beta}=\frac{1}{2}\left(\gamma^{\alpha \beta} \pm \kappa \epsilon^{\alpha \beta}\right), \tag{2.67}
\end{equation*}
$$

such that the equations of motion (2.65) and (2.66) can be written as

$$
\begin{align*}
\mathcal{E}^{(1)} & \equiv P_{-}^{\alpha \beta}\left[A_{\alpha}^{(2)}, A_{\beta}^{(3)}\right]=0,  \tag{2.68}\\
\mathcal{E}^{(3)} & \equiv P_{+}^{\alpha \beta}\left[A_{\alpha}^{(2)}, A_{\beta}^{(1)}\right]=0 . \tag{2.69}
\end{align*}
$$

By varying the Lagrangian (2.54) with respect to $\gamma^{\alpha \beta}$ gives rise to the Virasoro constraint

$$
\begin{equation*}
\operatorname{Str}\left(A_{\alpha}^{(2)} A_{\beta}^{(2)}\right)-\frac{1}{2} \gamma_{\alpha \beta} \gamma^{\rho \delta} \operatorname{Str}\left(A_{\rho}^{(2)} A_{\delta}^{(2)}\right)=0 . \tag{2.70}
\end{equation*}
$$

These constraints represent the reparameterization invariance of the string action with respect to worldsheet diffeomorphisms.

## $\kappa$-symmetry

Since the global symmetry acts from the left we construct the $\kappa$-symmetry as a transformation from the right on $g$ [65]

$$
\begin{equation*}
g G, \quad G=\exp \epsilon \tag{2.71}
\end{equation*}
$$

where $\epsilon=\epsilon(\tau, \sigma)$ is a local fermionic infinitesimal parameter taking values in $\mathfrak{p s u}(2,2 \mid 4)$. Unlike the global symmetry case, the string action is not invariant for an arbitrary form of
the $\epsilon$ parameter. Then, we have to find the conditions on $\epsilon$ which guarantee the invariance of the action.

The transformation of the Maurer-Cartan one-form under the $\kappa$-symmetry transformations (2.71) is given by

$$
\begin{align*}
A=-g^{-1} \mathrm{~d} g & \rightarrow-\left(g e^{\epsilon}\right)^{-1} \mathrm{~d}\left(g e^{\epsilon}\right) \\
& =e^{-\epsilon} A e^{\epsilon}-\mathrm{d} \epsilon \tag{2.72}
\end{align*}
$$

so we write the transformation of $A$ as ${ }^{\sigma}$

$$
\begin{equation*}
\delta_{\epsilon} A=-\mathrm{d} \epsilon+[A, \epsilon] . \tag{2.73}
\end{equation*}
$$

Let us consider $\epsilon=\epsilon^{(1)}+\epsilon^{(3)}$, in the fermionic sector, such that the above transformation is written as

$$
\begin{align*}
\delta_{\epsilon} A^{(0)} & =\left[A^{(3)}, \epsilon^{(1)}\right]+\left[A^{(1)}, \epsilon^{(3)}\right],  \tag{2.74}\\
\delta_{\epsilon} A^{(2)} & =\left[A^{(1)}, \epsilon^{(1)}\right]+\left[A^{(3)}, \epsilon^{(3)}\right],  \tag{2.75}\\
\delta_{\epsilon} A^{(1)} & =-\mathrm{d} \epsilon^{(1)}+\left[A^{(0)}, \epsilon^{(1)}\right]+\left[A^{(2)}, \epsilon^{(3)}\right],  \tag{2.76}\\
\delta_{\epsilon} A^{(3)} & =-\mathrm{d} \epsilon^{(3)}+\left[A^{(2)}, \epsilon^{(1)}\right]+\left[A^{(0)}, \epsilon^{(3)}\right] . \tag{2.77}
\end{align*}
$$

The variation of the Lagrangian (2.54) with respect to $\epsilon$ reads

$$
\begin{align*}
\delta_{\epsilon} \mathcal{L}= & \delta_{\epsilon} \gamma^{\alpha \beta} \operatorname{Str}\left(A_{\alpha}^{(2)} A_{\beta}^{(2)}\right)+2 \gamma^{\alpha \beta} \operatorname{Str}\left(\delta_{\epsilon} A_{\alpha}^{(2)} A_{\beta}^{(2)}\right) \\
& +\kappa \epsilon^{\alpha \beta} \operatorname{Str}\left(\delta_{\epsilon} A_{\alpha}^{(1)} A_{\beta}^{(3)}-\delta_{\epsilon} A_{\alpha}^{(3)} A_{\beta}^{(1)}\right) \tag{2.78}
\end{align*}
$$

By using (2.75), we express the second term in (2.78) as

$$
\begin{align*}
\operatorname{Str}\left(\delta_{\epsilon} A_{\alpha}^{(2)} A_{\beta}^{(2)}\right) & =\operatorname{Str}\left(\left[A_{\alpha}^{(1)}, \epsilon^{(1)}\right] A_{\beta}^{(2)}+\left[A_{\alpha}^{(3)}, \epsilon^{(3)}\right] A_{\beta}^{(2)}\right) \\
& =\operatorname{Str}\left(\left[A_{\beta}^{(2)}, A_{\alpha}^{(1)}\right] \epsilon^{(1)}+\left[A_{\beta}^{(2)}, A_{\beta}^{(3)}\right] \epsilon^{(3)}\right) . \tag{2.79}
\end{align*}
$$

Similarly, by using (2.76) and (2.77), the third and fourth terms become

$$
\begin{align*}
& \operatorname{Str}\left(\delta_{\epsilon} A_{\alpha}^{(1)} A_{\beta}^{(3)}\right)=\operatorname{Str}\left(-\partial_{\alpha} \epsilon^{(1)} A_{\beta}^{(3)}+\left[A_{\beta}^{(3)}, A_{\alpha}^{(0)}\right] \epsilon^{(1)}+\left[A_{\beta}^{(3)}, A_{\alpha}^{(2)}\right] \epsilon^{(3)}\right)  \tag{2.80}\\
& \operatorname{Str}\left(\delta_{\epsilon} A_{\alpha}^{(3)} A_{\beta}^{(1)}\right)=\operatorname{Str}\left(-\partial_{\alpha} \epsilon^{(3)} A_{\beta}^{(1)}+\left[A_{\beta}^{(1)}, A_{\alpha}^{(2)}\right] \epsilon^{(1)}+\left[A_{\beta}^{(1)}, A_{\alpha}^{(0)}\right] \epsilon^{(3)}\right) \tag{2.81}
\end{align*}
$$

[^5]Putting (2.79), (2.80) and (2.81) into (2.78) we find the variation of the Lagrangian (2.54) under $\epsilon$

$$
\begin{align*}
\delta_{\epsilon} \mathcal{L}= & -\frac{1}{2}\left[\delta_{\epsilon} \gamma^{\alpha \beta} \operatorname{Str}\left(A_{\alpha}^{(2)} A_{\beta}^{(2)}\right)+2 \gamma^{\alpha \beta} \operatorname{Str}\left(\delta_{\epsilon} A_{\alpha}^{(2)} A_{\beta}^{(2)}\right)\right. \\
& \left.+\kappa \epsilon^{\alpha \beta} \operatorname{Str}\left(\delta_{\epsilon} A_{\alpha}^{(1)} A_{\beta}^{(3)}-\delta_{\epsilon} A_{\alpha}^{(3)} A_{\beta}^{(1)}\right)\right] \\
= & -\frac{1}{2}\left[\delta_{\epsilon} \gamma^{\alpha \beta} \operatorname{Str}\left(A_{\alpha}^{(2)} A_{\beta}^{(2)}\right)-2 \gamma^{\alpha \beta} \operatorname{Str}\left(\left[A_{\alpha}^{(1)}, A_{\beta}^{(2)}\right] \epsilon^{(1)}+\left[A_{\alpha}^{(3)}, A_{\beta}^{(2)}\right] \epsilon^{(3)}\right)\right. \\
& +\kappa \epsilon^{\alpha \beta} \operatorname{Str}\left(\partial_{\alpha} A_{\beta}^{(3)} \epsilon^{(1)}-\partial_{\alpha} A_{\beta}^{(1)} \epsilon^{(3)}+\left[A_{\beta}^{(3)}, A_{\alpha}^{(0)}\right] \epsilon^{(1)}+\left[A_{\beta}^{(3)}, A_{\alpha}^{(2)}\right] \epsilon^{(3)}\right. \\
& \left.\left.+\left[A_{\beta}^{(1)}, A_{\alpha}^{(2)}\right] \epsilon^{(1)}+\left[A_{\beta}^{(1)}, A_{\alpha}^{(0)}\right] \epsilon^{(3)}\right)\right] . \tag{2.82}
\end{align*}
$$

In order to reduce this expression we use the zero-curvature condition 2.50 and the $\mathbb{Z}_{4}$ decomposition to compare the terms of grading 1 and 3 which gives

$$
\begin{align*}
& \epsilon^{\alpha \beta} \partial_{\alpha} A_{\beta}^{(1)}=\epsilon^{\alpha \beta}\left[A_{\alpha}^{(0)}, A_{\beta}^{(1)}\right]+\epsilon^{\alpha \beta}\left[A_{\alpha}^{(2)}, A_{\beta}^{(3)}\right],  \tag{2.83}\\
& \epsilon^{\alpha \beta} \partial_{\alpha} A_{\beta}^{(3)}=\epsilon^{\alpha \beta}\left[A_{\alpha}^{(0)}, A_{\beta}^{(3)}\right]+\epsilon^{\alpha \beta}\left[A_{\alpha}^{(1)}, A_{\beta}^{(2)}\right] . \tag{2.84}
\end{align*}
$$

By using these identities, the variation of the Lagrangian (2.82) is

$$
\begin{equation*}
\delta_{\epsilon} \mathcal{L}=-\frac{1}{2} \delta_{\epsilon} \gamma^{\alpha \beta} \operatorname{Str}\left(A_{\alpha}^{(2)} A_{\beta}^{(2)}\right)+2 \operatorname{Str}\left(P_{+}^{\alpha \beta}\left[A_{\beta}^{(1)}, A_{\alpha}^{(2)}\right] \epsilon^{(1)}+P_{-}^{\alpha \beta}\left[A_{\beta}^{(3)}, A_{\alpha}^{(2)}\right] \epsilon^{(3)}\right) \tag{2.85}
\end{equation*}
$$

where $P_{ \pm}^{\alpha \beta}$ are defined in (2.67).
If we consider the Virasoro constraint (2.70), the first term in (2.85) is zero, whereas the last two terms vanish due to the equations of motion (2.68) and (2.69). This is an on-shell cancellation. In order to (2.85) be zero off-shell, and then represent a symmetry of (2.54), we need to find an appropriate form for $\delta_{\epsilon} \gamma^{\alpha \beta}$.

The orthogonality of $P_{ \pm}^{\alpha \beta}$ implies that $\kappa= \pm 1$, satisfying the following relations

$$
\begin{equation*}
P_{+}^{\alpha \beta}+P_{-}^{\alpha \beta}=\gamma^{\alpha \beta}, \quad P_{ \pm}^{\alpha \delta} P_{ \pm \delta}^{\beta}=P_{ \pm}^{\alpha \beta}, \quad P_{ \pm}^{\alpha \delta} P_{\mp \delta}^{\beta}=0 . \tag{2.86}
\end{equation*}
$$

By defining the projection $A_{ \pm}^{\alpha}$ of any vector $A^{\alpha}$ as $A_{ \pm}^{\alpha}=P_{ \pm}^{\alpha \beta} A_{\beta}$, the variation in (2.85) can be written as

$$
\begin{equation*}
\delta_{\epsilon} \mathcal{L}=-\frac{1}{2} \delta_{\epsilon} \gamma^{\alpha \beta} \operatorname{Str}\left(A_{\alpha}^{(2)} A_{\beta}^{(2)}\right)+2 \operatorname{Str}\left(\left[A_{+}^{(1) \alpha}, A_{\alpha-}^{(2)}\right] \epsilon^{(1)}+\left[A_{-}^{(3) \alpha}, A_{\alpha+}^{(2)}\right] \epsilon^{(3)}\right) . \tag{2.87}
\end{equation*}
$$

Now, we consider the following ansatz for the components of the fermionic parameter $\epsilon$

$$
\begin{align*}
& \epsilon^{(1)}=A_{-\alpha}^{(2)} \kappa_{+}^{(1) \alpha}+\kappa_{+}^{(1) \alpha} A_{-\alpha}^{(2)},  \tag{2.88}\\
& \epsilon^{(3)}=A_{+\alpha}^{(2)} \kappa_{-}^{(3) \alpha}+\kappa_{-}^{(3) \alpha} A_{+\alpha}^{(2)}, \tag{2.89}
\end{align*}
$$

where $\kappa_{ \pm}^{(k) \alpha}$ are new independent parameters of the $\kappa$-symmetry transformations. The even traceless component $A^{(2)}$ can be expressed as a supermatrix

$$
A^{(2)}=\left(\begin{array}{cc}
m^{i} \gamma^{i} & 0  \tag{2.90}\\
0 & n^{i} \gamma^{i}
\end{array}\right)
$$

in terms of the $S O(5)$ Dirac matrices $\gamma^{i}$. The coefficients $n^{i}$ are chosen to be purely imaginary, while $m^{i}$ are real for $i=1, \ldots, 4$ and imaginary for $i=5$. After using the projector, we write the following product,

$$
A_{\alpha \pm}^{(2)} A_{\beta \pm}^{(2)}=\left(\begin{array}{cc}
m_{\alpha \pm}^{i} m_{\beta \pm}^{j} \frac{1}{2}\left\{\gamma^{i}, \gamma^{j}\right\} & 0  \tag{2.91}\\
0 & n_{\alpha \pm}^{i} n_{\beta \pm \frac{1}{2}\left\{\gamma^{i}, \gamma^{j}\right\}}^{j}
\end{array}\right) .
$$

Since $P_{ \pm}^{\alpha \beta} A_{\beta \mp}=0, A_{\tau \pm}$ and $A_{\sigma \pm}$ must be proportional to each other. This allows us to write

$$
\begin{align*}
A_{\alpha \pm}^{(2)} A_{\beta \pm}^{(2)} & =\left(\begin{array}{cc}
m_{\alpha \pm}^{i} m_{\beta \pm}^{i} & 0 \\
0 & n_{\alpha \pm}^{i} n_{\beta \pm}^{i}
\end{array}\right) \\
& =\frac{1}{8} \Upsilon \operatorname{Str}\left(A_{\alpha \pm}^{(2)} A_{\beta \pm}^{(2)}\right)+\frac{1}{2}\left(m_{\alpha \pm}^{i} m_{\beta \pm}^{i}+n_{\alpha \pm}^{i} n_{\beta \pm}^{i}\right) I_{8}, \tag{2.92}
\end{align*}
$$

where $I_{8}$ is the identity matrix and $\Upsilon$ is the diagonal matrix defined as $\Upsilon=\operatorname{diag}\left(I_{4},-I_{4}\right)$. The product (2.92) appears in (2.87) after substituting the ansatz given in (2.88) and 2.89). It allows us to write the variation (2.87) as

$$
\begin{align*}
\delta_{\epsilon} \mathcal{L}= & -\frac{1}{2} \delta_{\epsilon} \gamma^{\alpha \beta} \operatorname{Str}\left(A_{\alpha}^{(2)} A_{\beta}^{(2)}\right)+\frac{1}{4} \operatorname{Str}\left(A_{\alpha-}^{(2)} A_{\beta-}^{(2)}\right) \operatorname{Str}\left(\Upsilon\left[\kappa_{+}^{(1) \beta}, A_{+}^{(1) \alpha}\right]\right) \\
& +\frac{1}{4} \operatorname{Str}\left(A_{\alpha+}^{(2)} A_{\beta+}^{(2)}\right) \operatorname{Str}\left(\Upsilon\left[\kappa_{-}^{(3) \beta}, A_{-}^{(3) \alpha}\right]\right) . \tag{2.93}
\end{align*}
$$

Then, it is possible to deduce the transformation of the worldsheet metric $\gamma^{\alpha \beta}$ under the $\kappa$-symmetry,

$$
\begin{align*}
\delta_{\epsilon} \gamma^{\alpha \beta}= & \frac{1}{4} \operatorname{Str}\left(\Upsilon \left(\left[\kappa_{+}^{(1) \alpha}, A_{+}^{(1) \beta}\right]+\left[\kappa_{+}^{(1) \beta}, A_{+}^{(1) \alpha}\right]\right.\right. \\
& \left.\left.+\left[\kappa_{-}^{(3) \alpha}, A_{-}^{(3) \beta}\right]+\left[\kappa_{-}^{(3) \beta}, A_{-}^{(3) \alpha}\right]\right)\right) . \tag{2.94}
\end{align*}
$$

By using the fact that the supertrace become a regular trace with an insertion of $\Upsilon$ and the identity $P_{ \pm}^{\alpha \gamma} P_{ \pm}^{\beta \delta}=P_{ \pm}^{\beta \gamma} P_{ \pm}^{\alpha \delta}$, we finally obtain

$$
\begin{equation*}
\delta_{\epsilon} \gamma^{\alpha \beta}=\frac{1}{2} \operatorname{tr}\left(\left[\kappa_{+}^{(1) \alpha}, A_{+}^{(1) \beta}\right]+\left[\kappa_{-}^{(3) \alpha}, A_{-}^{(3) \beta}\right]\right) . \tag{2.95}
\end{equation*}
$$

### 2.3.3 Integrability of $\operatorname{Ad} S_{5} \times S^{5}$ superstrings

In this section we review some notions on integrability before introducing it for superstrings in $A d S_{5} \times S^{5}$.

## Lax pair and conserved quantities

The central object to study integrable systems is the Lax pair defined by a pair of matrices $L$ and $M$, built in such a way that

$$
\begin{equation*}
\frac{d L}{d t}=[M, L] \tag{2.96}
\end{equation*}
$$

is equivalent to the equations of motion of the system. The equation (2.96 is called the Lax equation and $[M, L]$ denotes the commutator of the matrices $M$ and $L$. The importance of the Lax representation is that, once found, it allows us to construct the set of conserved quantities of the system [66],

$$
\begin{equation*}
I_{k}=\operatorname{tr} L^{k}, \quad k=1, \ldots, n \tag{2.97}
\end{equation*}
$$

which are in involution, i.e. their Poisson bracket vanishes, $\left\{I_{k}, I_{j}\right\}=0$.

## Integrability of two-dimensional field theory

A field theory has an infinite number of degrees of freedom, thus in order to guarantee its integrability we need to have an infinite number of conserved quantities which leads to an infinite set of powers 2.97) of the Lax matrix $L$. To this end we introduce a spectral parameter, $\lambda$. It allows us to have families of matrices $M(\tau, \lambda)$ and $L(\tau, \lambda)$, satisfying

$$
\begin{equation*}
\partial_{\tau} L(\tau, \lambda)=[M(\tau, \lambda), L(\tau, \lambda)] . \tag{2.98}
\end{equation*}
$$

In this case the invariants are

$$
\begin{equation*}
I_{k}(\lambda)=\operatorname{tr} L^{k}(\tau, \lambda), \quad k \in \mathbb{Z} . \tag{2.99}
\end{equation*}
$$

In two dimensions, with coordinates $(\tau, \sigma)$, the equations of motion of $\Psi=\Psi(\tau, \sigma, \lambda)$ for an integrable field theory can be written as

$$
\begin{align*}
& \partial_{\tau} \Psi=L_{\tau}(\tau, \sigma, \lambda) \Psi,  \tag{2.100}\\
& \partial_{\sigma} \Psi=L_{\sigma}(\tau, \sigma, \lambda) \Psi
\end{align*}
$$

which implies, for consistency, the zero-curvature condition,

$$
\begin{equation*}
\partial_{\sigma} L_{\tau}-\partial_{\tau} L_{\sigma}+\left[L_{\sigma}, L_{\tau}\right]=0 \tag{2.101}
\end{equation*}
$$

for all values of the spectral parameter $\lambda$. A matrix $L_{\alpha}$ with $\alpha=\{\tau, \sigma\}$ satisfying (2.101) is called Lax connection. This allows to define the monodromy matrix,

$$
\begin{equation*}
T(\tau, \lambda)=\overleftarrow{\exp } \int_{0}^{2 \pi} \mathrm{~d} \sigma L_{\sigma}(\tau, \sigma, \lambda) \tag{2.102}
\end{equation*}
$$

where $\overleftarrow{\exp }$ denotes path-ordered exponentiation in which it was assumed that the fields are periodic in $\sigma$ with period $2 \pi$. Then, the invariants can be constructed as the trace of powers of the monodromy matrix,

$$
\begin{equation*}
I_{k}(\lambda)=\operatorname{tr} T^{k}(\tau, \lambda), \tag{2.103}
\end{equation*}
$$

since it satisfies

$$
\begin{equation*}
\partial_{\tau} T(\tau, \lambda)=\left[L_{\tau}(\tau, 0, \lambda), T(\tau, \lambda)\right] . \tag{2.104}
\end{equation*}
$$

This equation has a structure similar to (2.98). Expanding in $\lambda$ we obtain an infinite set of conserved quantities, as required for integrability in field theory. Then, it is the monodromy matrix which plays the role of the Lax matrix in the field theory framework.

## Classical integrability of $A d S_{5} \times S^{5}$ superstrings

In 2003, Bena, Polchinski and Roiban showed that the Green-Schwarz superstring on $A d S_{5} \times S^{5}$, described by a nonlinear $\sigma$-model on $\frac{P S U(2,2 \mid 4)}{S O(1,4) \times S O(5)}$ supercoset, is classically integrable [3]. Due to the $\mathbb{Z}_{4}$-grading of this supercoset the structure of the Lax connection in terms of the components of the Maurer-Cartan one-form (2.49) can be assumed to have the following form

$$
\begin{equation*}
L_{\alpha}=\ell_{0} A_{\alpha}^{(0)}+\ell_{1} A_{\alpha}^{(2)}+\ell_{2} \gamma_{\alpha \beta} \epsilon^{\beta \rho} A_{\rho}^{(2)}+\ell_{3} A_{\alpha}^{(1)}+\ell_{4} A_{\alpha}^{(3)}, \tag{2.105}
\end{equation*}
$$

where $\ell_{i}$ are constants to be determined by requiring that (2.105) satisfies (2.101).
Let us write the zero-curvature condition of $L_{\alpha}$ for each grading. First, for $L_{\alpha}^{(0)}$,

$$
\begin{equation*}
2 \ell_{0} \epsilon^{\alpha \beta} \partial_{\alpha} A_{\beta}^{(0)}-\epsilon^{\alpha \beta}\left(\ell_{0}^{2}\left[A_{\alpha}^{(0)}, A_{\beta}^{(0)}\right]+\left(\ell_{1}^{2}-\ell_{2}^{2}\right)\left[A_{\alpha}^{(2)}, A_{\beta}^{(2)}\right]+2 \ell_{3} \ell_{4}\left[A_{\alpha}^{(1)}, A_{\beta}^{(3)}\right]\right)=0 . \tag{2.106}
\end{equation*}
$$

This condition gives

$$
\begin{equation*}
\ell_{0}=1, \quad \ell_{1}^{2}-\ell_{2}^{2},=1 \quad \ell_{3} \ell_{4}=1 . \tag{2.107}
\end{equation*}
$$

For $L_{\alpha}^{(2)}$ we have

$$
\begin{align*}
& \ell_{1} \epsilon^{\alpha \beta} \partial_{\alpha} A_{\beta}^{(2)}+\ell_{2} \partial_{\alpha}\left(\gamma^{\alpha \beta} A_{\beta}^{(2)}\right) \\
& -\left(\epsilon^{\alpha \beta} \ell_{0} \ell_{1}+\gamma^{\alpha \beta} \ell_{0} \ell_{2}\right)\left[A_{\alpha}^{(0)}, A_{\beta}^{(2)}\right]-\frac{1}{2} \epsilon^{\alpha \beta} \ell_{3}^{2}\left[A_{\alpha}^{(1)}, A_{\beta}^{(1)}\right]-\frac{1}{2} \epsilon^{\alpha \beta} \ell_{4}^{2}\left[A_{\alpha}^{(3)}, A_{\beta}^{(3)}\right]=0 \tag{2.108}
\end{align*}
$$

The equation (2.108) can be put into the form of the equations of motion 2.64 if the following relations hold

$$
\begin{equation*}
\frac{\ell_{3}^{2}-\ell_{1}}{\ell_{2}}=-\kappa, \quad \frac{\ell_{4}^{2}-\ell_{1}}{\ell_{2}}=\kappa \tag{2.109}
\end{equation*}
$$

For $L_{\alpha}^{(1)}$ and $L_{\alpha}^{(3)}$ we have

$$
\begin{align*}
& \ell_{3} \epsilon^{\alpha \beta} \partial_{\alpha} A_{\beta}^{(1)}-\epsilon^{\alpha \beta} \ell_{0} \ell_{3}\left[A_{\alpha}^{(0)}, A_{\beta}^{(1)}\right]-\epsilon^{\alpha \beta} \ell_{1} \ell_{4}\left[A_{\alpha}^{(2)}, A_{\beta}^{(3)}\right]+\gamma^{\alpha \beta} \ell_{2} \ell_{4}\left[A_{\alpha}^{(2)}, A_{\beta}^{(3)}\right]=0 \\
& \ell_{4} \epsilon^{\alpha \beta} \partial_{\alpha} A_{\beta}^{(3)}-\epsilon^{\alpha \beta} \ell_{0} \ell_{4}\left[A_{\alpha}^{(0)}, A_{\beta}^{(3)}\right]-\epsilon^{\alpha \beta} \ell_{1} \ell_{3}\left[A_{\alpha}^{(2)}, A_{\beta}^{(1)}\right]+\gamma^{\alpha \beta} \ell_{2} \ell_{3}\left[A_{\alpha}^{(2)}, A_{\beta}^{(1)}\right]=0 \tag{2.110}
\end{align*}
$$

The zero-curvature condition (2.50) of $A^{(1)}$ and $A^{(3)}$ allows to write (2.110) as

$$
\begin{align*}
& \left(\gamma^{\alpha \beta}-\frac{\ell_{1} \ell_{4}-\ell_{3}}{\ell_{2} \ell_{4}} \epsilon^{\alpha \beta}\right)\left[A_{\alpha}^{(2)}, A_{\beta}^{(3)}\right]=0,  \tag{2.111}\\
& \left(\gamma^{\alpha \beta}+\frac{\ell_{4}-\ell_{1} \ell_{3}}{\ell_{2} \ell_{3}} \epsilon^{\alpha \beta}\right)\left[A_{\alpha}^{(2)}, A_{\beta}^{(1)}\right]=0 . \tag{2.112}
\end{align*}
$$

These equations will be equal to the equations of motion for $\left.A^{(1)} 2.65\right)$ and $A^{(3)}$ provided

$$
\begin{equation*}
\frac{\ell_{1} \ell_{4}-\ell_{3}}{\ell_{2} \ell_{4}}=\kappa, \quad \frac{\ell_{4}-\ell_{1} \ell_{3}}{\ell_{2} \ell_{3}}=\kappa . \tag{2.113}
\end{equation*}
$$

From (2.109) we find

$$
\begin{equation*}
2 \ell_{1}=\ell_{3}^{2}+\ell_{4}^{2} . \tag{2.114}
\end{equation*}
$$

This equation also follows from (2.113) if $\ell_{3} \ell_{4}=1$. From (2.107), 2.109) and (2.113), we get

$$
\begin{equation*}
\kappa^{2}=1 \tag{2.115}
\end{equation*}
$$

which is the condition for $\kappa$-symmetry. This is an important result because the integrability of the equations of motion implies $\kappa$-symmetry.

Finally, we can write the coefficients $\ell_{i}$ in terms of a spectral parameter $z$ as

$$
\begin{equation*}
\ell_{0}=1, \quad \ell_{1}=\frac{1}{2}\left(z^{2}+\frac{1}{z^{2}}\right), \quad \ell_{2}=-\frac{1}{2 \kappa}\left(z^{2}-\frac{1}{z^{2}}\right), \quad \ell_{3}=z, \quad \ell_{4}=\frac{1}{z}, \tag{2.116}
\end{equation*}
$$

which allows write the Lax connection (2.105) in terms of $z$.

## Chapter 3

## Yang-Baxter deformations of semisymmetric $\sigma$-models

In this chapter we study a family of integrable deformations known as Yang-Baxter deformations. The main characteristic of this type of deformations is that integrability is preserved from the outset. This is due to the algebraic procedure which relies on the possibility of defining a $r$-matrix.

To start we introduce some brief comments on how these deformations emerged. Then, we discuss the connection between the $r$-matrix and the integrability of the Yang-Baxter deformed models and give a short classification of $r$-matrices for the case of $A d S_{5} \times S^{5}$ background. After that, we present the Lagrangian for an Yang-Baxter deformed $\sigma$-model with $\mathbb{Z}_{4}$-grading and discuss its main properties. Finally, we show some examples of deformed backgrounds obtained by using particular choices of $r$-matrices which are equivalent to those computed via TsT transformation of the $\operatorname{Ad} S_{5} \times S^{5}$ solution.

The first evidence for integrable deformations was found in the $S U(2)$ Principal Chiral Model (PCM) [67] which is known to be integrable. Klimcik generalized this for any compact Lie group in [4] and showed its integrability in [5]. This model is called YangBaxter $\sigma$-model. Delduc, Magro and Vicedo considered the extension to a symmetric coset space in [8] and to a semisymmetric coset in [9, 10].

### 3.1 The $r$-matrix and integrability

Along the lines of [68-72] let us define a Poisson-Lie group as a Lie group $G$ equipped with a Poisson structure. A Lie algebra $\mathfrak{g}$ is defined by the operation $[\cdot, \cdot]: \mathfrak{g} \otimes \mathfrak{g} \mapsto \mathfrak{g}$ known as the Lie bracket where $\otimes$ denotes the tensor product. The Poisson structure, i.e. the Poisson bracket $\{\cdot, \cdot\}$, can be defined on the dual $\mathfrak{g}^{*}$, but it is not necessarily a Lie algebra. If a map $r: \mathfrak{g} \mapsto \mathfrak{g} \otimes \mathfrak{g}$ is defined, an algebra with this map is called bialgebra, and it is a Lie bialgebra if also $\mathfrak{g}^{*}$ is a Lie algebra. This is because ${ }^{t} r: \mathfrak{g}^{*} \otimes \mathfrak{g}^{*} \mapsto \mathfrak{g}^{*}$ plays the role as the Lie bracket on $\mathfrak{g}^{*}$, which in turn allows us to identify $\mathfrak{g}^{*}$ with $\mathfrak{g}$ by means of its scalar product. So, given $r$, it is possible to define a Lie bialgebra ( $\mathfrak{g}, r$ ) with a Poisson structure. The requirement that this $r$-map connects with the Poisson bracket leads to [71]

$$
\begin{equation*}
\{L \stackrel{\otimes}{\otimes} L\}^{r} \equiv[L \otimes 1+1 \otimes L, r] \in \mathfrak{g} \otimes \mathfrak{g} \tag{3.1}
\end{equation*}
$$

where $r$ is the $r$-matrix. Let us consider the following expression

$$
\begin{equation*}
\{L \stackrel{\otimes}{\otimes} L\}^{r}=\left\{L_{1}, L_{2}\right\} \tag{3.2}
\end{equation*}
$$

where $L_{1}=L \otimes 1$ and $L_{2}=1 \otimes L$. Since

$$
\begin{equation*}
\operatorname{tr}\left\{L_{1}, L_{2}\right\}=\{\operatorname{tr} L, \operatorname{tr} L\}, \tag{3.3}
\end{equation*}
$$

it is possible to write

$$
\begin{equation*}
\operatorname{tr}\left\{L_{1}^{k}, L_{2}^{\ell}\right\}=\left\{\operatorname{tr} L^{k}, \operatorname{tr} L^{\ell}\right\}, \quad k, \ell \in \mathbb{Z}_{+} \tag{3.4}
\end{equation*}
$$

Then we find

$$
\begin{align*}
\left\{\operatorname{tr} L^{k}, \operatorname{tr} L^{\ell}\right\} & =\operatorname{tr}\left\{L_{1}^{k}, L_{2}^{\ell}\right\}=k \ell \operatorname{tr}\left(L_{1}^{k-1} L_{2}^{\ell-1}\left\{L_{1}, L_{2}\right\}\right) \\
& =k \ell \operatorname{tr}\left(L_{1}^{k-1} L_{2}^{\ell-1}\left[L_{1}+L_{2}, r\right]\right)=0 \tag{3.5}
\end{align*}
$$

The latter result allows us to identify $L$ as the Lax matrix and to establish that all the invariant we can construct from it are in involution.

## $r$-matrix

The $r$-matrix is defined in terms of wedge product of $T_{i} \in \mathfrak{g}$ as

$$
\begin{equation*}
r=\frac{1}{2} r^{i j} T_{i} \wedge T_{j}, \tag{3.6}
\end{equation*}
$$

which belongs to $\mathfrak{g} \otimes \mathfrak{g}$. The wedge operation is defined as

$$
\begin{equation*}
T_{i} \wedge T_{j} \equiv T_{i} \otimes T_{j}-T_{j} \otimes T_{i} \quad \in \mathfrak{g} \otimes \mathfrak{g} \tag{3.7}
\end{equation*}
$$

Due to its definition (3.6), the $r$-matrix is skew-symmetric.
A new operator $R: \mathfrak{g} \mapsto \mathfrak{g}$ exists due to the presence of the $r$-map and can be understood as $R: \mathfrak{g} \stackrel{r}{\mapsto} \mathfrak{g} \otimes \mathfrak{g} \stackrel{t_{r}}{\longrightarrow} \mathfrak{g}$. It is defined as

$$
\begin{equation*}
R(M) \equiv \operatorname{tr}_{2}(r(1 \otimes M)), \quad M \in \mathfrak{g} \tag{3.8}
\end{equation*}
$$

where $\mathrm{tr}_{2}$ is the trace on the second subspace.
The existence of the $r$-matrix in a Poisson-Lie bialgebra allows to define a Lie bracket on $\mathfrak{g}$ in terms of the $R$ operator,

$$
\begin{equation*}
[M, N]_{R} \equiv[R(M), N]+[M, R(N)], \quad M, N \in \mathfrak{g}, \tag{3.9}
\end{equation*}
$$

which must satisfy the Jacobi identity to be well-defined. The Jacobi identity for (3.9) leads to the so-called Yang-Baxter equation (YBE) [68]

$$
[R(M), R(N)]-R([R(M), N]+[M, R(N)])=c[M, N],\left\{\begin{array}{cc}
c=0 \quad \text { CYBE }  \tag{3.10}\\
c= \pm 1 & \mathrm{mCYBE}
\end{array}\right.
$$

where $M, N \in \mathfrak{g}$. In (3.10), CYBE refers to classical Yang-Baxter equation and mCYBE to modified classical Yang-Baxter equation.

## $3.2 r$-matrices of the Yang-Baxter equation

Let $\mathfrak{g}$ be any Lie algebra, then $\mathfrak{g}=\mathfrak{n}_{+} \oplus \mathfrak{h} \oplus \mathfrak{n}_{-}$, where $\mathfrak{n}_{ \pm}$are maximal nilpotent subalgebras of $\mathfrak{g}$ and $\mathfrak{h}$ is a Cartan subalgebra. The subalgebras $\mathfrak{n}_{+}$and $\mathfrak{n}_{-}$are generated by the positive and negative root vectors. The subalgebra of $\mathfrak{g}$ is $\mathfrak{b}_{+}:=\mathfrak{h} \oplus \mathfrak{n}_{+}$is called Borel subalgebra. To identify the roots of $\mathfrak{g}$ we introduce a Cartan-Weyl basis, composed of the Cartan generators $h_{i} \in \mathfrak{h}$, positive $e_{j} \in \mathfrak{n}_{+}$and negative $f_{j} \in \mathfrak{n}_{-}$roots. The Cartan generators and the simple roots satisfy the defining relations

$$
\begin{equation*}
\left[h_{i}, e_{j}\right]=a_{i j} e_{j}, \quad\left[h_{i}, f_{j}\right]=-a_{i j} f_{j}, \quad\left[e_{i}, f_{j}\right]=\delta_{i j} h_{j}, \tag{3.11}
\end{equation*}
$$

where $a_{i j}$ are the elements that compose the Cartan matrix $\left(a_{i j}\right)$. We now define the nonsimple roots such that if $e_{a}$ and $e_{b}$ are two positive roots commuting to give a further positive root $e_{c}$, then

$$
\begin{equation*}
\left[e_{a}, e_{b}\right]=N_{a b c} e_{c}, \quad\left[f_{a}, f_{b}\right]=-N_{a b c} f_{c}, \tag{3.12}
\end{equation*}
$$

where $N_{a b c}$ are constants.
A typical solution of the mCYBE is the Drinfeld-Jimbo type solution [68],

$$
\begin{equation*}
r_{\mathrm{DJ}}=i e_{j} \wedge f_{j} . \tag{3.13}
\end{equation*}
$$

The associated linear $R$-operator is defined by its action on the Cartan generators and the positive and negative roots

$$
\begin{equation*}
R\left(e_{a}\right)=i e_{a}, \quad R\left(f_{a}\right)=-i f_{a}, \quad R\left(h_{i}\right)=0 \tag{3.14}
\end{equation*}
$$

and satisfies the mCYBE (3.10) with $c=1$.
On the other hand, some solutions of the CYBE are

- abelian $r$-matrices

$$
\begin{equation*}
r_{\mathrm{Ab}}=h_{i} \wedge h_{j}, \quad\left[h_{i}, h_{j}\right]=0, \tag{3.15}
\end{equation*}
$$

otherwise $r$-matrices construced by non-commuting generators are called nonabelian.

- Jordanian $r$-matrices

$$
\begin{equation*}
r_{\mathrm{Jor}}=h_{i} \wedge e_{j}, \quad r_{\mathrm{Jor}}^{3}=0, \tag{3.16}
\end{equation*}
$$

- abelian Jordanian $r$-matrices

$$
\begin{equation*}
r_{\mathrm{AJ}}=e_{i} \wedge e_{j}, \quad r_{\mathrm{AJ}}^{2}=0 \tag{3.17}
\end{equation*}
$$

### 3.3 Yang-Baxter deformed $\sigma$-model

The action of the Yang-Baxter deformed $\sigma$-model with $\mathbb{Z}_{4}$-grading is [9, 18, 50],

$$
\begin{equation*}
S=-\frac{\left(1+c \eta^{2}\right)^{2}}{2\left(1-c \eta^{2}\right)} \int \mathrm{d}^{2} \sigma P_{-}^{\alpha \beta} \operatorname{Str}\left(A_{\alpha} d \circ \frac{1}{1-\eta R_{g} \circ d} A_{\beta}\right), \tag{3.18}
\end{equation*}
$$

where $P_{ \pm}^{\alpha \beta}=\frac{1}{2}\left(\gamma^{\alpha \beta} \pm \kappa \epsilon^{\alpha \beta}\right), \gamma^{\alpha \beta}$ is the worldsheet metric with $\operatorname{det} \gamma=-1, \epsilon^{01}=1, c$ is the constant in the YBE (3.10) and $A_{\alpha}=g^{-1} \partial_{\alpha} g$ are the components of the Maurer-Cartan
one-form which take values on $\mathfrak{g}$. The operators $d$ and $\tilde{d}$ correspond to projections on the $\mathbb{Z}_{4}$ grading, given by

$$
\begin{equation*}
d=P_{1}+2 \hat{\eta}^{-2} P_{2}-P_{3}, \quad \tilde{d}=-P_{1}+2 \hat{\eta}^{-2} P_{2}+P_{3} \tag{3.19}
\end{equation*}
$$

with the property $\operatorname{Str}(M d N)=\operatorname{Str}(\tilde{d} M N)$ where $\hat{\eta}=\sqrt{1-c \eta^{2}}$ and $\eta$ is the deformation parameter. In equation (3.18), ○ denotes the function composition ${ }^{1}$ and $R_{g}$ is defined as

$$
\begin{equation*}
R_{g}(M) \equiv \operatorname{Ad}_{g}^{-1} \circ R \circ \operatorname{Ad}_{g}(M)=g^{-1} R\left(g M g^{-1}\right) g \tag{3.20}
\end{equation*}
$$

with

$$
\begin{align*}
R(M) & =\operatorname{Str}_{2}(r(1 \otimes M))=r^{i j} \operatorname{Str}_{2}\left(T_{i} \otimes T_{j} M-(-1)^{[\alpha][\beta]} T_{j} \otimes T_{i} M\right) \\
& =r^{i j}\left(T_{i} \operatorname{Str}\left(T_{j} M\right)-(-1)^{[i][j]} T_{j} \operatorname{Str}\left(T_{i} M\right)\right), \tag{3.21}
\end{align*}
$$

where $[i]$ and $[j]$ represent the gradings of $T_{i}$ and $T_{j}$, respectively. The $R$ operator satisfies

$$
\begin{equation*}
\operatorname{Str}(M R(N))=-\operatorname{Str}(R(M) N) \tag{3.22}
\end{equation*}
$$

It is also convenient to define the following currents:

$$
\begin{align*}
& J_{\alpha} \equiv \frac{1}{1-\eta R_{g} \circ d} A_{\alpha} \equiv \mathcal{O}^{-1} A_{\alpha}, \\
& J_{ \pm}^{\alpha} \equiv P_{ \pm}^{\alpha \beta} J_{\beta}  \tag{3.23}\\
& \tilde{J}_{\alpha} \equiv \frac{1}{1+\eta R_{g} \circ \tilde{d}} A_{\alpha} \equiv \tilde{\mathcal{O}}^{-1} A_{\alpha}, \\
& \tilde{J}_{ \pm}^{\alpha} \equiv P_{ \pm}^{\alpha \beta} \tilde{J}_{\beta} .
\end{align*}
$$

where the operators $\mathcal{O}$ and $\tilde{\mathcal{O}}$ are

$$
\begin{equation*}
\mathcal{O}=1-\eta R_{g} \circ d, \quad \tilde{\mathcal{O}}=1+\eta R_{g} \circ \tilde{d} \tag{3.24}
\end{equation*}
$$

## Undeformed action

The undeformed action corresponds to taking $\eta=0$ in (3.18). Indeed, when $\eta$ vanishes, the Lagrangian becomes

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{2} P_{-}^{\alpha \beta} \operatorname{Str}\left(\left.A_{\alpha} d\right|_{\eta=0} \circ A_{\beta}\right), \tag{3.25}
\end{equation*}
$$

with $\left.d\right|_{\eta=0}=P_{1}+2 P_{2}-P_{3}$. When applying each projector on $A_{\beta}$ and taking into account the $\mathbb{Z}_{4}$-grading we get

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{2}\left[\gamma^{\alpha \beta} \operatorname{Str}\left(A_{\alpha}^{(2)} A_{\beta}^{(2)}\right)+\kappa \epsilon^{\alpha \beta} \operatorname{Str}\left(A_{\alpha}^{(1)} A_{\beta}^{(3)}\right)\right] \tag{3.26}
\end{equation*}
$$

which is precisely the Lagrangian (2.54).
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## Derivation of the equations of motion

In order to find the equations of motion let us vary the Lagrangian of the action (3.18)

$$
\begin{equation*}
\delta \mathcal{L}=-\frac{1}{2} \frac{\left(1+c \eta^{2}\right)^{2}}{\left(1-c \eta^{2}\right)} P_{-}^{\alpha \beta}\left\{\operatorname{Str}\left(\delta A_{\alpha}, d \circ J_{\beta}\right)+\operatorname{Str}\left(A_{\alpha}, d \circ \delta J_{\beta}\right)\right\} . \tag{3.27}
\end{equation*}
$$

The variation of $\delta A_{\alpha}$ is

$$
\begin{align*}
\delta A_{\alpha} & =-g^{-1} \delta g \tilde{J}_{\alpha}+g^{-1} \delta g\left(\eta R_{g} \circ \tilde{d} \tilde{J}_{\alpha}\right)+g^{-1} \partial_{\alpha}\left(g g^{-1} \delta g\right), \\
& =-g^{-1} \delta g \tilde{J}_{\alpha}+g^{-1} \delta g\left(\eta R_{g} \circ \tilde{d} \tilde{J}_{\alpha}\right)+\tilde{J}_{\alpha}\left(g^{-1} \delta g\right)-\left(\eta R_{g} \circ \tilde{d} \tilde{J}_{\alpha}\right) g^{-1} \delta g+\partial_{\alpha}\left(g^{-1} \delta g\right), \\
& =\left[\tilde{J}_{\alpha}, g^{-1} \delta g\right]-\left[\eta R_{g} \circ \tilde{d} \tilde{J}_{\alpha}, g^{-1} \delta g\right]+\partial_{\alpha}\left(g^{-1} \delta g\right) . \tag{3.28}
\end{align*}
$$

In order to calculate the $\delta J_{\beta}$ in (3.27), we can use the properties of the $R$ operator, so by using (3.20) the variation of $R_{g}$ is

$$
\begin{equation*}
\delta R_{g}(M)=R_{g}(\delta M)+\left[R_{g}(M), g^{-1} \delta g\right]-R_{g}\left(\left[M, g^{-1} \delta g\right]\right) . \tag{3.29}
\end{equation*}
$$

For $M=\tilde{d} A_{\beta}$ in (3.29) we get

$$
\begin{equation*}
\delta\left(\left(R_{g} \circ \tilde{d}\right)\left(A_{\beta}\right)\right)=\left(R_{g} \circ \tilde{d}\right)\left(\delta A_{\beta}\right)+\left[\left(R_{g} \circ \tilde{d}\right) A_{\beta}, g^{-1} \delta g\right]-R_{g}\left(\left[\tilde{d} A_{\beta}, g^{-1} \delta g\right]\right) \tag{3.30}
\end{equation*}
$$

and using this relation repeatedly we get

$$
\begin{align*}
\delta\left(\left(R_{g} \circ \tilde{d}\right)^{n}\left(A_{\beta}\right)\right)= & \left(R_{g} \circ \tilde{d}\right)^{n}\left(\delta A_{\beta}\right)+\sum_{k=0}^{n-1}\left(R_{g} \circ \tilde{d}\right)^{k}\left[\left(R_{g} \circ \tilde{d}\right)^{n-k}\left(A_{\beta}\right), g^{-1} \delta g\right] \\
& -\sum_{k=0}^{n-1}\left(R_{g} \circ \tilde{d}\right)^{k} R_{g}\left(\left[\tilde{d} \circ\left(R_{g} \circ \tilde{d}\right)^{n-1-k}\left(A_{\beta}\right), g^{-1} \delta g\right]\right), \tag{3.31}
\end{align*}
$$

for $n \geqslant 0$. By multiplying by $\eta^{n}$ on both sides of the above equation and summing in $n$ from 0 to $\infty$, we obtain

$$
\begin{align*}
& \delta\left(\frac{1}{1-\eta R_{g} \circ \tilde{d}} A_{\beta}\right)= \\
& =\frac{1}{1-\eta R_{g} \circ \tilde{d}}\left(\delta A_{\beta}+\left[\frac{\eta R_{g} \circ \tilde{d}}{1-\eta R_{g} \circ \tilde{d}} A_{\beta}, g^{-1} \delta g\right]-\eta R_{g}\left[\tilde{d} \frac{1}{1-\eta R_{g} \circ \tilde{d}} A_{\beta}, g^{-1} \delta g\right]\right) \tag{3.32}
\end{align*}
$$

then we find the variation of $J_{\beta}$,

$$
\begin{equation*}
\delta J_{\beta}=\frac{1}{1-\eta R_{g} \circ \tilde{d}}\left(\delta A_{\beta}+\left[\eta R_{g} \circ \tilde{d} J_{\beta}, g^{-1} \delta g\right]-\eta R_{g} \circ\left[\tilde{d} J_{\beta}, g^{-1} \delta g\right]\right) . \tag{3.33}
\end{equation*}
$$

By replacing (3.28) into (3.33) we obtain

$$
\begin{equation*}
\delta J_{\beta}=\frac{1}{1-\eta R_{g} \circ \tilde{d}}\left(\partial_{\beta}\left(g^{-1} \delta g\right)+\left[J_{\beta}, g^{-1} \delta g\right]-\eta R_{g} \circ\left[\tilde{d} J_{\beta}, g^{-1} \delta g\right]\right) . \tag{3.34}
\end{equation*}
$$

Then, by plugging (3.28) and (3.34) into (3.27), we obtain

$$
\begin{align*}
\delta \mathcal{L}= & -\frac{1}{2} \frac{\left(1+c \eta^{2}\right)^{2}}{\left(1-c \eta^{2}\right)}\left\{P_{-}^{\alpha \beta} \operatorname{Str}\left(\partial_{\alpha}\left(g^{-1} \delta g\right), d J_{\beta}\right)+P_{-}^{\alpha \beta} \operatorname{Str}\left(\left[\tilde{J}_{\alpha}+\eta R_{g} \circ \tilde{d} \tilde{J}_{\alpha}, g^{-1} \delta g\right], d J_{\beta}\right)\right. \\
& \left.+P_{-}^{\alpha \beta} \operatorname{Str}\left(\tilde{d} \tilde{J}_{\alpha}, \partial_{\beta}\left(g^{-1} \delta g\right)+\left[J_{\beta}, g^{-1} \delta g\right]-\eta R_{g} \circ\left[d J_{\beta}, g^{-1} \delta g\right]\right)\right\} . \tag{3.35}
\end{align*}
$$

Now, by using the properties of the projectors $P_{-}^{\alpha \beta} J_{\beta}=J_{-}^{\alpha}$ in the first term and using (2.86) in the second and third terms, and neglecting the total derivative terms, we have

$$
\begin{align*}
\delta \mathcal{L}= & -\frac{1}{4} \frac{\left(1+c \eta^{2}\right)^{2}}{\left(1-c \eta^{2}\right)}\left\{-\operatorname{Str}\left(g^{-1} \delta g, d \partial_{\alpha} J_{-}^{\alpha}\right)+\operatorname{Str}\left(\left[\tilde{J}_{+}^{\sigma}, g^{-1} \delta g\right], d J_{\sigma-}\right)\right. \\
& +\operatorname{Str}\left(\left[d J_{\sigma-}, \eta R_{g} \circ \tilde{d} \tilde{J}_{+}^{\sigma}\right], g^{-1} \delta g\right)-\operatorname{Str}\left(\tilde{d} \partial_{\alpha} \tilde{J}_{+}^{\alpha}, g^{-1} \delta g\right) \\
& \left.+\operatorname{Str}\left(\tilde{d} \tilde{J}_{+}^{\sigma},\left[J_{\sigma-}, g^{-1} \delta g\right]\right)+\operatorname{Str}\left(\eta R_{g} \tilde{d} \tilde{J}_{+}^{\sigma},\left[d J_{\sigma-}, g^{-1} \delta g\right]\right)\right\}, \tag{3.36}
\end{align*}
$$

where in the last term we used the skew-symmetry of the $R_{g}$ operator (3.22). Then after some simplifications we get

$$
\begin{equation*}
\delta \mathcal{L} \sim\left\{\operatorname{Str}\left(g^{-1} \delta g\left(d\left(\partial_{\alpha} J_{-}^{\alpha}\right)+\tilde{d}\left(\partial_{\alpha} \tilde{J}_{+}^{\alpha}\right)+\left[\tilde{J}_{+\alpha}, d\left(J_{-}^{\alpha}\right)\right]+\left[J_{-\alpha}, \tilde{d}\left(\tilde{J}_{+}^{\alpha}\right)\right]\right)\right)\right\}(. \tag{3.37}
\end{equation*}
$$

The equation of motion is then given by

$$
\begin{equation*}
\mathcal{E} \equiv d\left(\partial_{\alpha} J_{-}^{\alpha}\right)+\tilde{d}\left(\partial_{\alpha} \tilde{J}_{+}^{\alpha}\right)+\left[\tilde{J}_{+\alpha}, d\left(J_{-}^{\alpha}\right)\right]+\left[J_{-\alpha}, \tilde{d}\left(\tilde{J}_{+}^{\alpha}\right)\right]=0 \tag{3.38}
\end{equation*}
$$

## Zero-curvature condition

By definition the left-invariant one-form $A=g^{-1} \mathrm{~d} g$ satisfies the zero-curvature condition $\mathcal{Z}$ which, in components, is

$$
\begin{equation*}
\mathcal{Z} \equiv \frac{1}{2} \epsilon^{\alpha \beta}\left(\partial_{\alpha} A_{\beta}-\partial_{\beta} A_{\alpha}+\left[A_{\alpha}, A_{\beta}\right]\right)=0 . \tag{3.39}
\end{equation*}
$$

Plugging the relation (3.23) into the above expression one can recast it into the following form,

$$
\begin{align*}
\mathcal{Z} \equiv & P_{-}^{\alpha \beta}\left\{\partial_{\alpha} J_{\beta}-\partial_{\beta} \tilde{J}_{\alpha}-\eta R_{g} \partial_{\alpha} d J_{\beta}-\eta R_{g} \partial_{\beta} \tilde{d} \tilde{J}_{\alpha}+\left[\tilde{J}_{\alpha}, J_{\beta}\right]\right. \\
& \left.-\left[\tilde{J}_{\alpha}, \eta R_{g} d J_{\beta}\right]+\left[\eta R_{g} \tilde{d} \tilde{J}_{\alpha}, J_{\beta}\right]-\left[\eta R_{g} \tilde{d} \tilde{J}_{\alpha}, \eta R_{g} d J_{\beta}\right]\right\} \\
= & \partial_{\alpha} J_{-}^{\alpha}-\partial_{\alpha} \tilde{J}_{+}^{\alpha}-\eta R_{g} \partial_{\alpha} d J_{-}^{\alpha}-\eta R_{g} \partial_{\alpha} \tilde{d} \tilde{J}_{+}^{\alpha}+\left[\tilde{J}_{+}^{\alpha}, J_{-\alpha}\right] \\
& -\left[\tilde{J}_{+\alpha}, \eta R_{g} d J_{-}^{\alpha}\right]-\left[J_{-\alpha}, \eta R_{g} \tilde{d} \tilde{J}_{+}^{\alpha}\right]-\left[\eta R_{g} \tilde{d} \tilde{J}_{+\alpha}, \eta R_{g} d J_{-}^{\alpha}\right]=0, \tag{3.40}
\end{align*}
$$

and by using (3.10) for the operator $R_{g}$, because it is also a skew-symmetric solution of the YBE, and (3.38) the zero-curvature condition becomes

$$
\begin{equation*}
\mathcal{Z} \equiv \partial_{\alpha} \tilde{J}_{+}^{\alpha}-\partial_{\alpha} J_{-}^{\alpha}+\left[J_{-\alpha}, \tilde{J}_{+}^{\alpha}\right]+\eta R_{g}(\mathcal{E})-\eta^{2} c\left[d J_{-}^{\alpha}, \tilde{d} \tilde{J}_{+\alpha}\right]=0 \tag{3.41}
\end{equation*}
$$

Let us remark that the field equations on the odd sector $\mathcal{E}^{(1)}=0$ and $\mathcal{E}^{(3)}=0$ simplify if we consider the following combinations:

$$
\begin{align*}
& P_{1} \circ\left(1-\eta R_{g}\right)(\mathcal{E})+P_{1}(\mathcal{Z})=-4\left[\tilde{J}_{+\alpha}^{(2)}, J_{-}^{\alpha(3)}\right] \\
& P_{3} \circ\left(1+\eta R_{g}\right)(\mathcal{E})-P_{3}(\mathcal{Z})=-4\left[J_{-\alpha}^{(2)}, \tilde{J}_{+}^{\alpha(1)}\right] \tag{3.42}
\end{align*}
$$

And, as a consequence, one can write the field equations in the odd sector as

$$
\begin{equation*}
\mathcal{E}^{(1)} \equiv\left[\tilde{J}_{+\alpha}^{(2)}, J_{-}^{\alpha(3)}\right]=0, \quad \mathcal{E}^{(3)} \equiv\left[J_{-\alpha}^{(2)}, \tilde{J}_{+}^{\alpha(1)}\right]=0 \tag{3.43}
\end{equation*}
$$

which have the same form as those of the undeformed model written in terms of undeformed currents 2.63).

## Virasoro constraints

The action (3.18) in terms of the deformed currents (3.23) gives

$$
\left.S=-\frac{1}{4} \frac{\left(1+c \eta^{2}\right)^{2}}{\left(1-c \eta^{2}\right)} \int \mathrm{d} \sigma^{2}\left(\gamma^{\alpha \beta}-\kappa \epsilon^{\alpha \beta}\right)\left\{\operatorname{Str}\left(J_{\alpha}, d \circ J_{\beta}\right)\right)-\operatorname{Str}\left(\eta R_{g} \circ d J_{\alpha}, d \circ J_{\beta}\right)\right\} .
$$

By using (3.19) the part of the action proportional to the metric takes the form,

$$
\begin{equation*}
S_{\gamma}=-\frac{1}{2} \frac{\left(1+c \eta^{2}\right)^{2}}{\left(1-c \eta^{2}\right)} \frac{1}{\hat{\eta}^{2}} \int \mathrm{~d} \sigma^{2} \gamma^{\alpha \beta} \operatorname{Str}\left(J_{\alpha}^{(2)} J_{\beta}^{(2)}\right) . \tag{3.44}
\end{equation*}
$$

The Virasoro constraint is

$$
\begin{equation*}
T_{\alpha \beta}=-2 \frac{\delta S}{\delta \gamma^{\alpha \beta}}=0 \tag{3.45}
\end{equation*}
$$

where $T_{\alpha \beta}$ is the energy-momentum tensor, implies that

$$
\begin{equation*}
\operatorname{Str}\left(J_{\alpha}^{(2)} J_{\beta}^{(2)}\right)-\frac{1}{2} \gamma_{\alpha \beta} \gamma^{\gamma \delta} \operatorname{Str}\left(J_{\gamma}^{(2)} J_{\delta}^{(2)}\right)=0 \tag{3.46}
\end{equation*}
$$

Finally, taking the projector on (3.46) we get

$$
\begin{equation*}
\operatorname{Str}\left(J_{-}^{\alpha(2)} J_{-}^{\beta(2)}\right)=0, \quad \operatorname{Str}\left(\tilde{J}_{+}^{\alpha(2)} \tilde{J}_{+}^{\beta(2)}\right)=0 \tag{3.47}
\end{equation*}
$$

## The Lax connection

From (3.38) and (3.41) we find the deformed Lax pair

$$
\begin{align*}
L_{+}^{\alpha} & =\tilde{J}_{+}^{(0) \alpha}+\lambda \sqrt{1+c \eta^{2}} \tilde{J}_{+}^{\alpha(1)}+\lambda^{-2} \frac{1+c \eta^{2}}{1-c \eta^{2}} \tilde{J}_{+}^{\alpha(2)}+\lambda^{-1} \sqrt{1+c \eta^{2}} \tilde{J}_{+}^{\alpha(3)}  \tag{3.48}\\
M_{-}^{\alpha} & =J_{-}^{(0) \alpha}+\lambda \sqrt{1+c \eta^{2}} J_{-}^{\alpha(1)}+\lambda^{2} \frac{1+c \eta^{2}}{1-c \eta^{2}} J_{-}^{\alpha(2)}+\lambda^{-1} \sqrt{1+c \eta^{2}} J_{-}^{\alpha(3)} \tag{3.49}
\end{align*}
$$

where $\lambda$ is the spectral parameter. So the Lax connection is constructed by the linear combination of these equations,

$$
\begin{equation*}
\mathcal{L}_{\alpha}=L_{+\alpha}+M_{-\alpha}, \tag{3.50}
\end{equation*}
$$

and it satisfies the zero-curvature condition.
The results above are valid for any $\sigma$-model with $\mathbb{Z}_{4}$-grading.

### 3.4 Yang-Baxter deformations of $A d S_{5} \times S^{5}$

The deformed action to describe type IIB superstring theory in $A d S_{5} \times S^{5}$ is 3.18) since it possesses a $\mathbb{Z}_{4}$-grading; thus, we apply the same formulae we computed in Section 3.3 . The equations of motion arising from the Lagrangian of the action (3.18) are given by (3.38), the zero curvature condition $\mathcal{Z}=0$ in terms of $\tilde{J}_{+}^{\alpha}$ and $J_{-}^{\alpha}$ is (3.41), the Virasoro constraint is (3.47) and the Lax connection is (3.50).

## $\kappa$-symmetry

In this case, let us consider the following infinitesimal right translation of the coset repesentative $g$,

$$
\begin{equation*}
\delta g=g\left[\left(1-\eta R_{g}\right) \epsilon^{(1)}+\left(1+\eta R_{g}\right) \epsilon^{(3)}\right] . \tag{3.51}
\end{equation*}
$$

The variation of the action (3.18) it, is given by

$$
\begin{align*}
\delta_{g} S & =\frac{\left(1+c \eta^{2}\right)^{2}}{2\left(1-c \eta^{2}\right)} \int d \sigma^{2} \operatorname{Str}(\epsilon \mathcal{E}), \\
& =\frac{\left(1+c \eta^{2}\right)^{2}}{2\left(1-c \eta^{2}\right)} \int d \sigma^{2} \operatorname{Str}\left(\epsilon^{(1)} P_{3} \circ\left(1+\eta R_{g}\right) \mathcal{E}+\epsilon^{(3)} P_{1} \circ\left(1-\eta R_{g}\right) \mathcal{E}\right) . \tag{3.52}
\end{align*}
$$

Using the identities (3.42) and the zero curvature condition in terms of the deformed current $P_{1}(\mathcal{Z})=P_{3}(\mathcal{Z})=0$, the variation of the action can be written as follows

$$
\begin{equation*}
\delta_{g} S=-2 \frac{\left(1+c \eta^{2}\right)^{2}}{\left(1-c \eta^{2}\right)} \int d \sigma^{2} \operatorname{Str}\left(\epsilon^{(1)}\left[J_{-\alpha}^{(2)}, \tilde{J}_{+}^{\alpha(1)}\right]+\epsilon^{(3)}\left[\tilde{J}_{+\alpha}^{(2)}, J_{-}^{\alpha(3)}\right]\right) \tag{3.53}
\end{equation*}
$$

In a very similar to the undeformed case (2.88) and (2.89), an ansatz for the transformation parameters $\epsilon^{(1)}$ and $\epsilon^{(3)}$ can be taken as,

$$
\begin{align*}
& \epsilon^{(1)}=\left(J_{-}^{(2) \alpha} \kappa_{+\alpha}^{(1)}+\kappa_{+\alpha}^{(1)} J_{-}^{(2) \alpha}\right),  \tag{3.54}\\
& \epsilon^{(3)}=\left(\tilde{J}_{+}^{(2) \alpha} \kappa_{-\alpha}^{(3)}+\kappa_{-\alpha}^{(3)} \tilde{J}_{+}^{(2) \alpha}\right), \tag{3.55}
\end{align*}
$$

where $\kappa_{+}^{(1)}$ and $\kappa_{-}^{(3)}$ are the vectors corresponding to 1 and 3 grading. From now on, the computation is totally parallel to the procedure leading to equation (2.92) and 2.93). We obtain

$$
\begin{align*}
\delta_{g} S= & \frac{\left(1+c \eta^{2}\right)^{2}}{4\left(1-c \eta^{2}\right)} \int d \sigma^{2}\left\{\operatorname{Str}\left(J_{-}^{\alpha(2)} J_{-}^{\beta(2)}\right) \operatorname{Str}\left(\Upsilon\left[\tilde{J}_{\alpha+}^{(1)}, i \kappa_{+\beta}^{(1)}\right]\right)\right. \\
& \left.+\operatorname{Str}\left(\tilde{J}_{+}^{\alpha(2)} \tilde{J}_{+}^{\beta(2)}\right) \operatorname{Str}\left(\Upsilon\left[J_{-\alpha}^{(3)}, i \kappa_{-\beta}^{(3)}\right]\right)\right\} \tag{3.56}
\end{align*}
$$

where $\Upsilon$ is the diagonal matrix defined as $\Upsilon=\operatorname{diag}\left(I_{4},-I_{4}\right)$. The vanishing of the total variation of the action off-shell, with respect to $g$ and $\gamma^{\alpha \beta}$ gives the following condition:

$$
\begin{equation*}
\delta \gamma^{\alpha \beta}=\frac{1-c \eta^{2}}{2} \operatorname{Str}\left(\Upsilon\left[\kappa_{+}^{(1) \alpha}, \tilde{J}_{+}^{(1) \beta}\right]+\Upsilon\left[\kappa_{-}^{(3) \alpha}, J_{-}^{(3) \beta}\right]\right) \tag{3.57}
\end{equation*}
$$

for the transformation of the metric $\gamma^{\alpha \beta}$ in order to ensure $\kappa$-symmetry, .

### 3.4.1 $r$-matrices for $A d S_{5} \times S^{5}$

The construction of the $r$-matrices can be done in terms of a basis of $\mathfrak{g l}(4 \mid 4)$ since it is possible to write the generators of $\mathfrak{p s u}(2,2 \mid 4)$ in terms of combinations of the generators of $\mathfrak{g l}(4 \mid 4)$. This is developed in Appendix A .

## Drinfeld-Jimbo $r$-matrix

The DJ $r$-matrix (3.13) can be written as

$$
\begin{equation*}
r_{\mathrm{DJ}}=i \sum_{1 \leqslant i<j \leqslant 8} E_{i j} \wedge E_{j i}(-1)^{[i][j]} \tag{3.58}
\end{equation*}
$$

where $[i]$ is the grading associated to the index $i$, such that $[i]=0$ for $i=1, \ldots, 4$ and $[i]=1$ for $i=5, \ldots, 8$. In this basis is easy to see that the positive and negative roots are $E_{i j}$ with $i<j$ and $E_{j i}$ with $i>j$, respectively, and the $R$ operator associated to this $r$-matrix in (3.14) is

$$
R\left(E_{i j}\right)= \begin{cases}+i E_{i j} & \text { if } \quad i<j  \tag{3.59}\\ 0 & \text { if } \quad i=j \\ -i E_{i j} & \text { if } \quad i>j\end{cases}
$$

## Abelian $r$-matrix

An abelian $r$-matrix (3.15) can be written in terms of diagonal elements

$$
\begin{equation*}
r_{\mathrm{Ab}}=E_{i i} \wedge E_{j j} \quad \text { with } \quad i \neq j \tag{3.60}
\end{equation*}
$$

such that any linear combination of them also satisfies the CYBE. In terms of the associated linear $R$-operator it only acts on the Cartan generators

$$
\begin{equation*}
R_{\mathrm{Ab}}\left(E_{i i}\right)=-E_{j j}, \quad R_{\mathrm{Ab}}\left(E_{j j}\right)=E_{i i} . \tag{3.61}
\end{equation*}
$$

## Jordanian $r$-matrix

The Jordanian $r$-matrix (3.16) can be written in general as [18]

$$
\begin{equation*}
r_{\mathrm{Jor}}=E_{i j} \wedge\left(\alpha E_{i i}-\beta E_{j j}\right)-\gamma \sum_{i<k<j} E_{i k} \wedge E_{k j} \tag{3.62}
\end{equation*}
$$

for $1 \leqslant i<j \leqslant m$ with $\gamma=\alpha+\beta$ or $\gamma=0$. The action of the linear $R$-operator is

$$
\begin{align*}
R_{\mathrm{Jor}}\left(E_{j i}\right) & =-\alpha E_{i i}+\beta E_{j j}, \quad R_{\mathrm{Jor}}\left(E_{j k}\right)=-\gamma E_{i k},  \tag{3.63}\\
R_{\mathrm{Jor}}\left(E_{k k}\right) & =\left(\alpha \delta_{k i}-\beta \delta_{k j}\right) E_{i j}, \quad R_{\mathrm{Jor}}\left(E_{k i}\right)=\gamma E_{k j} \tag{3.64}
\end{align*}
$$

where $i<j<k$ and the nilpotency is $\left(R_{\mathrm{Jor}}\right)^{n}=0$ for $n \geqslant 3$.
When $\alpha=\beta=c$ and $\gamma=2 c$, the Jordanian bosonic $r$-matrix is obtained from the Drinfeld-Jimbo $r$-matrix (3.13) through a twisting [18,73]. Moreover, unimodular Jordanian $r$-matrices including fermionic generators were obtained recently in [74].

## Abelian-Jordanian $r$-matrix

Another type of $r$-matrix can be constructed from bosonic commutating positive or negative roots generators. These matrices are referred as abelian-Jordanian type (3.17)

$$
\begin{equation*}
r_{A J}=E_{i j} \wedge E_{k l} \quad \text { with } \quad i<j, k<l, j \neq k, i \neq l . \tag{3.65}
\end{equation*}
$$

The associated linear $R$-operator is given by

$$
\begin{equation*}
R_{A J}\left(E_{l k}\right)=E_{i j}, \quad R_{A J}\left(E_{j i}\right)=-E_{k l} . \tag{3.66}
\end{equation*}
$$

In this case, the nilpotency is $\left(R_{A J}\right)^{n}=0$ for $n \geqslant 2$.

## Unimodular nonabelian $r$-matrix

It is possible to construct several nonabelian $r$-matrices but, as was remarked in [50], based on a classification in [75] only a subset of the possible $r$-matrices satisfy the unimodularity condition,

$$
\begin{equation*}
r^{i j}\left[T_{i}, T_{j}\right]=0, \quad T_{i} \in \mathfrak{g} . \tag{3.67}
\end{equation*}
$$

Notice that this condition is trivially satisfied for abelian $r$-matrices. For the nonabelian case, however, unimodularity is a more subtle issue. In [50] it is given a list of the unimodular nonabelian bosonic $r$-matrices that solve the CYBE. These $r$-matrices have the form

$$
\begin{equation*}
r=a \wedge b+c \wedge d \tag{3.68}
\end{equation*}
$$

and are called rank four $r$-matrices. In (3.68) $a, b, c$ and $d$ are linear combinations of the generators $T_{i}$ such that $[a, b]=[c, d]=0$. The list of $r$-matrices in terms of the $\mathfrak{s o}(2,4)$ generators $p_{\mu}, k_{\mu}, m_{\mu \nu}$ and $D$ with $\mu, \nu=0, \ldots, 3$ given in Appendix Bis

$$
\begin{aligned}
& r_{1}=p_{1} \wedge p_{2}+\left(p_{0}+p_{3}\right) \wedge\left(m_{01}-m_{13}\right), \\
& r_{2}=p_{1} \wedge p_{2}+\left(p_{0}+p_{3}\right) \wedge\left(p_{3}+m_{01}-m_{13}\right), \\
& r_{3}=p_{1} \wedge\left(m_{02}-m_{23}\right)+\left(p_{0}+p_{3}\right) \wedge\left(p_{2}+m_{01}-m_{13}\right), \\
& r_{4}=\left(p_{1}-m_{02}+m_{23}\right) \wedge\left(k_{0}+k_{3}+2 p_{3}-2 m_{12}\right)+2\left(p_{0}+p_{3}\right) \wedge\left(p_{2}+m_{01}-m_{13}\right), \\
& r_{5}=p_{1} \wedge\left(m_{02}-m_{23}\right)+\left(p_{0}+p_{3}\right) \wedge\left(D+m_{03}\right), \\
& r_{6}=p_{1} \wedge m_{03}+2 p_{0} \wedge p_{3},
\end{aligned}
$$

$$
\begin{align*}
& r_{7}=m_{03} \wedge m_{12}+2 p_{0} \wedge p_{3} \\
& r_{8}=p_{1} \wedge p_{2}+\left(p_{0}+p_{3}\right) \wedge m_{12} \\
& r_{9}=p_{1} \wedge p_{2}+\left(p_{0}+p_{3}\right) \wedge\left(p_{3}+m_{12}\right) \\
& r_{10}=p_{1} \wedge p_{2}+p_{3} \wedge\left(p_{0}+m_{12}\right) \\
& r_{11}=p_{1} \wedge p_{2}+p_{3} \wedge m_{12} \\
& r_{12}=p_{1} \wedge p_{2}+p_{0} \wedge\left(p_{3}+m_{12}\right) \\
& r_{13}=p_{1} \wedge p_{2}+p_{0} \wedge m_{12} \\
& r_{14}=p_{1} \wedge p_{2}+m_{12} \wedge m_{03} \\
& r_{15}=p_{1} \wedge p_{3}+\left(m_{01}-m_{13}\right) \wedge\left(p_{0}+p_{3}\right), \\
& r_{16}=p_{1} \wedge p_{3}+\left(p_{2}+m_{01}-m_{13}\right) \wedge\left(p_{0}+p_{3}\right), \\
& r_{17}=p_{1} \wedge\left(p_{3}+m_{02}-m_{23}\right)+\left(p_{0}+p_{3}\right) \wedge\left(p_{2}+m_{01}-m_{13}\right) \tag{3.69}
\end{align*}
$$

However, unimodular nonabelian $r$-matrices cannot be constructed for the compact algebra $\mathfrak{s u}(4)$ of $S^{5}$, thus we cannot define this type of $r$-matrix in this subspace [76].

### 3.4.2 Deformed Backgrounds generated by $r$-matrices

Here we list some backgrounds that can be obtained by deforming $\operatorname{AdS} S_{5} \times S^{5}$. They result from the choice of different types of $r$-matrices we presented above.

Yang-Baxter deformation of $A d S_{5} \times S^{5}$
For $c=0$ and switching off the fermionic degrees of freedom, so that $d=2 P_{2}$, the deformed Yang-Baxter $\sigma$-model Lagrangian of the action (3.18) can be written as

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{2}\left(\gamma^{\alpha \beta}-\epsilon^{\alpha \beta}\right) \operatorname{Str}\left(A_{\alpha} P_{2} \circ \mathcal{O}^{-1} A_{\beta}\right), \tag{3.70}
\end{equation*}
$$

where the operator $\mathcal{O}^{-1}$ depending on the deformation parameter $\eta$ is given by

$$
\begin{equation*}
\mathcal{O}^{-1}=\frac{1}{1-2 \eta R_{g} \circ P_{2}}, \tag{3.71}
\end{equation*}
$$

and $R_{g}$ was defined in (3.20). In order to extract the background fields from the Lagrangian (3.70) we need to define a basis for the coset (2.33),

$$
\begin{equation*}
\frac{\mathfrak{s o}(2,4) \oplus \mathfrak{s o}(6)}{\mathfrak{s o}(1,4) \oplus \mathfrak{s o}(5)}=\operatorname{span}_{\mathbb{R}}\left\{K_{m}\right\}, \quad m=1, \ldots, 10 \tag{3.72}
\end{equation*}
$$

With this, the action of the projector $P_{2}$ on the components of the Maurer-Cartan one-form is

$$
\begin{equation*}
P_{2}\left(A_{\alpha}\right)=E_{\alpha}{ }^{m} K_{m}, \tag{3.73}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{2}\left(R_{g}\left(K_{m}\right)\right)=\Lambda_{m}{ }^{n} K_{n} . \tag{3.74}
\end{equation*}
$$

Moreover, the projected action of the operator (3.71) can be computed in a similar way

$$
\begin{equation*}
P_{2}\left(\mathcal{O}^{-1}\left(K_{m}\right)\right)=C_{m}^{n} K_{n} \tag{3.75}
\end{equation*}
$$

where the projector on the coset is

$$
\begin{equation*}
P_{2}(X)=\sum_{m} \frac{\operatorname{Str}\left(K_{m} X\right)}{\operatorname{Str}\left(K_{m} K_{m}\right)} . \tag{3.76}
\end{equation*}
$$

Combining equations (3.71), (3.74) and (3.75) we can find the relation between the coefficients $\Lambda_{m}{ }^{n}$ and $C_{m}{ }^{n}$

$$
\begin{equation*}
K_{m}=\left(C_{m}{ }^{n} K_{n}-2 \eta C_{m}{ }^{n} \Lambda_{n}{ }^{p} K_{p}\right), \tag{3.77}
\end{equation*}
$$

or in matrix notation,

$$
\begin{equation*}
\mathbf{C}=(\mathbf{I}-2 \eta \boldsymbol{\Lambda})^{-1} \tag{3.78}
\end{equation*}
$$

which can be solved for $\mathbf{C}$.
We can rewrite the deformed Lagrangian (3.70) as

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{2}\left(\gamma^{\alpha \beta}-\epsilon^{\alpha \beta}\right) E_{\alpha}^{m} E_{\beta}{ }^{n} C_{n}^{p} \operatorname{Str}\left(K_{m} K_{p}\right), \tag{3.79}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathcal{L}=-\frac{N}{2}\left(\gamma^{\alpha \beta} C_{(m n)} E_{\alpha}^{m} E_{\beta}^{n}-\epsilon^{\alpha \beta} C_{[m n]} E_{\alpha}^{m} E_{\beta}^{n}\right), \tag{3.80}
\end{equation*}
$$

where $N$ is a constant due to the supertrace in (3.79), the coefficients $C_{(m n)}$ and $C_{[m n]}$ are the symmetric and antisymmetric parts of the matrix (3.78) and $E_{\alpha}^{m}$ represent the coefficients in front of each of generators in (3.73).

## Gravity dual of SYM on non-commutative spacetime

To evaluate the Lagrangian (3.70), let us take the following coset parametrization,

$$
\begin{equation*}
g=\exp \left[p_{0} x^{0}+p_{1} x^{1}+p_{2} x^{2}+p_{3} x^{3}\right] \exp [-D \log z] \in S O(2,4) / S O(1,4) \tag{3.81}
\end{equation*}
$$

The abelian Jordanian $r$-matrix [20]

$$
\begin{equation*}
r_{\mathrm{AJ}}=\mu p_{2} \wedge p_{3}+\nu p_{0} \wedge p_{1} \tag{3.82}
\end{equation*}
$$

where $p_{\mu}$ is defined in Appendix B and $\mu, \nu$ are constant parameters.
The procedure to compute the deformed background is the following. First, we compute the Maurer-Cartan one-form $A=g^{-1} \mathrm{~d} g$ and the coefficients $E_{\alpha}^{m}$ from (3.73) by using the projector $P_{2}$ on the components of $A$. Then, we compute the coefficients $\Lambda_{m}{ }^{n}$ by applying the projector $P_{2}$ on the action of the operator $R_{g}$ 3.20) on the generators of the coset $K_{m}$. The coefficients $C_{(m n)}$ and $C_{[m n]}$ can be identified from the matrix $\mathbf{C}$ in (3.78). Finally, we can compute the deformed Lagrangian (3.80) explicitly and extract the metric from the symmetric part and $B$-field from the antisymmetric part.

In this case, the metric and $B$-field are

$$
\begin{gather*}
\mathrm{d} s^{2}=\frac{z^{2}}{z^{4}+a^{\prime 4}}\left(\mathrm{~d} x_{0}^{2}+\mathrm{d} x_{1}^{2}\right)+\frac{z^{2}}{z^{4}+a^{4}}\left(\mathrm{~d} x_{2}^{2}+\mathrm{d} x_{3}^{2}\right)+\frac{\mathrm{d} z^{2}}{z^{2}}+\mathrm{d} \Omega_{5}^{2},  \tag{3.83}\\
B=\frac{a^{\prime 2}}{z^{4}+a^{\prime 4}} \mathrm{~d} x_{0} \wedge \mathrm{~d} x_{1}+\frac{a^{2}}{z^{4}+a^{4}} \mathrm{~d} x_{2} \wedge \mathrm{~d} x_{3}, \tag{3.84}
\end{gather*}
$$

with $2 \eta \mu=a^{2}, 2 \eta \nu=a^{\prime 2}$. This background was first obtained via TsT transformations of $A d S_{5} \times S^{5}$ [49].

In the following, the procedure to compute the metric and $B$-field will be the same only with different choices of coset parametrization and $r$-matrix.
$\gamma$-deformed $\operatorname{Ad} S_{5} \times S^{5}$ with three parameters
To evaluate the deformed Lagrangian (3.70), let us adopt the following coset parametrization

$$
\begin{equation*}
g=\Lambda\left(\phi_{1}, \phi_{2}, \phi_{3}\right) \Xi(\zeta) \check{g}_{r}(r) \in S U(4) / S O(5) . \tag{3.85}
\end{equation*}
$$

where the matrices $\Lambda, \Xi$ and $\check{g}_{\rho}$ are defined as

$$
\begin{equation*}
\Lambda\left(\phi_{1}, \phi_{2}, \phi_{3}\right) \equiv \exp \left[\frac{i}{2}\left(\phi_{1} h_{1}+\phi_{2} h_{2}+\phi_{3} h_{3}\right)\right] \tag{3.86}
\end{equation*}
$$

$$
\Xi(\zeta) \equiv\left(\begin{array}{cccc}
\cos \frac{\zeta}{2} & \sin \frac{\zeta}{2} & 0 & 0 \\
-\sin \frac{\zeta}{2} & \cos \frac{\zeta}{2} & 0 & 0 \\
0 & 0 & \cos \frac{\zeta}{2} & -\sin \frac{\zeta}{2} \\
0 & 0 & \sin \frac{\zeta}{2} & \cos \frac{\zeta}{2}
\end{array}\right), \quad \check{g}_{r}(r) \equiv\left(\begin{array}{cccc}
\cosh \frac{r}{2} & 0 & 0 & \sinh \frac{r}{2} \\
0 & \cosh \frac{r}{2} & -\sinh \frac{r}{2} & 0 \\
0 & -\sinh \frac{r}{2} & \cosh \frac{r}{2} & 0 \\
\sinh \frac{r}{2} & 0 & 0 & \cosh \frac{r}{2}
\end{array}\right) .
$$

The abelian $r$-matrix [19]

$$
\begin{equation*}
r_{\mathrm{Ab}}=\mu_{3} h_{1} \wedge h_{2}+\mu_{1} h_{2} \wedge h_{3}+\mu_{2} h_{3} \wedge h_{1} \tag{3.88}
\end{equation*}
$$

where $\mu_{i}$ are constant parameters, and $h_{i}(i=1,2,3)$ are the Cartan generators of $\mathfrak{s u}(4)$.
With the following coordinate transformation

$$
\begin{equation*}
\rho_{1}=\sin r \cos \zeta, \quad \rho_{2}=\sin r \sin \zeta, \quad \rho_{3}=\cos r \tag{3.89}
\end{equation*}
$$

the metric and $B$-field are

$$
\begin{gather*}
d s^{2}=d s_{A d S_{5}}^{2}+\sum_{i=1}^{3}\left(\mathrm{~d} \rho_{i}^{2}+\mathcal{M} \rho_{i}^{2} \mathrm{~d} \phi_{i}^{2}\right)+\mathcal{M} \rho_{1}^{2} \rho_{2}^{2} \rho_{3}^{2}\left(\sum_{i=1}^{3} \hat{\gamma}_{i} \mathrm{~d} \phi_{i}\right)^{2},  \tag{3.90}\\
B=\mathcal{M}\left(\hat{\gamma}_{3} \rho_{1}^{2} \rho_{2}^{2} \mathrm{~d} \phi_{1} \wedge \mathrm{~d} \phi_{2}+\hat{\gamma}_{1} \rho_{2}^{2} \rho_{3}^{2} \mathrm{~d} \phi_{2} \wedge \mathrm{~d} \phi_{3}+\hat{\gamma}_{2} \rho_{3}^{2} \rho_{1}^{2} \mathrm{~d} \phi_{3} \wedge \mathrm{~d} \phi_{1}\right), \tag{3.91}
\end{gather*}
$$

where

$$
\begin{equation*}
\mathcal{M}^{-1} \equiv 1+\hat{\gamma}_{3}^{2} \rho_{1}^{2} \rho_{2}^{2}+\hat{\gamma}_{1}^{2} \rho_{2}^{2} \rho_{3}^{2}+\hat{\gamma}_{2}^{2} \rho_{3}^{2} \rho_{1}^{2} \tag{3.92}
\end{equation*}
$$

and the relation between parameters is: $8 \eta \mu_{1}=\hat{\gamma}_{1}, 8 \eta \mu_{2}=\hat{\gamma}_{2}$ and $8 \eta \mu_{3}=\hat{\gamma}_{3}$.
If we consider $\hat{\gamma}_{1}=\hat{\gamma}_{2}=\hat{\gamma}_{3} \equiv \hat{\gamma}$ in (3.90) and (3.91) we get the Lunin-Maldacena background. This background was first obtained via TsT transformations of $A d S_{5} \times S^{5}$

## Gravity dual of the non-relativistic limit of SYM: Schrödinger spacetime

We are now ready to parametrize bosonic group elements of $\operatorname{PSU}(2,2 \mid 4)$. The group elements of $S O(2,4)$ and $S O(6)$ are parametrized as

$$
\begin{align*}
g_{a} & =\exp \left(x^{1} p_{1}+x^{2} p_{2}+x^{3} p_{3}+x^{0} p_{0}\right) \exp (-D \log z) \\
& =\exp \left(x^{1} p_{1}+x^{2} p_{2}+x^{+} p_{+}+x^{-} p_{-}\right) \exp (-D \log z) \in S O(2,4), \tag{3.93}
\end{align*}
$$

$$
\begin{equation*}
g_{s}=\exp \left(\phi_{1} h_{4}+\phi_{2} h_{5}+\phi_{3} h_{6}\right) \exp \left(-\zeta n_{13}\right) \exp \left(-\frac{i}{2} r \gamma_{1}^{s}\right) \in S O(6) \tag{3.94}
\end{equation*}
$$

The light-cone coordinates and the associated generators are given by

$$
\begin{equation*}
x^{ \pm}=\frac{x^{0} \pm x^{3}}{\sqrt{2}}, \quad p_{ \pm}=\frac{p_{0} \pm p_{3}}{\sqrt{2}} \tag{3.95}
\end{equation*}
$$

Thus, a bosonic element $g$ of $\operatorname{PSU}(2,2 \mid 4)$ is represented by

$$
\begin{equation*}
g=g_{a} g_{s} \quad \in S O(2,4) \times S O(6) \subset \operatorname{PSU}(2,2 \mid 4) . \tag{3.96}
\end{equation*}
$$

The abelian $r$-matrix [21]

$$
\begin{equation*}
r_{\mathrm{Ab}}=-\frac{i \beta}{4 \eta} p_{-} \wedge\left(h_{4}+h_{5}+h_{6}\right) \tag{3.97}
\end{equation*}
$$

where $p_{-}=p_{0}-p_{3}$ is defined for a particular representation of $\mathfrak{s o}(2,4)$ and $\beta$ is a constant parameter.

In order to write the metric and $B$-field in a convenient form we make the following change of coordinates

$$
\begin{array}{ll}
\phi_{1}=\chi+\frac{1}{2}(\psi+\phi), & r=\mu, \\
\phi_{2}=\chi+\frac{1}{2}(\psi-\phi), & \zeta=\frac{1}{2} \theta, \\
\phi_{3} & =\chi, \tag{3.100}
\end{array}
$$

and then we get

$$
\begin{gather*}
\mathrm{d} s^{2}=\frac{-2 \mathrm{~d} x^{+} \mathrm{d} x^{-}+\left(d x^{1}\right)^{2}+\left(d x^{2}\right)^{2}+\mathrm{d} z^{2}}{z^{2}}-\beta^{2} \frac{\left(\mathrm{~d} x^{+}\right)^{2}}{z^{4}}+\mathrm{d} s_{S^{5}}^{2},  \tag{3.101}\\
B=\frac{\beta}{z^{2}} \mathrm{~d} x^{+} \wedge(\mathrm{d} \chi+w) . \tag{3.102}
\end{gather*}
$$

Here, the $S^{5}$ space is written in terms of the coordinates $(\chi, \mu, \psi, \theta, \phi)$

$$
\begin{align*}
\mathrm{d} s_{S^{5}}^{2} & =(\mathrm{d} \chi+\omega)^{2}+\mathrm{d} s_{\mathbb{C P}^{2}}^{2}, \\
\mathrm{~d} s_{\mathbb{C P}^{2}}^{2} & =\mathrm{d} \mu^{2}+\sin ^{2} \mu\left(\sigma_{1}^{2}+\sigma_{2}^{2}+\cos ^{2} \mu \sigma_{3}^{2}\right), \tag{3.103}
\end{align*}
$$

where

$$
\sigma_{1}=\frac{1}{2}(\cos \psi \mathrm{~d} \theta+\sin \psi \sin \theta \mathrm{d} \phi)
$$

$$
\begin{align*}
\sigma_{2} & =\frac{1}{2}(\cos \psi \mathrm{~d} \theta-\sin \psi \sin \theta \mathrm{d} \phi), \\
\sigma_{3} & =\frac{1}{2}(\mathrm{~d} \psi+\cos \theta \mathrm{d} \phi), \quad \omega=\sin ^{2} \mu \sigma_{3} . \tag{3.104}
\end{align*}
$$

This background was first obtained via a TsT transformations called null Melvin twist of $A d S_{5} \times S^{5}$ [51].

Until now we have obtained backgrounds by using only abelian $r$-matrices which satisfy trivially the unimodularity condition, and then the backgrounds derived above are standard supergravity backgrounds since they coincide with those obtained via TsT transformation.

On the other hand, nonabelian $r$-matrices do not lead, in general, to standard supergravity backgrounds [50]. The classification of nonabelian $r$-matrices given in (3.69), which satisfy the unimodularity condition, leads to standard supergravity backgrounds, some of them were computed in [50]. In [76], non-unimodular $r$-matrices were considered, leading to deformed backgrounds which are solutions to the generalized supergravity and some of them reduce to the original $A d S_{5} \times S^{5}$ background after performing a generalized TsT transformation.

The Drinfeld-Jimbo $r$-matrix including fermionic roots can be constructed by using Dynkin diagrams associated to a Cartan-Weyl basis [10]. Choosing different configurations of Dynkin diagrams lead to different deformed backgrounds. For some particular example of DJ $r$-matrix, the metric and $B$-field were constructed in [11] and the Ramond-Ramond fluxes in [12]. These background fields do not solve the standard supergravity equations but a set of generalized type supergravity equations [13, 14]. For the $A d S_{5} \times S^{5}$ and $A d S_{2} \times S^{2} \times T^{6}$, Seilbold and Hoare found in [15] that the unimodularity condition is satisfied if and only if all the simple roots are fermionic.

## Chapter 4

## Yang-Baxter deformations of the $A d S_{4} \times \mathbb{C P}^{3} \sigma$-model

In this chapter we consider deformations of superstrings in the $A d S_{4} \times \mathbb{C P}^{3}$ background. The $\sigma$-model admits a supercoset description with $\mathbb{Z}_{4}$-grading and it is integrable. Then we can apply the same procedures described in Chapter 3 to study its integrable deformations.

We start describing the $A d S_{4} \times \mathbb{C P}^{3}$ background as a supercoset and the $\mathbb{Z}_{4}$-grading of the superalgebra $\mathfrak{u o s p}(2,2 \mid 6)$. Then, we review the supercoset description of type IIA superstrings in $A d S_{4} \times \mathbb{C P}^{3}$. In the following, we discuss this in the context of the YangBaxter deformation. We propose some $r$-matrices for $A d S_{4} \times \mathbb{C P}^{3}$ which include the bosonic DJ $r$-matrix as well as one abelian Jordanian $r$-matrix, two mixed $r$-matrices and some examples of nonabelian $r$-matrices based on the classification in [50]. Finally, we calculate some deformed backgrounds associated to the gravity dual of ABJM theory.

### 4.1 Superstrings in $A d S_{4} \times \mathbb{C P}^{3}$

The $A d S_{4} \times \mathbb{C P}^{3}$ background is a solution of Type IIA supergravity equations of motion together with a constant dilaton, an $F_{2}$ and an $F_{4}$ flux. Due to the AdS/CFT correspondence this background is dual to $\mathcal{N}=6 S U(N) \times S U(N)$ Chern-Simons theory in three dimensions with $N, k \rightarrow \infty$ and $N / k$ large, where $N$ is the rank of the gauge group $S U(N)$ and $k$ is the level of the Chern-Simons action [45].

### 4.1.1 The $A d S_{4} \times \mathbb{C P}^{3}$ background

For this background, from (2.20), for $n=4$, and (2.21), for $n=3$, we get

$$
\begin{equation*}
A d S_{4} \equiv \frac{S O(2,3)}{S O(1,3)} \simeq \frac{S p(4)}{S O(1,3)}, \quad \mathbb{C P}^{3} \equiv \frac{S U(4)}{U(3)} \simeq \frac{S O(6)}{U(3)} \tag{4.1}
\end{equation*}
$$

so the bosonic background is

$$
\begin{equation*}
A d S_{4} \times \mathbb{C P}^{3} \equiv \frac{S p(4) \times S O(6)}{S O(1,3) \times U(3)} \tag{4.2}
\end{equation*}
$$

When adding fermions we need to extend the numerator of the coset (4.2) to a supergroup that contains it as its bosonic subgroup. In this case, due to the isomorphism $S p(4) \simeq$ $U S p(2,2)$, the supergroup $\operatorname{UOSp}(2,2 \mid 6)$ allows us to write the supercoset as [77]

$$
\begin{equation*}
\frac{U O S p(2,2 \mid 6)}{S O(1,3) \times U(3)} \tag{4.3}
\end{equation*}
$$

### 4.1.2 The Arutyunov-Frolov-Stefanski action

Arutyunov and Frolov [46] and, in parallel, Stefanski [47] proposed a way to investigate the dynamics of type IIA superstrings in $A d S_{4} \times \mathbb{C P}^{3}$. The main idea was to follow the Green-Schwarz-Metsaev-Tseytlin approach for type IIB superstrings in $\operatorname{Ad} S_{5} \times S^{5}$, where the supercoset $\sigma$-model formulation gives an alternative to the GS formalism. Thus, type IIA superstring theory in $A d S_{4} \times \mathbb{C P}^{3}$ can be described as a $\sigma$-model on the supercoset $\operatorname{UOSp}(2,2 \mid 6) /(S O(1,3) \times U(3))$. In ten dimensions, superstring theory requires spinors with 32 components in total. This supercoset description lacks 8 fermionic components and then does not describe the full superstring. It was shown that these components have been gauged away in this $\sigma$-model so the coset description has partially fixed $\kappa$-symmetry [46].

The $\mathfrak{u o s p}(2,2 \mid 6)$ superalgebra and its $\mathbb{Z}_{4}$-grading
The $\mathfrak{o s p}(4 \mid 6)$ superalgebra can be realized in terms of $10 \times 10$ supermatrices. Such supermatrices are of the form

$$
M=\left(\begin{array}{cc}
X & \theta  \tag{4.4}\\
\eta & Y
\end{array}\right)
$$

where $X$ and $Y$ are $4 \times 4$ and $6 \times 6$ bosonic matrices, and $\eta$ and $\theta$ are $6 \times 4$ and $4 \times 6$ fermionic matrices. The supermatrices $M$ belong to $\mathfrak{u o s p}(2,2 \mid 6)$ if they obey the following
conditions [77]

$$
\begin{align*}
& M^{s t}\left(\begin{array}{cc}
C_{4} & 0 \\
0 & I_{6 \times 6}
\end{array}\right)+\left(\begin{array}{cc}
C_{4} & 0 \\
0 & I_{6 \times 6}
\end{array}\right) M=0 \\
& M^{\dagger}\left(\begin{array}{cc}
\gamma_{0} & 0 \\
0 & -I_{6 \times 6}
\end{array}\right)+\left(\begin{array}{cc}
\gamma_{0} & 0 \\
0 & -I_{6 \times 6}
\end{array}\right) M=0 \tag{4.5}
\end{align*}
$$

where the supertranspose of a matrix $M$ is defined as

$$
M^{s t}=\left(\begin{array}{cc}
X^{t} & -\eta^{t}  \tag{4.6}\\
\theta^{t} & Y^{t}
\end{array}\right)
$$

In condition (4.5), $C_{4}$ and $\gamma_{0}$ are

$$
C_{4}=\left(\begin{array}{cccc}
0 & 0 & 0 & 1  \tag{4.7}\\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{array}\right), \quad \gamma^{0}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right)
$$

$C_{4}$ denotes the real skew-symmetric matrix satisfying $C_{4}^{2}=-I_{4 \times 4}$ while $\gamma_{0}$ is part of the $S O(1,3)$ Clifford algebra. The first condition in (4.5) defines the algebra $\mathfrak{o s p}(4 \mid 6)$, whereas the second gives a real section of $\mathfrak{o s p}(4 \mid 6)$ denoted by $\mathfrak{u o s p}(2,2 \mid 6)$. From the first condition in (4.5) we get,

$$
\begin{equation*}
X^{t}=-C_{4} X C_{4}^{-1}, \quad Y^{t}=-Y, \quad \theta^{t}=-\eta C_{4}^{-1}, \quad \eta^{t}=C_{4} \theta \tag{4.8}
\end{equation*}
$$

and from the second one,

$$
\begin{equation*}
X^{*}=\left(\gamma^{0} C_{4}\right) X\left(\gamma^{0} C_{4}\right)^{-1}, \quad Y^{*}=Y, \quad \theta^{*}=\left(\gamma^{0} C_{4}\right) \theta, \quad \eta^{*}=-\eta\left(\gamma^{0} C_{4}\right) . \tag{4.9}
\end{equation*}
$$

The conditions on the bosonic matrix $X$ show that it belongs to $\mathfrak{u s p}(2,2)$, the unitary form of $\mathfrak{s p}(4)$. For $Y$, these are the conditions for the $\mathfrak{s o}(6)$ algebra. We also notice that the generic matrix $M$ contains 96 real fermionic components but the condition on $\theta$ and $\eta$ reduce this number to 24 .

The superalgebra $\mathfrak{u o s p}(2,2 \mid 6)$ admits a fourth order automorphism [46] with stationary subalgebra $\mathfrak{s o}(1,3) \oplus \mathfrak{u}(3)$. This automorphism can be used to define a $\mathbb{Z}_{4}$-grading such that $\mathfrak{u o s p}(2,2 \mid 6)$ decomposes as a direct sum of four subalgebras,

$$
\begin{equation*}
\mathfrak{u o s p}(2,2 \mid 6)=\mathcal{A}^{(0)} \oplus \mathcal{A}^{(1)} \oplus \mathcal{A}^{(2)} \oplus \mathcal{A}^{(3)} \tag{4.10}
\end{equation*}
$$

where each subspace is an eigenspace of $\Omega$

$$
\begin{equation*}
\Omega\left(\mathcal{A}^{(k)}\right)=i^{k} \mathcal{A}^{(k)}, \quad\left[\mathcal{A}^{(k)}, \mathcal{A}^{(m)}\right] \subseteq \mathcal{A}^{(k+m)} \bmod \mathbb{Z}_{4}, \tag{4.11}
\end{equation*}
$$

similar to the $A d S_{5} \times S^{5}$ case.

## Constructing the action

Let $g$ be an element of the supercoset (4.3) belonging to the supergroup $\operatorname{UOSp}(2,2 \mid 6)$. We use $g$ to build the Maurer-Cartan one-form $A$ defined as follows,

$$
A=-g^{-1} \mathrm{~d} g=A^{(0)}+A^{(1)}+A^{(2)}+A^{(3)}, \quad A \in \mathfrak{u o s p}(2,2 \mid 6), \quad A^{(k)} \in \mathcal{A}^{(k)}(4.12)
$$

By construction $A$ satisfy the zero-curvature condition

$$
\begin{equation*}
\mathcal{Z} \equiv \partial_{\alpha} A_{\beta}-\partial_{\beta} A_{\alpha}-\left[A_{\alpha}, A_{\beta}\right]=0 \tag{4.13}
\end{equation*}
$$

The supercoset description of type IIA superstring theory in $A d S_{4} \times \mathbb{C P}^{3}$ has the action [46]

$$
\begin{equation*}
S=\int \mathrm{d}^{2} \sigma \mathcal{L} \tag{4.14}
\end{equation*}
$$

with Lagrangian density

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{2}\left[\gamma^{\alpha \beta} \operatorname{Str}\left(A_{\alpha}^{(2)} A_{\beta}^{(2)}\right)+\kappa \epsilon^{\alpha \beta} \operatorname{Str}\left(A_{\alpha}^{(1)} A_{\beta}^{(3)}\right)\right], \tag{4.15}
\end{equation*}
$$

where $\gamma^{\alpha \beta}$ is related to worldsheet metric $g_{\alpha \beta}$ as $\gamma^{\alpha \beta}=g^{\alpha \beta} \sqrt{-g}$ such that $\operatorname{det} \gamma=1$. The first term of (4.15) corresponds to the kinetic term. The second term, proportional to the parameter $\kappa$, is the WZ term and has contributions only from the odd components of $A_{\alpha}$ and thus it contains the fermionic degrees of freedom of the theory.

The equations of motion derived from this Lagrangian are

$$
\begin{equation*}
\mathcal{E} \equiv \partial_{\alpha} \Lambda^{\alpha}-\left[A_{\alpha}, \Lambda^{\alpha}\right]=0, \tag{4.16}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda^{\alpha}=\gamma^{\alpha \beta} A_{\beta}^{(2)}-\frac{1}{2} \kappa \epsilon^{\alpha \beta}\left(A_{\beta}^{(1)}-A_{\beta}^{(3)}\right) \tag{4.17}
\end{equation*}
$$

The equations of motion $\mathcal{E}$ in 4.16 can be projected on the subspaces of the $\mathbb{Z}_{4}$ automorphism. The grading 2 component of (4.16) is

$$
\begin{equation*}
\mathcal{E}^{(2)} \equiv \partial_{\alpha}\left(\gamma^{\alpha \beta} A_{\beta}^{(2)}\right)-\gamma^{\alpha \beta}\left[A_{\alpha}^{(0)}, A_{\beta}^{(2)}\right]+\frac{1}{2} \kappa \epsilon^{\alpha \beta}\left(\left[A_{\alpha}^{(1)}, A_{\beta}^{(1)}\right]-\left[A_{\alpha}^{(3)}, A_{\beta}^{(3)}\right]\right)=0 \tag{4.18}
\end{equation*}
$$

while the grading 1 and grading 3 components of (4.16) are given, respectively, by

$$
\begin{align*}
\mathcal{E}^{(1)} & \equiv \gamma^{\alpha \beta}\left[A_{\alpha}^{(3)}, A_{\beta}^{(2)}\right]+\kappa \epsilon^{\alpha \beta}\left[A_{\alpha}^{(2)}, A_{\beta}^{(3)}\right]=0,  \tag{4.19}\\
\mathcal{E}^{(3)} & \equiv \gamma^{\alpha \beta}\left[A_{\alpha}^{(1)}, A_{\beta}^{(2)}\right]-\kappa \epsilon^{\alpha \beta}\left[A_{\alpha}^{(2)}, A_{\beta}^{(1)}\right]=0 . \tag{4.20}
\end{align*}
$$

Using the tensor $P_{ \pm}^{\alpha \beta}$ defined in (2.67), the equations of motion (4.19) and (4.20) can be written as

$$
\begin{align*}
\mathcal{E}^{(1)} & \equiv P_{-}^{\alpha \beta}\left[A_{\alpha}^{(2)}, A_{\beta}^{(3)}\right]=0,  \tag{4.21}\\
\mathcal{E}^{(3)} & \equiv P_{+}^{\alpha \beta}\left[A_{\alpha}^{(2)}, A_{\beta}^{(1)}\right]=0 . \tag{4.22}
\end{align*}
$$

By varying the Lagrangian (4.15) with respect to $\gamma^{\alpha \beta}$ gives rise to the Virasoro constraint

$$
\begin{equation*}
\operatorname{Str}\left(A_{\alpha}^{(2)} A_{\beta}^{(2)}\right)-\frac{1}{2} \gamma_{\alpha \beta} \gamma^{\rho \delta} \operatorname{Str}\left(A_{\rho}^{(2)} A_{\delta}^{(2)}\right)=0 . \tag{4.23}
\end{equation*}
$$

So the construction of the coset sigma model goes along similar lines as for the $\operatorname{AdS} S_{5} \times$ $S^{5}$ superstrings Section 2.3.2. The next step is to study the $\kappa$-symmetry in the action (4.14).

## $\kappa$ symmetry

The $\kappa$-symmetry transformations can be understood as the infinitesimal right local action of a element $G=\exp \epsilon$ from $\operatorname{UOSp}(2,2 \mid 6)$ on a coset representative $g$,

$$
\begin{equation*}
\delta g=g\left(\epsilon^{(1)}+\epsilon^{(3)}\right), \quad \epsilon=\epsilon^{(1)}+\epsilon^{(3)} . \tag{4.24}
\end{equation*}
$$

The variation of the action (4.14) it, is given by

$$
\delta_{g} S=\int \mathrm{d} \sigma^{2} \operatorname{Str}(\epsilon \mathcal{E})
$$

Using the identities (4.21), (4.22) and the zero curvature condition $P_{1}(\mathcal{Z})=P_{3}(\mathcal{Z})=0$, the variation of the action can be written as follows

$$
\begin{equation*}
\delta_{g} S=\int \mathrm{d} \sigma^{2}\left\{\delta_{g} \gamma^{\alpha \beta} \operatorname{Str}\left(A_{\alpha}^{(2)} A_{\beta}^{(2)}\right)-4 \operatorname{Str}\left(\epsilon^{(1)}\left[A_{+}^{(1) \alpha}, A_{\alpha-}^{(2)}\right]+\epsilon^{(3)}\left[A_{-}^{(3) \alpha}, A_{\alpha+}^{(2)}\right]\right)\right\} . \tag{4.25}
\end{equation*}
$$

Under $\kappa$-symmetry transformations the action should remain invariant off-shell. The crucial point of this construction is the ansatz for the transformation parameters $\epsilon^{(1)}$ and $\epsilon^{(3)}$ [46],

$$
\begin{equation*}
\epsilon^{(1)}=A_{\alpha-}^{(2)} A_{\beta-}^{(2)} \kappa_{++}^{\alpha \beta}+\kappa_{++}^{\alpha \beta} A_{\alpha-}^{(2)} A_{\beta-}^{(2)}+A_{\alpha-}^{(2)} \kappa_{++}^{\alpha \beta} A_{\beta-}^{(2)}-\frac{1}{8} \operatorname{Str}\left(\Sigma A_{\alpha-}^{(2)} A_{\beta-}^{(2)}\right) \kappa_{++}^{\alpha \beta}, \tag{4.26}
\end{equation*}
$$

$$
\begin{equation*}
\epsilon^{(3)}=A_{\alpha+}^{(2)} A_{\beta+}^{(2)} \kappa_{--}^{\alpha \beta}+\kappa_{--}^{\alpha \beta} A_{\alpha+}^{(2)} A_{\beta+}^{(2)}+A_{\alpha+}^{(2)} \kappa_{--}^{\alpha \beta} A_{\beta+}^{(2)}-\frac{1}{8} \operatorname{Str}\left(\Sigma A_{\alpha+}^{(2)} A_{\beta+}^{(2)}\right) \kappa_{--}^{\alpha \beta}, \tag{4.27}
\end{equation*}
$$

where $\Sigma=\operatorname{diag}\left(I_{4},-I_{6}\right)$ and $\kappa_{+}^{(1)}, \kappa_{-}^{(3)}$ are the vectors corresponding to 1 and 3 grading. From now on, the computation is similar to the procedure leading to equation (2.92) and (2.93). The vanishing of the total variation off-shell of the action, with respect to $g$ and $\gamma^{\alpha \beta}$, gives the transformation of the metric $\gamma^{\alpha \beta}$ in order to ensure $\kappa$-symmetry,

$$
\begin{equation*}
\delta \gamma^{\alpha \beta}=\frac{1}{2} \operatorname{Str}\left(\Sigma A_{\delta-}^{(2)}\left[\kappa_{++}^{\alpha \beta}, A_{+}^{(1) \delta}\right]\right)+\frac{1}{2} \operatorname{Str}\left(\Sigma A_{\delta+}^{(2)}\left[\kappa_{--}^{\alpha \beta}, A_{-}^{(3) \delta}\right]\right) . \tag{4.28}
\end{equation*}
$$

It is worth to mention that for the derivation of the $\kappa$-symmetry we used the fact that $P_{ \pm}^{\alpha \beta}$ is an orthogonal projector, and then, the realization of this symmetry required that $\kappa= \pm 1$.

### 4.1.3 Integrability of $A d S_{4} \times \mathbb{C P} \mathbb{P}^{3}$ superstring

The equations of motion (4.16) admit the Lax connection,

$$
\begin{equation*}
L_{\alpha}=\ell_{0} A_{\alpha}^{(0)}+\ell_{1} A_{\alpha}^{(2)}+\ell_{2} \gamma_{\alpha \beta} \epsilon^{\beta \rho} A_{\rho}^{(2)}+\ell_{3} A_{\alpha}^{(1)}+\ell_{4} A_{\alpha}^{(3)}, \tag{4.29}
\end{equation*}
$$

where $\ell_{i}$ are constants to be determined by requiring that (4.29) satisfies (2.101). The procedure to find the Lax connection explicitly in terms of a spectral parameter $z$ is completely analogous to the one discussed for the superstring in $A d S_{5} \times S^{5}$ (2.105) and requires that $\kappa= \pm 1$. Thus, the Lax connection is

$$
\begin{equation*}
L_{\alpha}=A_{\alpha}^{(0)}+\frac{1}{2}\left(z^{2}+\frac{1}{z^{2}}\right) A_{\alpha}^{(2)}-\frac{1}{2 \kappa}\left(z^{2}-\frac{1}{z^{2}}\right) \gamma_{\alpha \beta} \epsilon^{\beta \rho} A_{\rho}^{(2)}+z A_{\alpha}^{(1)}+\frac{1}{z} A_{\alpha}^{(3)} . \tag{4.30}
\end{equation*}
$$

However, as we mentioned before, the $\sigma$-model for $A d S_{4} \times \mathbb{C P}^{3}$ does not contemplate all the fermions of type IIA superstrings. The analysis of the Lax pair for the complete theory, which includes the non-coset fermions, i.e. fermions that are not in the supercoset $\sigma$-model, was done in [78-81].

### 4.2 Yang-Baxter deformations of $A d S_{4} \times \mathbb{C P}^{3}$

All the results presented in Section 3.3 can be applied to $A d S_{4} \times \mathbb{C P}^{3}$. The Lagrangian density of the Yang-Baxter deformed $\sigma$-model with $\mathbb{Z}_{4}$-grading (3.18) gives the action

$$
\begin{equation*}
S=-\frac{\left(1+c \eta^{2}\right)^{2}}{2\left(1-c \eta^{2}\right)} \int \mathrm{d}^{2} \sigma P_{-}^{\alpha \beta} \operatorname{Str}\left(A_{\alpha} d \circ \frac{1}{1-\eta R_{g} \circ d} A_{\beta}\right), \tag{4.31}
\end{equation*}
$$

where $P_{ \pm}^{\alpha \beta}=\frac{1}{2}\left(\gamma^{\alpha \beta} \pm \kappa \epsilon^{\alpha \beta}\right)$ and $c$ is the constant in the YBE (3.10). The operators $d$ and $\tilde{d}$ are defined by the combination of projectors

$$
\begin{equation*}
d=P_{1}+2 \hat{\eta}^{-2} P_{2}-P_{3}, \quad \tilde{d}=-P_{1}+2 \hat{\eta}^{-2} P_{2}+P_{3} \tag{4.32}
\end{equation*}
$$

satisfying $\operatorname{Str}(M, d N)=\operatorname{Str}(\tilde{d} M, N)$ where $\hat{\eta}=\sqrt{1-c \eta^{2}}$ and $\eta$ is a deformation parameter. We define the currents as

$$
\begin{align*}
& J_{\alpha} \equiv \frac{1}{1-\eta R_{g} \circ d} A_{\alpha} \equiv \mathcal{O}^{-1} A_{\alpha}, \quad J_{ \pm}^{\alpha} \equiv P_{ \pm}^{\alpha \beta} J_{\beta}, \\
& \tilde{J}_{\alpha} \equiv \frac{1}{1+\eta R_{g} \circ \tilde{d}} A_{\alpha} \equiv \tilde{\mathcal{O}}^{-1} A_{\alpha}, \quad \tilde{J}_{ \pm}^{\alpha} \equiv P_{ \pm}^{\alpha \beta} \tilde{J}_{\beta}, \tag{4.33}
\end{align*}
$$

where the operators $\mathcal{O}$ and $\tilde{\mathcal{O}}$ are

$$
\begin{equation*}
\mathcal{O}=1-\eta R_{g} \circ d, \quad \tilde{\mathcal{O}}=1+\eta R_{g} \circ \tilde{d} \tag{4.34}
\end{equation*}
$$

Thus, the equation of motion becomes

$$
\begin{equation*}
\mathcal{E} \equiv d\left(\partial_{\alpha} J_{-}^{\alpha}\right)+\tilde{d}\left(\partial_{\alpha} \tilde{J}_{+}^{\alpha}\right)+\left[\tilde{J}_{\alpha+}, d\left(J_{-}^{\alpha}\right)\right]+\left[J_{\alpha-}, \tilde{d}\left(\tilde{J}_{+}^{\alpha}\right)\right]=0 \tag{4.35}
\end{equation*}
$$

and the zero curvature condition is now

$$
\begin{equation*}
\mathcal{Z} \equiv \partial_{\alpha} \tilde{J}_{+}^{\alpha}-\partial_{\alpha} J_{-}^{\alpha}+\left[J_{\alpha-}, \tilde{J}_{+}^{\alpha}\right]+\eta R_{g}(\mathcal{E})-\eta^{2} c\left[d J_{-}^{\alpha}, \tilde{d} \tilde{J}_{\alpha+}\right]=0 \tag{4.36}
\end{equation*}
$$

while the Virasoro constraint is

$$
\begin{equation*}
\operatorname{Str}\left(J_{-}^{\alpha(2)} J_{-}^{\beta(2)}\right)=0, \quad \operatorname{Str}\left(\tilde{J}_{+}^{\alpha(2)} \tilde{J}_{+}^{\beta(2)}\right)=0 \tag{4.37}
\end{equation*}
$$

These results reduce to the ones for the undeformed case [46] when $\eta=0$.
Due to the $\mathbb{Z}_{4}$-grading of this $\sigma$-model the Lax pair can be constructed in the same way as was done for the deformed $A d S_{5} \times S^{5}$ (3.48).

## $\kappa$-symmetry

To show that the deformed action (4.31) is invariant under $\kappa$-symmetry let us consider an infinitesimal right translation, $\delta g=g \epsilon$, with

$$
\begin{equation*}
\epsilon=\left(1-\eta R_{g}\right) \epsilon^{(1)}+\left(1+\eta R_{g}\right) \epsilon^{(3)} . \tag{4.38}
\end{equation*}
$$

$\epsilon^{(1)}$ and $\epsilon^{(3)}$, whose expressions will be determined below, take values in $\mathcal{A}^{(1)}$ and $\mathcal{A}^{(3)}$ respectively. Then, the variation of the action (4.31) with respect to $g$ reads

$$
\begin{equation*}
\delta_{g} S=\frac{\left(1+c \eta^{2}\right)^{2}}{2\left(1-c \eta^{2}\right)} \int \mathrm{d}^{2} \sigma\left[\operatorname{Str}\left(\left(1-\eta R_{g}\right) \epsilon^{(1)}, \mathcal{E}^{(3)}\right)+\operatorname{Str}\left(\left(1+\eta R_{g}\right) \epsilon^{(3)}, \mathcal{E}^{(1)}\right)\right] . \tag{4.39}
\end{equation*}
$$

By using the following property of the $R$ operator $\operatorname{Str}(M, R(N))=-\operatorname{Str}(R(M), N)$, we can write (4.39) as

$$
\begin{equation*}
\delta_{g} S=\frac{\left(1+c \eta^{2}\right)^{2}}{2\left(1-c \eta^{2}\right)} \int \mathrm{d}^{2} \sigma\left[\operatorname{Str}\left(\epsilon^{(1)}, P_{3} \circ\left(1+\eta R_{g}\right) \mathcal{E}\right)+\operatorname{Str}\left(\epsilon^{(3)}, P_{1} \circ\left(1-\eta R_{g}\right) \mathcal{E}\right)\right](4 . \tag{4.40}
\end{equation*}
$$

where $\mathcal{E}$ is given in (4.35). By considering the combinations given in (3.42)

$$
\begin{align*}
& P_{1} \circ\left(1-\eta R_{g}\right)(\mathcal{E})+P_{1}(\mathcal{Z})=-4\left[\tilde{J}_{\alpha+}^{(2)}, J_{-}^{\alpha(3)}\right], \\
& P_{3} \circ\left(1+\eta R_{g}\right)(\mathcal{E})-P_{3}(\mathcal{Z})=-4\left[J_{\alpha-}^{(2)}, \tilde{J}_{+}^{\alpha(1)}\right], \tag{4.41}
\end{align*}
$$

and the zero curvature condition $P_{1}(\mathcal{Z})=P_{3}(\mathcal{Z})=0$, we get

$$
\begin{align*}
\delta_{g} S & =-2 \frac{\left(1+c \eta^{2}\right)^{2}}{\left(1-c \eta^{2}\right)} \int \mathrm{d}^{2} \sigma \operatorname{Str}\left(\epsilon^{(1)}\left[J_{\alpha-}^{(2)}, \tilde{J}_{+}^{\alpha(1)}\right]\right)+\operatorname{Str}\left(\epsilon^{(3)},\left[\tilde{J}_{\alpha+}^{(2)}, J_{-}^{\alpha(3)}\right]\right), \\
& =2 \frac{\left(1+c \eta^{2}\right)^{2}}{\left(1-c \eta^{2}\right)} \int \mathrm{d}^{2} \sigma\left\{\operatorname{Str}\left(\left[J_{\alpha-}^{(2)}, \epsilon^{(1)}\right], \tilde{J}_{+}^{\alpha(1)}\right)+\operatorname{Str}\left(\left[J_{\alpha+}^{(2)}, \epsilon^{(3)}\right], J_{-}^{\alpha(3)}\right)\right\} . \tag{4.42}
\end{align*}
$$

Now, we propose the following ansatz for $\epsilon^{(1)}$ and $\epsilon^{(3)}$, inspired by the form they take in the undeformed case (4.26) and (4.27),

$$
\begin{align*}
& \epsilon^{(1)}=J_{\alpha-}^{(2)} J_{\beta-}^{(2)} \kappa_{++}^{\alpha \beta}+\kappa_{++}^{\alpha \beta} J_{\alpha-}^{(2)} J_{\beta-}^{(2)}+J_{\alpha-}^{(2)} \kappa_{++}^{\alpha \beta} J_{\beta-}^{(2)}-\frac{1}{8} \operatorname{Str}\left(\Sigma J_{\alpha-}^{(2)} J_{\beta-}^{(2)}\right) \kappa_{++}^{\alpha \beta}, \\
& \epsilon^{(3)}=\tilde{J}_{\alpha+}^{(2)} \tilde{J}_{\beta+}^{(2)} \kappa_{--}^{\alpha \beta}+\kappa_{--}^{\alpha \beta} \tilde{J}_{\alpha+}^{(2)} \tilde{J}_{\beta+}^{(2)}+\tilde{J}_{\alpha+}^{(2)} \kappa_{--}^{\alpha \beta} \tilde{J}_{\beta+}^{(2)}-\frac{1}{8} \operatorname{Str}\left(\Sigma \tilde{J}_{\alpha+}^{(2)} \tilde{J}_{\beta+}^{(2)}\right) \kappa_{--}^{\alpha \beta}, \tag{4.43}
\end{align*}
$$

where $\Sigma$ is a diagonal matrix $\Sigma=\operatorname{diag}\left(I_{4},-I_{6}\right)$. The $\kappa_{++}^{\alpha \beta}$ and $\kappa_{--}^{\alpha \beta}$ are the $\kappa$-symmetry parameters which are assumed to be independent of the dynamical fields of the model. The automorphism $\Omega_{4}$ acts on $\epsilon^{(1)}$ and $\epsilon^{(3)}$ above, and in order to $\epsilon^{(1)} \in \mathcal{A}^{(1)}$ and $\epsilon^{(3)} \in \mathcal{A}^{(3)}$ we need $\kappa_{++}^{\alpha \beta} \in \mathcal{A}^{(1)}$ and $\kappa_{--}^{\alpha \beta} \in \mathcal{A}^{(3)}$. Then, the commutators in (4.42) can be written as

$$
\begin{align*}
& {\left[J_{\alpha-}^{(2)}, \epsilon^{(1)}\right]=\left[J_{\alpha-}^{(2)} J_{\beta-}^{(2)} J_{\delta-}^{(2)}-\frac{1}{8} \operatorname{Str}\left(\Sigma J_{\beta-}^{(2)} J_{\delta-}^{(2)}\right) J_{\alpha-}^{(2)}, \kappa_{++}^{\beta \delta}\right],} \\
& {\left[J_{\alpha+}^{(2)}, \epsilon^{(3)}\right]=\left[J_{\alpha+}^{(2)} \tilde{J}_{\beta+}^{(2)} \tilde{J}_{\delta+}^{(2)}-\frac{1}{8} \operatorname{Str}\left(\Sigma \tilde{J}_{\beta+}^{(2)} \tilde{J}_{\delta+}^{(2)}\right) J_{\alpha+}^{(2)}, \kappa_{--}^{\beta \delta}\right] .} \tag{4.44}
\end{align*}
$$

Here some terms cancel each other due to the cyclicity of the indices $\alpha, \beta$ and $\delta$. Using the following identity

$$
\begin{equation*}
A^{3}=\frac{1}{8} \operatorname{Str}\left(\Sigma A^{2}\right) A+\frac{1}{8} \operatorname{Str}\left(A^{2}\right) \Sigma A \tag{4.45}
\end{equation*}
$$

we can write

$$
\begin{align*}
& J_{\alpha-}^{(2)} J_{\beta-}^{(2)} J_{\delta-}^{(2)}-\frac{1}{8} \operatorname{Str}\left(\Sigma J_{\beta-}^{(2)} J_{\delta-}^{(2)}\right) J_{\alpha-}^{(2)}=\frac{1}{8} \operatorname{Str}\left(J_{\beta-}^{(2)} J_{\delta-}^{(2)}\right) \Sigma J_{\alpha-}^{(2)}, \\
& J_{\alpha+}^{(2)} \tilde{J}_{\beta+}^{(2)} \tilde{J}_{\delta+}^{(2)}-\frac{1}{8} \operatorname{Str}\left(\Sigma \tilde{J}_{\beta+}^{(2)} \tilde{J}_{\delta-}^{(2)}\right) J_{\alpha+}^{(2)}=\frac{1}{8} \operatorname{Str}\left(\tilde{J}_{\beta+}^{(2)} \tilde{J}_{\delta+}^{(2)}\right) \Sigma J_{\alpha+}^{(2)} . \tag{4.46}
\end{align*}
$$

so the commutators (4.44) reduce to

$$
\begin{align*}
{\left[J_{\alpha-}^{(2)}, \epsilon^{(1)}\right] } & =\left[\frac{1}{8} \operatorname{Str}\left(J_{\beta-}^{(2)} J_{\delta-}^{(2)}\right) \Sigma J_{\alpha-}^{(2)}, \kappa_{++}^{\beta \delta}\right]=\frac{1}{8} \operatorname{Str}\left(J_{\beta-}^{(2)} J_{\delta-}^{(2)}\right)\left[\Sigma J_{\alpha-}^{(2)}, \kappa_{++}^{\beta \delta}\right], \\
{\left[J_{\alpha+}^{(2)}, \epsilon^{(3)}\right] } & =\frac{1}{8} \operatorname{Str}\left(\tilde{J}_{\beta+}^{(2)} \tilde{J}_{\delta+}^{(2)}\right)\left[\Sigma J_{\alpha+}^{(2)}, \kappa_{--}^{\beta \delta}\right] . \tag{4.47}
\end{align*}
$$

Then, the variation of the action (4.42) under $\kappa$-symmetry becomes

$$
\begin{align*}
\delta_{g} S= & -2 \frac{\left(1+c \eta^{2}\right)^{2}}{\left(1-c \eta^{2}\right)} \int \mathrm{d}^{2} \sigma\left\{-\frac{1}{8} \operatorname{Str}\left(J_{\beta-}^{(2)} J_{\delta-}^{(2)}\right) \times \operatorname{Str}\left(\left[\Sigma J_{\alpha-}^{(2)}, \kappa_{++}^{\beta \delta}\right] \tilde{J}_{+}^{\alpha(1)}\right)\right. \\
& \left.-\frac{1}{8} \operatorname{Str}\left(\tilde{J}_{\beta+}^{(2)} \tilde{J}_{\delta+}^{(2)}\right) \times \operatorname{Str}\left(\left[\Sigma J_{\alpha+}^{(2)}, \kappa_{--}^{\beta \delta}\right] J_{-}^{\alpha(3)}\right)\right\}, \\
= & \frac{\left(1+c \eta^{2}\right)^{2}}{4\left(1-c \eta^{2}\right)} \int \mathrm{d}^{2} \sigma\left\{\operatorname{Str}\left(\Sigma J_{\alpha-}^{(2)}\left[\kappa_{++}^{\beta \delta} \tilde{J}_{+}^{\alpha(1)}\right]\right) \operatorname{Str}\left(J_{\beta-}^{(2)} J_{\delta-}^{(2)}\right)\right. \\
& \left.+\operatorname{Str}\left(\Sigma J_{\alpha+}^{(2)}\left[\kappa_{--}^{\beta \delta}, J_{-}^{\alpha(3)}\right]\right) \operatorname{Str}\left(\tilde{J}_{\beta+}^{(2)} \tilde{J}_{\delta+}^{(2)}\right)\right\} . \tag{4.48}
\end{align*}
$$

On the other hand, the variation of the action (4.31) with respect to $\gamma^{\alpha \beta}$ is

$$
\begin{equation*}
\delta_{\gamma} S=-\frac{1}{2} \frac{\left(1+c \eta^{2}\right)^{2}}{\left(1-c \eta^{2}\right)^{2}} \int \mathrm{~d}^{2} \sigma \delta \gamma^{\alpha \beta}\left\{\operatorname{Str}\left(J_{\alpha}^{(2)} J_{\beta}^{(2)}\right)+\operatorname{Str}\left(\tilde{J}_{\alpha}^{(2)} \tilde{J}_{\beta}^{(2)}\right)\right\} . \tag{4.49}
\end{equation*}
$$

By adding (4.48) and (4.49) and requiring that the total variation of the deformed action (4.31) vanishes off-shell we can deduce the transformation of the worldsheet metric $\gamma^{\alpha \beta}$ under $\kappa$-symmetry,

$$
\begin{equation*}
\delta \gamma^{\alpha \beta}=\frac{1}{2}\left(1-c \eta^{2}\right) \operatorname{Str}\left(\Sigma J_{\delta-}^{(2)}\left[\kappa_{++}^{\alpha \beta}, \tilde{J}_{+}^{\delta(1)}\right]+\Sigma J_{\delta+}^{(2)}\left[\kappa_{--}^{\alpha \beta}, J_{-}^{\delta(3)}\right]\right) \tag{4.50}
\end{equation*}
$$

## $4.3 r$-matrices for $A d S_{4} \times \mathbb{C} P^{3}$

Based on the classification shown in Section 3.2 we present here some solutions of the YBE for $A d S_{4} \times \mathbb{C P}^{3}$.

## Drinfeld-Jimbo $r$-matrix

A typical solution of the mCYBE is the Drinfeld-Jimbo type solution which is constructed in terms of the positive and negative roots of the superalgebra. The DJ $r$-matrix of $\mathfrak{u o s p}(2,2 \mid 6)$
at the bosonic level is just the sum of the $\mathfrak{u s p}(2,2)$ and $\mathfrak{s o}(6)$ DJ $r$-matrices, respectively. The DJ $r$-matrix associated to $\mathfrak{u s p}(2,2)$ is

$$
\begin{equation*}
r_{D J}=e_{1} \wedge f_{1}+e_{2} \wedge f_{2} \tag{4.51}
\end{equation*}
$$

and for $\mathfrak{s o}(6)$ is

$$
\begin{equation*}
\tilde{r}_{D J}=\tilde{e}_{1} \wedge \tilde{f}_{1}+\tilde{e}_{2} \wedge \tilde{f}_{2}+\tilde{e}_{3} \wedge \tilde{f}_{3} \tag{4.52}
\end{equation*}
$$

where $e_{i}, f_{i}, \tilde{e}_{i}$ and $\tilde{f}_{i}$ are the bosonic roots of $\mathfrak{u s p}(2,2)$ and $\mathfrak{s o}(6)$ defined in Appendix D . The $R$ operator corresponding to this DJ $r$-matrix is defined by its action on the Cartan generators, the positive and the negative roots,

$$
\begin{array}{lll}
R e_{i}=i e_{i}, & R f_{i}=-i f_{i}, & R h_{i}=0 \\
R \tilde{e}_{i}=i \tilde{e}_{i}, & R \tilde{f}_{i}=-i \tilde{f}_{i}, & R \tilde{h}_{i}=0 \tag{4.54}
\end{array}
$$

which satisfies the mCYBE with $c=1$.

## Abelian $r$-matrix

An $r$-matrix of this type is constructed by commuting generators and satisfy the unimodularity condition trivially. It can be built in terms of the Cartan generators $L, L_{3}$ and $M_{3}$ of $\mathbb{C P}^{3}$ [48]

$$
\begin{equation*}
r=\mu_{1} L \wedge M_{3}+\mu_{2} L_{3} \wedge M_{3}+\mu_{3} L_{3} \wedge L \tag{4.55}
\end{equation*}
$$

where the $\mu_{i}$ 's are constant parameters.

## Abelian-Jordanian and mixed $r$-matrix

Abelian-Jordanian $r$-matrices are abelian and nilpotent and one example for $A d S_{4}$ is

$$
\begin{equation*}
r=P_{1} \wedge P_{2} \tag{4.56}
\end{equation*}
$$

where $P_{1}$ and $P_{2}$ are the $A d S_{4}$ generators given in Appendix E
Two examples of $r$-matrices which are composed by generators of isometries of both subspaces, $A d S_{4}$ and $\mathbb{C P}^{3}$, are

$$
\begin{equation*}
r=\frac{\alpha}{\eta} P_{2} \wedge M_{3}, \tag{4.57}
\end{equation*}
$$

$$
\begin{equation*}
r=\frac{1}{\eta} P_{-} \wedge\left(\beta_{1} L+\beta_{2} L_{3}+\beta_{3} M_{3}\right), \tag{4.58}
\end{equation*}
$$

where $\alpha, \beta_{i}$ are constants and $P_{2}$ and $P_{-}=P_{0}-P_{2}$ are $A d S_{4}$ generators given in Appendix Eand $L, L_{3}, M_{3}$ are Cartan generators of $\mathbb{C P}{ }^{3}$.

## Unimodular nonabelian $r$-matrix

A list of unimodular nonabelian $r$-matrices for $\mathfrak{s o}(2,4)$ is given in (3.69). From it, $r_{6}, r_{13}$ and $r_{15}$ are written in terms of a subset of generators that can be embedded in $\mathfrak{s o}(2,3)$ and thus be used to construct deformations of $A d S_{4}, \rrbracket$,

$$
\begin{align*}
r_{6} & =P_{2} \wedge M_{01}+2 P_{0} \wedge P_{1}  \tag{4.59}\\
r_{13} & =P_{1} \wedge P_{2}+P_{0} \wedge M_{12}  \tag{4.60}\\
r_{15} & =P_{1} \wedge P_{2}+\left(M_{01}-M_{12}\right) \wedge\left(P_{0}+P_{2}\right) \tag{4.61}
\end{align*}
$$

Also, we could consider generators of isometries of $\mathbb{C P}{ }^{3}$, which obviously commute with those of $\mathfrak{s o}(2,4)$, in order to construct unimodular nonabelian deformations of $A d S_{4} \times \mathbb{C P}^{3}$,

$$
\begin{align*}
& r_{1}=P_{1} \wedge S_{A}+\left(P_{0}+P_{2}\right) \wedge\left(M_{01}-M_{12}\right),  \tag{4.62}\\
& r_{2}=P_{1} \wedge S_{A}+\left(P_{0}+P_{2}\right) \wedge\left(P_{2}+M_{01}-M_{12}\right)  \tag{4.63}\\
& r_{7}=M_{02} \wedge S_{A}+2 P_{0} \wedge P_{2}, \tag{4.64}
\end{align*}
$$

where $S_{A}$ is any standard generator of isometries of $\mathbb{C P}^{3}$.
The complete classification of this type of $r$-matrices has not been done yet. The $r$ matrices we considered above are some examples of those that can be used to deform $A d S_{4}$.

### 4.4 Deformed Backgrounds generated by $r$-matrices

In this section we will compute the backgrounds of some of the $r$-matrices we proposed.
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### 4.4.1 Gravity dual of ABJM on non-commutative spacetime

The non-commutative deformation of the ABJM three-dimensional theory corresponds, on the string theory side, to a deformation of the $A d S_{4}$ space.

## Coset construction of $A d S_{4}$

The corresponding coset for $A d S_{4}$ is

$$
\begin{equation*}
A d S_{4} \equiv \frac{U S P(2,2)}{S O(1,3)} \simeq \frac{S O(2,3)}{S O(1,3)} \tag{4.65}
\end{equation*}
$$

In terms of its algebra the coset for $A d S_{4}$ can be written as

$$
\begin{equation*}
\mathfrak{s o}(2,3)=\frac{\mathfrak{s o}(2,3)}{\mathfrak{s o}(1,3)} \oplus \mathfrak{s o}(1,3), \tag{4.66}
\end{equation*}
$$

where $\mathfrak{s o}(1,3)$ corresponds to the local isometries. In order to write an appropriate coset parametrization of (4.65), we consider the following basis

$$
\begin{equation*}
\frac{\mathfrak{s o}(2,3)}{\mathfrak{s o}(1,3)}=\operatorname{span}_{\mathbb{R}}\left\{K_{m}\right\}, \quad m=1, \ldots, 4 \tag{4.67}
\end{equation*}
$$

where we have renaming the generators using the notation in Appendix E

$$
\begin{equation*}
K_{1}=M_{04}, \quad K_{2}=M_{14}, \quad K_{3}=M_{24}, \quad K_{4}=i M_{34} \tag{4.68}
\end{equation*}
$$

The $\mathfrak{s o}(1,3)$ generators are $\left\{H_{a}\right\}=\left\{M_{01}, M_{02}, M_{03}, M_{12}, M_{13}, M_{23}\right\}$. We will use 4.68) to parametrize $A d S_{4}$. An appropriate representative coset, which will allow us to get the desired $A d S_{4}$ metric, is [82]

$$
\begin{equation*}
g=\exp \left[x_{0} P_{0}+x_{1} P_{1}+x_{2} P_{2}\right] \exp [-\log z D] \in S O(2,3) / S O(1,3), \tag{4.69}
\end{equation*}
$$

where $P_{a}$ and $D$ are the translation and dilation generators respectively, defined in Appendix E. Then, we can write a Lie algebra element of $\mathfrak{s o}(2,3)$ by using the Maurer-Cartan one-form.

Any $X \in \mathfrak{s o}(2,3)$ can be written as

$$
\begin{equation*}
X=\sum_{m} \frac{\operatorname{tr}\left(K_{m} X\right)}{\operatorname{tr}\left(K_{m} K_{m}\right)} K_{m}+\sum_{a} \frac{\operatorname{tr}\left(H_{a} X\right)}{\operatorname{tr}\left(H_{a} H_{a}\right)} H_{a}, \tag{4.70}
\end{equation*}
$$

with $K_{m} \in \mathfrak{s o}(2,3) / \mathfrak{s o}(1,3)$ and $H_{a} \in \mathfrak{s o}(1,3)$. The projector into the coset can be defined as

$$
\begin{equation*}
P(X)=X-\sum_{a} \frac{\operatorname{tr}\left(H_{a} X\right)}{\operatorname{tr}\left(H_{a} H_{a}\right)} H_{a}=\sum_{m} \frac{\operatorname{tr}\left(K_{m} X\right)}{\operatorname{tr}\left(K_{m} K_{m}\right)} K_{m} . \tag{4.71}
\end{equation*}
$$

The Maurer-Cartan one-form $A$ has generators that are out of the coset so we need to project them back into those of the coset by using (4.71)

$$
\begin{align*}
P(A)= & A-\frac{\operatorname{tr}\left(M_{01} A\right)}{\operatorname{tr}\left(M_{01} M_{01}\right)} M_{01}-\frac{\operatorname{tr}\left(M_{02} A\right)}{\operatorname{tr}\left(M_{02} M_{02}\right)} M_{02}-\frac{\operatorname{tr}\left(M_{03} A\right)}{\operatorname{tr}\left(M_{03} M_{03}\right)} M_{03} \\
& -\frac{\operatorname{tr}\left(M_{12} A\right)}{\operatorname{tr}\left(M_{12} M_{12}\right)} M_{12}-\frac{\operatorname{tr}\left(M_{13} A\right)}{\operatorname{tr}\left(M_{13} M_{13}\right)} M_{13}-\frac{\operatorname{tr}\left(M_{23} A\right)}{\operatorname{tr}\left(M_{23} M_{23}\right)} M_{23} \\
= & \frac{d x_{0}}{z} K_{1}+\frac{d x_{1}}{z} K_{2}+\frac{d x_{2}}{z} K_{3}-\frac{d z}{z} K_{4}=E^{m} K_{m} . \tag{4.72}
\end{align*}
$$

The metric for $A d S_{4}$ is obtained from the symmetric part of the Lagrangian (4.15) with fermionic degrees of freedom switched off,

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{2} \gamma^{\alpha \beta} \operatorname{tr}\left[A_{\alpha} P\left(A_{\beta}\right)\right], \tag{4.73}
\end{equation*}
$$

which gives

$$
\begin{equation*}
d s_{A d S_{4}}^{2}=\frac{1}{z^{2}}\left(d z^{2}+d x_{0}^{2}-d x_{1}^{2}-d x_{2}^{2}\right), \tag{4.74}
\end{equation*}
$$

where $z>0$ and $x_{a}(a=0,1,2)$ parametrize a three-dimensional Minkowski space with signature $(+--)$.

Yang-Baxter deformation of $A d S_{4}$
The deformed Yang-Baxter $\sigma$-model Lagrangian of the action (4.31), with $c=0, \kappa=1$ and the fermionic degrees of freedom switched-off, can be written as

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{2}\left(\gamma^{\alpha \beta}-\epsilon^{\alpha \beta}\right) \operatorname{tr}\left(A_{\alpha} P \circ \mathcal{O}^{-1} A_{\beta}\right), \tag{4.75}
\end{equation*}
$$

where the operator $\mathcal{O}$ depending on the deformation parameter $\eta$ is given by

$$
\begin{equation*}
\mathcal{O}^{-1}=\frac{1}{1-2 \eta R_{g} \circ P} \tag{4.76}
\end{equation*}
$$

In order to extract the background fields from the Lagrangian (4.75), we need to find the projected action of $R_{g}$ on each generator of the basis (4.67), such that

$$
\begin{equation*}
P\left(R_{g}\left(K_{m}\right)\right)=\Lambda_{m}^{n} K_{n}, \tag{4.77}
\end{equation*}
$$

where $K_{m}$ are defined in (4.68). Moreover, the projected action of the operator (4.76) can be computed in a similar way

$$
\begin{equation*}
P\left(\mathcal{O}^{-1}\left(K_{m}\right)\right)=C_{m}{ }^{n} K_{n} . \tag{4.78}
\end{equation*}
$$

Combining equations (4.76, 4.77) and (4.78) we can find the relation between the coefficients $\Lambda_{m}{ }^{n}$ and $C_{m}{ }^{n}$

$$
\begin{equation*}
K_{m}=\left(C_{m}{ }^{n} K_{n}-2 \eta C_{m}{ }^{n} \Lambda_{n}{ }^{p} K_{p}\right), \tag{4.79}
\end{equation*}
$$

or in matrix notation,

$$
\begin{equation*}
\mathbf{C}=(\mathbf{I}-2 \eta \boldsymbol{\Lambda})^{-1}, \tag{4.80}
\end{equation*}
$$

which can be solved for $\mathbf{C}$.
We can rewrite the deformed Lagrangian (4.75) as

$$
\begin{equation*}
\mathcal{L}=-\frac{N}{2}\left(\gamma^{\alpha \beta} C_{(m n)} E_{\alpha}^{m} E_{\beta}^{n}-\epsilon^{\alpha \beta} C_{[m n]} E_{\alpha}^{m} E_{\beta}^{n}\right) \tag{4.81}
\end{equation*}
$$

where $N$ is a constant, the coefficients $C_{(m n)}$ and $C_{[m n]}$ are the symmetric and antisymmetric parts of the matrix (4.80) and $E_{\alpha}^{m}$ represent the coefficients in front of each of generators in (4.72).

The $r$-matrix to be used is built by taking abelian generators as in 4.56,

$$
\begin{equation*}
r=P_{1} \wedge P_{2} \tag{4.82}
\end{equation*}
$$

This matrix is of abelian-Jordanian type. From the coset parametrization (4.69) together with the definitions (3.20) and (3.21) for the $R$ operator, we find that the only non-vanishing components (4.77) of the matrix $\Lambda$ are

$$
\begin{equation*}
\Lambda_{2}^{3}=-\Lambda_{3}^{2}=\frac{1}{z^{2}} \tag{4.83}
\end{equation*}
$$

and those of $\mathbf{C} 4.80$ are

$$
\begin{equation*}
C_{1}^{1}=C_{4}^{4}=1, \quad C_{2}^{2}=C_{3}^{3}=\frac{z^{4}}{z^{4}+4 \eta^{2}}, \quad C_{2}^{3}=-C_{3}^{2}=\frac{z^{4}}{z^{4}+4 \eta^{2}} \tag{4.84}
\end{equation*}
$$

Then, we can identify the symmetric and antisymmetric part of the deformed Lagrangian as

$$
\begin{gather*}
\mathcal{L}_{\text {sym }}=\frac{1}{4} \gamma^{\alpha \beta}\left(\frac{1}{z^{2}}\left(\partial_{\alpha} x_{0} \partial_{\beta} x_{0}+\partial_{\alpha} z \partial_{\beta} z\right)+\mathcal{M}\left(\partial_{\alpha} x_{1} \partial_{\beta} x_{1}+\partial_{\alpha} x_{2} \partial_{\beta} x_{2}\right)\right),  \tag{4.85}\\
\mathcal{L}_{\text {antisym }}=-\frac{1}{4} \epsilon^{\alpha \beta} \mathcal{M}\left(\partial_{\alpha} x_{2} \partial_{\beta} x_{1}-\partial_{\alpha} x_{1} \partial_{\beta} x_{2}\right) \tag{4.86}
\end{gather*}
$$

where

$$
\begin{equation*}
\mathcal{M}^{-1}=z^{2}+\frac{4 \eta^{2}}{z^{2}} \tag{4.87}
\end{equation*}
$$

The metric and the antisymmetric field can easily be read off

$$
\begin{gather*}
d s_{A d S_{4}}^{2}=\frac{1}{z^{2}}\left(d x_{0}^{2}+d z^{2}\right)+\mathcal{M}\left(d x_{1}^{2}+d x_{2}^{2}\right),  \tag{4.88}\\
B=\frac{\eta}{z^{2}} \mathcal{M} d x_{1} \wedge d x_{2} \tag{4.89}
\end{gather*}
$$

This background agrees with the gravity dual of non-commutative ABJM theory presented in [49] up to a Wick rotation $x_{0} \rightarrow i x_{0}$. This result shows that the gravity dual of a noncommutative ABJM theory is an integrable deformation of $A d S_{4} \times \mathbb{C P}^{3}$ string theory.

### 4.4.2 Gravity dual of one-parameter dipole deformation of ABJM

In this section, we construct the deformation for both spaces $A d S_{4}$ and $\mathbb{C P}^{3}$. We will choose an $r$-matrix with one parameter constructed in terms of one generator of $A d S_{4}$ and one of the three Cartan generators of the $\mathbb{C P}^{3}$.

Coset construction of $A d S_{4} \times \mathbb{C} P^{3}$
In [48] it was used an extension of the coset describing the $\mathbb{C P}^{3}$ space in order to get the standard Fubini-Study metric. To obtain the full $A d S_{4} \times \mathbb{C P}^{3}$ metric we consider the extended coset

$$
\begin{equation*}
A d S_{4} \times \mathbb{C P}^{3} \equiv \frac{S O(2,3)}{S O(1,3)} \times \frac{S U(4) \times S U(2)}{U(3) \times S U(2)} \tag{4.90}
\end{equation*}
$$

To this end we need to choose a suitable supermatrix realization for the generators of this extended supercoset. As explained in [83] we can write a algebra valued (6|4) $\times(6 \mid 4)$ supermatrix as

$$
M=\left(\begin{array}{cc|c}
\mathfrak{s o}(2,3) & 0 & \bar{Q}  \tag{4.91}\\
0 & \mathfrak{s u}(2) & 0 \\
\hline Q & 0 & \mathfrak{s u}(4)
\end{array}\right)
$$

where we extended $\mathfrak{s o}(2,3) \oplus \mathfrak{s u}(4)$ to $\mathfrak{s o}(2,3) \oplus \mathfrak{s u}(2) \oplus \mathfrak{s u}(4)$ and $Q, \bar{Q}$ are fermionic generators. In terms of algebras we now have

$$
\begin{equation*}
\mathfrak{s o}(2,3) \oplus \mathfrak{s u}(2) \oplus \mathfrak{s u}(4)=\left(\frac{\mathfrak{s o}(2,3) \oplus \mathfrak{s u}(2) \oplus \mathfrak{s u}(4)}{\mathfrak{s o}(1,3) \oplus \mathfrak{s u}(2) \oplus \mathfrak{u}(3)}\right) \oplus \mathfrak{s o}(1,3) \oplus \mathfrak{s u}(2) \oplus \mathfrak{u}(3) \tag{4.92}
\end{equation*}
$$

Notice that in (4.91), in the form of (4.4), we put the extra $\mathfrak{s u}(2)$ in the $X$-block of the supermatrix and the $\mathfrak{s u}(4)$ in the $4 \times 4 Y$-block, such that the supertrace is

$$
\begin{equation*}
M^{\mathrm{st}}=\operatorname{tr} X_{1}+\left(\operatorname{tr} X_{2}-\operatorname{tr} Y\right) \tag{4.93}
\end{equation*}
$$

where $X_{1} \in \mathfrak{s o}(2,3), X_{2} \in \mathfrak{s u}(2)$ and $Y \in \mathfrak{s u}(4)$ and the fermionic blocks are preserved.
The basis of $\mathfrak{s o}(2,3) \oplus \mathfrak{s u}(2) \oplus \mathfrak{s u}(4)$ that we will consider is composed of $\mathfrak{s o}(2,3)$ generators denoted by $F_{A}(A=1, \ldots, 10), \mathfrak{s u}(2)$ generators denoted by $M_{a}(a=1,2,3)$ and $\mathfrak{s u}(4)$ generators denoted by $L_{m}(m=1, \ldots 15)$,

$$
F_{A}=\left(\begin{array}{ll|l}
f_{A} & &  \tag{4.94}\\
& 0 & \\
\hline & 0
\end{array}\right), M_{a}=-\frac{i}{2}\left(\begin{array}{ll|l}
0 & & \\
& \sigma_{a} & \\
\hline & & 0
\end{array}\right), L_{m}=-\frac{i}{2}\left(\begin{array}{ll|l}
0 & & \\
& 0 & \\
\hline & & \lambda_{m}
\end{array}\right)
$$

where $f_{A}$ are the $4 \times 4$ matrices representing the generators of isometries of $A d S_{4}, \sigma_{a}$ and $\lambda_{m}$ are the conventional $2 \times 2$ Pauli and $4 \times 4$ Gell-Mann matrices of $\mathfrak{s u}(2)$ and $\mathfrak{s u}(4)$, respectively. All these generators are defined in Appendix E

The commutation relations and the supertraces are ${ }^{2}$

$$
\begin{align*}
{\left[L_{m}, L_{n}\right] } & =f_{m n}{ }^{p} L_{p}, & {\left[M_{a}, M_{b}\right] } & =\epsilon_{a b}{ }^{c} M_{c},  \tag{4.95}\\
\operatorname{Str}\left(L_{m} L_{n}\right) & =\frac{1}{2} \delta_{m n}, & \operatorname{Str}\left(M_{a} M_{b}\right) & =-\frac{1}{2} \delta_{a b} .
\end{align*}
$$

The Cartan generators of $\mathfrak{s u}(2) \oplus \mathfrak{s u}(4)$ are given by $L_{3}, L_{8}, L_{15}$ and $M_{3}$. The following combination of generators will be useful,

$$
\begin{equation*}
T_{1}=L_{6}-L_{9}, \quad T_{2}=L_{6}+L_{9}+2 M_{1} . \tag{4.97}
\end{equation*}
$$

The basis for $\mathfrak{s u}(2) \oplus \mathfrak{s u}(4)$ can be chosen as

$$
\begin{equation*}
\mathfrak{s u}(2) \oplus \mathfrak{s u}(4)=\operatorname{span}_{\mathbb{R}}\left\{L_{m^{\prime}}, M_{2}, M_{3}, T_{1}, T_{2}, H\right\}, \tag{4.98}
\end{equation*}
$$

where $L_{m^{\prime}}$ is the set of generators of $\mathfrak{s u}(4)$ except for $L_{6}, L_{9}$ and

$$
\begin{equation*}
H=L_{6}+L_{9}+M_{1}, \tag{4.99}
\end{equation*}
$$

[^8]satisfying
\[

$$
\begin{equation*}
\operatorname{Str}(H H)=\frac{1}{2} \tag{4.100}
\end{equation*}
$$

\]

The basis for the coset is this,

$$
\begin{equation*}
\frac{\mathfrak{s u}(2) \oplus \mathfrak{s u}(4)}{\mathfrak{u}(3) \oplus \mathfrak{s u}(2)}=\operatorname{span}_{\mathbb{R}}\left\{K_{m}\right\}, \quad m=1, \ldots, 6 \tag{4.101}
\end{equation*}
$$

where

$$
\begin{array}{lll}
K_{1}=L_{11}, & K_{2}=L_{12}, & K_{3}=L_{13} \\
K_{4}=L_{14}, & K_{5}=H, & K_{6}=L_{10}, \tag{4.102}
\end{array}
$$

with

$$
\begin{equation*}
\operatorname{Str}\left(K_{m} K_{n}\right)=\frac{1}{2} \tag{4.103}
\end{equation*}
$$

The generators of $\mathfrak{u}(3) \oplus \mathfrak{s u}(2)$ are

$$
\begin{equation*}
\mathfrak{u}(3) \oplus \mathfrak{s u}(2)=\operatorname{span}_{\mathbb{R}}\left\{H_{a}\right\}=\operatorname{span}_{\mathbb{R}}\left\{L_{1}, L_{2}, L_{3}, L_{4}, L_{5}, L_{7}, L_{8}, L_{15}, T_{1}, T_{2}, M_{2}, M_{3}\right\} \tag{4.104}
\end{equation*}
$$

An appropriate coset representative which will allows us to get the desired $A d S_{4} \times \mathbb{C P}^{3}$ is

$$
\begin{equation*}
g=g_{A d S_{4}} g_{\mathbb{C P}^{3}} \tag{4.105}
\end{equation*}
$$

where

$$
\begin{align*}
g_{A d S_{4}}= & \exp \left[x_{0} P_{0}+x_{1} P_{1}+x_{2} P_{2}\right] \exp [\log r D]  \tag{4.106}\\
g_{\mathbb{C P}^{3}}= & \exp \left[\left(\varphi_{1} L_{3}+\varphi_{2} L-\psi M_{3}\right)\right] \exp \left[\left(\theta_{1} L_{2}+\left(\theta_{2}+\pi\right) L_{14}\right)\right] \times \\
& \times \exp \left[(2 \xi+\pi)\left(L_{10}+M_{2}\right)\right] \tag{4.107}
\end{align*}
$$

where

$$
\begin{equation*}
L=-\frac{1}{\sqrt{3}} L_{8}+\sqrt{\frac{2}{3}} L_{15} \tag{4.108}
\end{equation*}
$$

We can get the $A d S_{4} \times \mathbb{C P}^{3}$ background by following the same steps as in the previous section. The projection $P(A)$ allows us to define,

$$
\begin{equation*}
P(A)=E^{m} K_{m}, \quad m=0, \ldots, 9 \tag{4.109}
\end{equation*}
$$

in terms of all the coset generators

$$
\begin{equation*}
\left\{K_{m}\right\}=\left\{P_{0}, P_{1}, P_{2}, D, L_{11}, L_{12}, L_{13}, L_{14}, H, L_{10}\right\} \tag{4.110}
\end{equation*}
$$

In this case, the projector is defined as in (4.71) but extended to supermatrices,

$$
\begin{equation*}
P(A)=A-\sum_{a} \frac{\operatorname{Str}\left(H_{a} A\right)}{\operatorname{Str}\left(H_{a} H_{a}\right)} H_{a}=\sum_{m} \frac{\operatorname{Str}\left(K_{m} A\right)}{\operatorname{Str}\left(K_{m} K_{m}\right)} K_{m} . \tag{4.111}
\end{equation*}
$$

Then we find

$$
\begin{gather*}
E^{1}=r \mathrm{~d} x_{0}, \quad E^{2}=r \mathrm{~d} x_{1}, \quad E^{3}=r \mathrm{~d} x_{2}, \quad E^{4}=\frac{\mathrm{d} r}{r} \\
E^{5}=\cos \xi \sin \theta_{1} \mathrm{~d} \varphi_{1}, \quad E^{6}=\cos \xi \mathrm{d} \theta_{1}, \quad E^{7}=-\sin \theta_{2} \sin \xi \mathrm{~d} \varphi_{2} \\
E^{8}=-\sin \xi \mathrm{d} \theta_{2}, \quad E^{9}=\frac{1}{2}\left(\cos \theta_{1} \mathrm{~d} \varphi_{1}-\cos \theta_{2} \mathrm{~d} \varphi_{2}+2 \mathrm{~d} \psi\right) \sin 2 \xi, \quad E^{10}=2 \mathrm{~d} \xi . \tag{4.112}
\end{gather*}
$$

The metric can be computed from

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{2} \gamma^{\alpha \beta} \operatorname{Str}\left[A_{\alpha} P\left(A_{\beta}\right)\right], \tag{4.113}
\end{equation*}
$$

where $\mathrm{d} s_{A d S_{4}}^{2}$ was given in (4.74) and $\mathrm{d} s_{\mathbb{C P}^{3}}^{2}$ is

$$
\begin{align*}
\mathrm{d} s_{\mathbb{C P}^{3}}^{2}= & \mathrm{d} \xi^{2}+\frac{1}{4} \cos ^{2} \xi\left(\mathrm{~d} \theta_{1}^{2}+\sin ^{2} \theta_{1} \mathrm{~d} \varphi_{1}^{2}\right)+\frac{1}{4} \sin ^{2} \xi\left(\mathrm{~d} \theta_{2}^{2}+\sin ^{2} \theta_{2} \mathrm{~d} \varphi_{2}^{2}\right) \\
& +\cos ^{2} \xi \sin ^{2} \xi\left(\frac{1}{2} \cos \theta_{1} \mathrm{~d} \theta_{1}-\frac{1}{2} \cos \theta_{2} \mathrm{~d} \theta_{2}+\mathrm{d} \psi\right)^{2} \tag{4.114}
\end{align*}
$$

where $\left(\theta_{1}, \varphi_{1}\right)$ and $\left(\theta_{2}, \varphi_{2}\right)$ parametrize two spheres, the angle $0 \leqslant \xi \leqslant \pi / 2$ determines their radii and $0 \leqslant \psi \leqslant 2 \pi$.

## Yang-Baxter deformation of $A d S_{4} \times \mathbb{C P}^{3}$

Let us consider the $r$-matrix in (4.57),

$$
\begin{equation*}
r=\frac{\alpha}{\eta} P_{2} \wedge M_{3} . \tag{4.115}
\end{equation*}
$$

From (3.21), the $R$ operator associated to this $r$-matrix is

$$
\begin{equation*}
R(X)=\frac{\alpha}{\eta}\left(P_{2} \operatorname{Str}\left(X M_{3}\right)-M_{3} \operatorname{Str}\left(X P_{2}\right)\right) . \tag{4.116}
\end{equation*}
$$

The projected action of $R_{g}$ and $\mathcal{O}^{-1}$ on the supercoset bosonic generators $K_{m}$, 4.77) and (4.78), give the matrices $\Lambda$ and C, whose non-vanishing terms are

$$
\begin{equation*}
\Lambda_{4}^{10}=-\Lambda_{10}^{4}=-\frac{\alpha r \sin 2 \xi}{2 \eta} \tag{4.117}
\end{equation*}
$$

and for (4.80)

$$
\begin{gather*}
C_{1}{ }^{1}=C_{2}{ }^{2}=C_{4}{ }^{4}=C_{5}^{5}=C_{6}{ }^{6}=C_{7}{ }^{7}=C_{8}{ }^{8}=C_{10}^{10}=1, \\
C_{3}^{3}=C_{9}{ }^{9}=\frac{1}{1+\alpha^{2} r^{2} \sin ^{2} 2 \xi}, \quad C_{3}^{9}=-C_{9}{ }^{3}=-\frac{\alpha r \sin 2 \xi}{1+\alpha^{2} r^{2} \sin ^{2} 2 \xi} . \tag{4.118}
\end{gather*}
$$

The metric and the antisymmetric field for the deformed case are

$$
\begin{align*}
d s^{2}= & \frac{1}{4}\left(r^{2}\left(\mathrm{~d} x_{0}^{2}+\mathrm{d} x_{1}^{2}+\mathcal{M} \mathrm{d} x_{2}^{2}\right)+\frac{\mathrm{d} r^{2}}{r^{2}}\right) \\
& +\mathrm{d} \xi^{2}+\mathcal{M} \cos ^{2} \xi \sin ^{2} \xi\left(\frac{1}{2} \cos \theta_{1} \mathrm{~d} \varphi_{1}-\frac{1}{2} \cos \theta_{2} \mathrm{~d} \varphi_{2}+\mathrm{d} \psi\right)^{2} \\
& +\frac{1}{4} \cos ^{2} \xi\left(\mathrm{~d} \theta_{1}^{2}+\sin ^{2} \theta_{1} \mathrm{~d} \varphi_{1}^{2}\right)+\frac{1}{4} \sin ^{2} \xi\left(\mathrm{~d} \theta_{2}^{2}+\sin ^{2} \theta_{2} \mathrm{~d} \varphi_{2}^{2}\right),  \tag{4.119}\\
B= & -\alpha \mathcal{M} r^{2} \sin ^{2} 2 \xi \mathrm{~d} x_{2} \wedge\left(\frac{1}{2} \cos \theta_{1} \mathrm{~d} \varphi_{1}-\frac{1}{2} \cos \theta_{2} \mathrm{~d} \varphi_{2}+\mathrm{d} \psi\right), \tag{4.120}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{M}^{-1}=1+\alpha^{2} r^{2} \sin ^{2} 2 \xi \tag{4.121}
\end{equation*}
$$

The deformed background (4.119) and (4.120) agree with the gravity dual of the oneparameter dipole deformation of ABJM theory found in [49]. We then have an integrable deformation of superstring in $A d S_{4} \times \mathbb{C P}^{3}$.

### 4.4.3 Gravity dual of the non-relativistic limit of ABJM:

## Schrödinger spacetime

As in the last section, we will use the extended supercoset with supermatrices (4.94) and $A d S_{4} \times \mathbb{C P}^{3}$ parametrized by the coset representatives 4.106) and (4.107).

Yang-Baxter deformation of $A d S_{4} \times \mathbb{C P}^{3}$
We consider the $r$-matrix in (4.58),

$$
\begin{equation*}
r=\frac{1}{\eta} P_{-} \wedge\left(\beta_{1} L+\beta_{2} L_{3}+\beta_{3} M_{3}\right) . \tag{4.122}
\end{equation*}
$$

For simplicity we will choose $\beta_{1}=\beta_{3}=0$. Then, the non-vanishing elements (4.77) and (4.78) of the $\Lambda$ and $C$ matrices, respectively, are

$$
\begin{align*}
& \Lambda_{1}{ }^{5}=-\Lambda_{5}{ }^{1}=\Lambda_{3}{ }^{5}=\Lambda_{5}{ }^{3}=-\frac{\beta_{2} r \cos \xi \sin \theta_{1}}{2 \sqrt{2}}  \tag{4.123}\\
& \Lambda_{1}{ }^{9}=\Lambda_{3}{ }^{9}=-\Lambda_{9}{ }^{1}=\Lambda_{9}{ }^{3}=-\frac{\beta_{2} r \sin 2 \xi \cos \theta_{1}}{4 \sqrt{2}} .
\end{align*}
$$ and

$$
\begin{gather*}
C_{2}{ }^{2}=C_{4}{ }^{4}=C_{5}{ }^{5}=C_{6}{ }^{6}=C_{7}{ }^{7}=C_{8}^{8}=C_{9}{ }^{9}=C_{10}^{10}, \\
C_{1}{ }^{1}=1-\frac{1}{8} \beta_{2}^{2}\left(4 \cos ^{2} \xi \sin ^{2} \theta_{1}+\sin ^{2} 2 \xi \cos ^{2} \theta_{1}\right), \\
C_{3}{ }^{3}=1+\frac{1}{8} \beta_{2}^{2}\left(4 \cos ^{2} \xi \sin ^{2} \theta_{1}+\sin ^{2} 2 \xi \cos ^{2} \theta_{1}\right), \\
C_{1}{ }^{3}=-C_{3}{ }^{1}=\frac{1}{8} \beta_{2}^{2}\left(4 \cos ^{2} \xi \sin ^{2} \theta_{1}+\sin ^{2} 2 \xi \cos ^{2} \theta_{1}\right),  \tag{4.124}\\
C_{1}{ }^{5}=-C_{5}{ }^{1}=-\frac{\beta_{2} r \cos \xi \sin \theta_{1}}{\sqrt{2}}, \quad C_{1}^{9}=-C_{9}{ }^{1}=-\frac{\beta_{2} r \sin 2 \xi \sin \theta_{1}}{2 \sqrt{2}}, \\
C_{3}{ }^{5}=C_{5}{ }^{3}=-\frac{\beta_{2} r \cos \xi \sin \theta_{1}}{\sqrt{2}}, \quad C_{3}^{9}=C_{9}{ }^{3}=-\frac{\beta_{2} r \sin 2 \xi \sin \theta_{1}}{2 \sqrt{2}} .
\end{gather*}
$$

From (4.111) we find that the components proportional to the coset generators are

$$
\begin{gather*}
E^{1}=\frac{r}{\sqrt{2}}\left(\mathrm{~d} x_{+}+\mathrm{d} x_{-}\right), \quad E^{2}=r \mathrm{~d} x_{1}, \quad E^{3}=\frac{r}{\sqrt{2}}\left(\mathrm{~d} x_{+}-\mathrm{d} x_{-}\right), \quad E^{4}=\frac{\mathrm{d} r}{r} \\
E^{5}=\cos \xi \sin \theta_{1} \mathrm{~d} \varphi_{1}, \quad E^{6}=\cos \xi \mathrm{d} \theta_{1}, \quad E^{7}=-\sin \theta_{2} \sin \xi \mathrm{~d} \varphi_{2} \\
E^{8}=-\sin \xi \mathrm{d} \theta_{2}, \quad E^{9}=\frac{1}{2}\left(\cos \theta_{1} \mathrm{~d} \varphi_{1}-\cos \theta_{2} \mathrm{~d} \varphi_{2}+2 \mathrm{~d} \psi\right) \sin 2 \xi, \quad E^{10}=2 \mathrm{~d} \xi \tag{4.125}
\end{gather*}
$$

From the symmetric part of $\mathbf{C}$ in (4.124) we can compute the deformed metric

$$
\begin{align*}
\mathrm{d} s^{2}= & \frac{\mathrm{d} r^{2}}{r^{2}}+r^{2} \mathrm{~d} x_{1}^{2}+2 r^{2} \beta_{2} \mathcal{M} \mathrm{~d} x_{+} \mathrm{d} x_{-}+r^{2}\left(\mathrm{~d} x_{+}^{2}+\mathrm{d} x_{-}^{2}\right) \\
& +\left(2 \mathcal{M} \mathrm{~d} \phi_{1}-\frac{1}{4} \beta_{2} r^{2} \sin ^{2} 2 \xi \cos \theta_{1}\left(-\cos \theta_{2} \mathrm{~d} \phi_{2}+2 \mathrm{~d} \psi\right)\right)\left(\mathrm{d} x_{+}-\mathrm{d} x_{-}\right) \\
& +4 d s_{\mathbb{C P}^{3}}^{2}, \tag{4.126}
\end{align*}
$$

and from the antisymmetric part of $\mathbf{C}$ in (4.124) we can compute of the antisymmetric field

$$
\begin{align*}
B= & \frac{1}{2} \mathcal{M} \beta_{2} r^{2} \mathrm{~d} x_{+} \wedge \mathrm{d} x_{-}-\frac{\beta_{2} r^{2} \cos ^{2} \xi \sin ^{2} \theta_{1}}{4}\left(\mathrm{~d} x_{+}+\mathrm{d} x_{-}\right) \wedge \mathrm{d} \varphi_{1} \\
& -\frac{\beta_{2} r^{2} \sin ^{2} 2 \xi \cos \theta_{1}}{8}\left(\mathrm{~d} x_{+}+\mathrm{d} x_{-}\right) \wedge\left(\cos \theta_{1} \mathrm{~d} \varphi_{1}-\cos \theta_{2} \mathrm{~d} \varphi_{2}+2 \mathrm{~d} \psi\right) \tag{4.127}
\end{align*}
$$

with

$$
\begin{equation*}
\mathcal{M}=-\frac{1}{8} \beta_{2} r^{2}\left(4 \cos ^{2} \xi \sin ^{2} \theta_{1}+\sin ^{2} 2 \xi \cos ^{2} \theta_{1}\right) \tag{4.128}
\end{equation*}
$$

This space should be obtained via a certain class of TsT transformations called null Melvin twist [21, 51].

## Chapter 5

## Concluding remarks

In this thesis we studied Yang-Baxter integrable deformations of the nonlinear $\sigma$-model describing string theories in $A d S_{4} \times \mathbb{C P}^{3}$.

We presented some solutions of the YBE for $A d S_{4} \times \mathbb{C P}^{3}$, like a DJ $r$-matrix in terms of only bosonic roots of the $\mathfrak{u o s p}(2,2 \mid 6)$. An abelian Jordanian and two mixed $r$-matrices were discussed. Also, some unimodular nonabelian $r$-matrices were provided.

We computed explicitly the backgrounds generated by some of the $r$-matrices we proposed. By considering an abelian Jordanian $r$-matrix in terms of the generators of $\operatorname{AdS} S_{4}$, we computed the metric and $B$-field of the gravity dual of the non-commutative ABJM theory. This deformation involved only the $A d S_{4}$ part of the spacetime, and thus we only needed to consider the usual parametrization of $A d S$ spaces. On the other hand, in order to reproduce the full undeformed $A d S_{4} \times \mathbb{C P}^{3}$ Fubini-Study metric, we enlarged the supercoset as was done in [48] in a consistent way. We took a coset representative that included the generators of $A d S_{4}$ and those that give the correct form of $\mathbb{C P}^{3}$. Along this line we computed the deformed metric and $B$-field corresponding to the gravity dual of the one-parameter dipole deformed ABJM theory by using an $r$-matrix in terms of mixed generators, one of $A d S_{4}$ and one Cartan generator of $\mathbb{C P}^{3}$. These backgrounds coincide with those obtained via TsT transformations in [49]. We also considered an $r$-matrix constructed in terms of another combination of mixed generators, one of $A d S_{4}$ and one of the three Cartan generators of $\mathbb{C P}^{3}$. The deformed background we obtained in this case corresponds to the gravity dual of the non-relativistic limit of ABJM theory which is known as the Schrödinger spacetime. This background is expected to be obtained by an appropriate
null Melvin twist [51]. These deformations of $A d S_{4} \times \mathbb{C P}^{3}$ can be regarded as an evidence of the relation between TsT transformations and solutions of the CYBE which is called the gravity/CYBE correspondence [19].

Let us now discuss some open problems that arise from this work. First, the DJ $r$ matrix we wrote was in terms of only bosonic generators. In Appendix D, it was shown the algebra of the fermionic generators of $\mathfrak{u o s p}(2,2 \mid 4)$, from which it is possible to identify the full Cartan decomposition, and thus to write the full DJ $r$-matrix including also fermionic simple roots. This would allows to construct the $\eta$-deformed $A d S_{4} \times \mathbb{C P}^{3}$ background and to investigate the generalized supergravity in this framework. Along this route, we expect that, as in $A d S_{5} \times S^{5}$ and $A d S_{2} \times S^{2} \times T^{6}$, a DJ $r$-matrix constructed in terms of only fermionic simple roots leads to a standard supergravity backgrounds [15].

Furthermore, as conjectured by Klimcik [42], it would be interesting to pursue the relation between the $\eta$ - and $\lambda$-deformed $A d S_{4} \times \mathbb{C P}^{3}$ by Poisson-Lie T-duality [84, 85]. In order to obtain the Poisson-Lie T-dual $\eta$-deformed we need to construct the Drinfeld double which is the complexified superalgebra $\mathfrak{u o s p}(2,2 \mid 6)^{\mathbb{C}}$. This superalgebra can be split into $\mathfrak{u o s p}(2,2 \mid 6)$ and the Borel subsuperalgebra $\mathfrak{p b}(2,2 \mid 6)$. This is possible to do by taking our Cartan decomposition. Once we have identified the Drinfeld double, it is possible to construct the action of the Poisson-Lie $\sigma$-model.

An immediate step to complete our result of the gravity dual of the non-relativistic limit of ABJM is to compute the corresponding TsT null Melvin twist of the undeformed $A d S_{4} \times \mathbb{C P}^{3}$ background. This should give the same Yang-Baxter deformed background we calculated. A direct generalization of our results for the cases of the gravity duals of the dipole deformed ABJM theory and Schrödinger spacetime from one to three parameters can be done if we now consider $r$-matrices with three constant parameters.

Finally, we can consider the unimodular nonabelian $r$-matrices we found in Section 4.3 and compute the corresponding deformed backgrounds which would be standard supergravity solutions.

## Appendix A

## Supermatrix realization of $\mathfrak{s u}(2,2 \mid 4)$

The $\mathfrak{g l}(m \mid n)$ superalgebra can be generated by the following basis

$$
\begin{equation*}
\left(E_{i j}\right)_{k \ell}=\delta_{i k} \delta_{j \ell}, \quad i, j, k, \ell=1, \ldots, m+n, \tag{A.1}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
\left[E_{i j}, E_{k \ell}\right]=\delta_{j k} E_{i \ell}-(-1)^{[i+j][k+\ell]} \delta_{i \ell} E_{j k}, \tag{A.2}
\end{equation*}
$$

where [•] is the grading of each generator. This basis can be expressed by $(m \mid n) \times(m \mid n)$ supermatrices,

$$
M=\left(\begin{array}{c|c}
X_{m \times m} & \theta_{m \times n}  \tag{A.3}\\
\hline \eta_{n \times m} & Y_{n \times n}
\end{array}\right) .
$$

The special linear Lie superalgebra $\mathfrak{s l}(m \mid n)$ is defined as

$$
\begin{equation*}
\mathfrak{s l}(m \mid n)=\{M \in \mathfrak{g l}(m \mid n), S \operatorname{Str} M=\operatorname{tr} X-\operatorname{tr} Y=0\} . \tag{A.4}
\end{equation*}
$$

By using this condition for the generators of $\mathfrak{g l}(4 \mid 4)$, we obtain the following bosonic generators of $\mathfrak{s l}(4 \mid 4)$,

$$
\begin{array}{rlllllll}
E_{11}-E_{22}, & E_{22}-E_{33}, & E_{33}-E_{44}, & E_{12}, & E_{13}, & E_{14}, & E_{23}, \\
E_{24}, & E_{34}, & E_{21}, & E_{32}, & E_{43}, & E_{31}, & E_{42}, & E_{41},
\end{array}
$$

In addition to these generators, we also have

$$
\begin{equation*}
E_{44}+E_{55} \tag{A.7}
\end{equation*}
$$

which represents the $\mathfrak{u}(1)$ algebra. Then, by using the condition

$$
\begin{equation*}
M H+H M^{\dagger}=0 \tag{A.8}
\end{equation*}
$$

where the Hermitian matrix $H$ is defined as

$$
H=\left(\begin{array}{cc}
\Sigma & 0  \tag{A.9}\\
0 & I_{4 \times 4}
\end{array}\right), \quad \text { with } \quad \Sigma=\left(\begin{array}{cc}
I_{2 \times 2} & 0 \\
0 & -I_{2 \times 2}
\end{array}\right)
$$

we obtain the real form of $\mathfrak{s u}(2,2 \mid 4)$.
By imposing (A.8) on (A.5) and A.6) we get the 15 generators of $\mathfrak{s u}(2,2)$

$$
\begin{gather*}
E_{13}+E_{31}, \quad i\left(E_{13}-E_{31}\right), \quad E_{14}+E_{41}, \quad i\left(E_{14}-E_{41}\right) \\
E_{23}+E_{32}, \quad i\left(E_{23}-E_{32}\right), \quad E_{24}+E_{42}, \quad i\left(E_{24}-E_{42}\right)  \tag{A.10}\\
i\left(E_{12}+E_{21}\right), \quad E_{12}-E_{21}, \quad i\left(E_{34}+E_{43}\right), \quad E_{34}-E_{43} \\
i\left(E_{11}-E_{22}\right), \quad i\left(E_{22}-E_{33}\right), \quad i\left(E_{33}-E_{44}\right),
\end{gather*}
$$

and the 15 generators of $\mathfrak{s u}(4)$,

$$
\begin{array}{clll}
E_{56}-E_{65}, & i\left(E_{56}+E_{65}\right), & E_{57}-E_{75}, & i\left(E_{57}+E_{75}\right) \\
E_{58}-E_{85}, & i\left(E_{58}+E_{85}\right), & E_{67}-E_{76}, & i\left(E_{67}+E_{76}\right)  \tag{A.11}\\
E_{68}-E_{86}, & i\left(E_{68}+E_{86}\right), & E_{78}-E_{87}, & i\left(E_{78}+E_{87}\right) \\
i\left(E_{55}-E_{66}\right), & i\left(E_{66}-E_{77}\right), & i\left(E_{77}-E_{88}\right) .
\end{array}
$$

## Appendix B

## $\mathfrak{s o}(2,4)$ and $\mathfrak{s o}(6)$ algebras

We summarize here the notation and conventions of the $\mathfrak{s o}(2,4)$ and $\mathfrak{s o}(6)$ generators.

## The gamma matrices

We use the gamma matrices represented by

$$
\begin{align*}
& \gamma_{1}=\left(\begin{array}{cccc}
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{array}\right), \quad \gamma_{2}=\left(\begin{array}{cccc}
0 & 0 & 0 & i \\
0 & 0 & i & 0 \\
0 & -i & 0 & 0 \\
-i & 0 & 0 & 0
\end{array}\right), \quad \gamma_{3}=\left(\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right),  \tag{B.1}\\
& \gamma_{0}=i \gamma_{4}=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1 \\
-1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right), \quad \gamma_{5}=i \gamma_{1} \gamma_{2} \gamma_{3} \gamma_{0}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right) . \tag{B.2}
\end{align*}
$$

To describe the $\mathfrak{s o}(2,4)$ and $\mathfrak{s o}(6)$ subalgebras of the $\mathfrak{p s u}(2,2 \mid 4)$ superalgebra, it is necessary to introduce the following $8 \times 8$ gamma matrices

$$
\begin{gather*}
\gamma_{\mu}^{a}=\left(\begin{array}{ll}
\gamma_{\mu} & 0 \\
0 & 0
\end{array}\right), \quad \gamma_{5}^{a}=\left(\begin{array}{ll}
\gamma_{5} & 0 \\
0 & 0
\end{array}\right) \quad \text { with } \quad \mu=0,1,2,3  \tag{B.3}\\
\gamma_{i}^{s}=\left(\begin{array}{ll}
0 & 0 \\
0 & \gamma_{i}
\end{array}\right), \quad \gamma_{5}^{s}=\left(\begin{array}{cc}
0 & 0 \\
0 & \gamma_{5}
\end{array}\right) \quad \text { with } \quad i=1,2,3,4 \tag{B.4}
\end{gather*}
$$

Here each block of the matrices is a $4 \times 4$ matrix.

## The bosonic generators

Then, the Lie algebras $\mathfrak{s o}(2,4)$ and $\mathfrak{s o}(6)$ are spanned by the bases:

$$
\begin{equation*}
\mathfrak{s o}(2,4)=\operatorname{span}_{\mathbb{R}}\left\{\gamma_{\mu}^{a}, \gamma_{5}^{a}, m_{\mu \nu}=\frac{1}{4}\left[\gamma_{\mu}^{a}, \gamma_{\nu}^{a}\right], \left.m_{\mu 5}=\frac{1}{4}\left[\gamma_{\mu}^{a}, \gamma_{5}^{a}\right] \right\rvert\, \mu, \nu=0,1,2,3\right\}, \tag{B.5}
\end{equation*}
$$

$$
\begin{equation*}
\mathfrak{s o}(6)=\operatorname{span}_{\mathbb{R}}\left\{\gamma_{i}^{s}, \gamma_{5}^{s}, n_{i j}=\frac{1}{4}\left[\gamma_{i}^{s}, \gamma_{j}^{s}\right], \left.n_{i 5}=\frac{1}{4}\left[\gamma_{i}^{s}, \gamma_{5}^{s}\right] \right\rvert\, i, j=1,2,3,4\right\} . \tag{B.6}
\end{equation*}
$$

The subalgebras $\mathfrak{s o}(1,4)$ and $\mathfrak{s o}(5)$ are generated by

$$
\begin{align*}
\mathfrak{s o}(1,4) & =\operatorname{span}_{\mathbb{R}}\left\{m_{\mu \nu}, m_{\mu 5} \mid \mu, \nu=0,1,2,3\right\},  \tag{B.7}\\
\mathfrak{s o}(5) & =\operatorname{span}_{\mathbb{R}}\left\{n_{i j}, n_{i 5} \mid i, j=1,2,3,4\right\} . \tag{B.8}
\end{align*}
$$

For the coset construction of $A d S_{5}$ with the Poincare coordinates, the following basis of $\mathfrak{s o}(2,4)$ is convenient;

$$
\begin{equation*}
\mathfrak{s o}(2,4)=\operatorname{span}_{\mathbb{R}}\left\{p_{\mu}, k_{\mu}, h_{1}, h_{2}, h_{3}, m_{13}, m_{10}, m_{23}, m_{20} \mid \mu=0,1,2,3\right\}, \tag{B.9}
\end{equation*}
$$

where the Cartan generators $h_{1}, h_{2}, h_{3}$ and $p_{\mu}, k_{\mu}$ are given by

$$
\begin{align*}
h_{1} & =2 i m_{12}=\operatorname{diag}(-1,1,-1,1,0,0,0,0), & p_{\mu} & =\frac{1}{2} \gamma_{\mu}^{a}-m_{\mu 5}, \\
h_{2} & =2 m_{30}=\operatorname{diag}(-1,1,1,-1,0,0,0,0), & k_{\mu} & =\frac{1}{2} \gamma_{\mu}^{a}+m_{\mu 5},  \tag{B.10}\\
h_{3} & =\gamma_{5}^{a}=\operatorname{diag}(1,1,-1,-1,0,0,0,0), & D & =\frac{\gamma_{5}^{a}}{2} .
\end{align*}
$$

Notice that the generators $p_{\mu}$ and $k_{\mu}$ commute each other,

$$
\begin{equation*}
\left[p_{\mu}, p_{\nu}\right]=\left[k_{\mu}, k_{\nu}\right]=\left[p_{\mu}, k_{\nu}\right]=0 \quad \text { for } \quad \mu, \nu=0,1,2,3 . \tag{B.11}
\end{equation*}
$$

On the other hand, the Cartan generators of $\mathfrak{s o}(6)$ read

$$
\begin{align*}
& h_{4}=2 i n_{12}=\operatorname{diag}(0,0,0,0,-1,1,-1,1), \\
& h_{5}=2 i n_{34}=\operatorname{diag}(0,0,0,0,-1,1,1,-1), \\
& h_{6}=\gamma_{5}^{s}=\operatorname{diag}(0,0,0,0,1,1,-1,-1) . \tag{B.12}
\end{align*}
$$

## Appendix C

## Supermatrix realization of $\mathfrak{u o s p}(2,2 \mid 6)$

We can consider the $\mathfrak{g l}(4 \mid 6)$ superalgebra generated by the basis defined in A.1) in terms of $(4 \mid 6) \times(4 \mid 6)$ supermatrices $M$ A.3). Let us define the conditions for $M$

$$
\begin{align*}
& M^{s t}\left(\begin{array}{cc}
C_{4} & 0 \\
0 & I_{6 \times 6}
\end{array}\right)+\left(\begin{array}{cc}
C_{4} & 0 \\
0 & I_{6 \times 6}
\end{array}\right) M=0,  \tag{C.1}\\
& M^{\dagger}\left(\begin{array}{cc}
\gamma_{0} & 0 \\
0 & -I_{6 \times 6}
\end{array}\right)+\left(\begin{array}{cc}
\gamma_{0} & 0 \\
0 & -I_{6 \times 6}
\end{array}\right) M=0, \tag{C.2}
\end{align*}
$$

where

$$
C_{4}=\left(\begin{array}{cccc}
0 & 0 & 0 & 1  \tag{C.3}\\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{array}\right), \quad \gamma^{0}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right) .
$$

The supertranspose of $M$ is defined as

$$
M^{s t}=\left(\begin{array}{cc}
X^{t} & -\eta^{t}  \tag{C.4}\\
\theta^{t} & Y^{t}
\end{array}\right)
$$

From (C.1) we get the 10 generators of $\mathfrak{s p}(4)$

$$
\begin{array}{llll}
E_{14}, \quad E_{41}, & E_{23}, \quad E_{32}, & E_{12}+E_{34}, & E_{21}+E_{43},  \tag{С.5}\\
E_{11}-E_{44}, & E_{13}-E_{24}, & E_{22}-E_{33}, & E_{31}-E_{42}
\end{array}
$$

and the 15 generators of $\mathfrak{s o}(6)$,

$$
\begin{equation*}
E_{\bar{\imath} \bar{\jmath}}-E_{\bar{\jmath}}, \quad \bar{\imath}, \bar{\jmath}=\overline{1}, \ldots, \overline{6} . \tag{C.6}
\end{equation*}
$$

For the fermionic generators we have the following relations (4.8),

$$
\begin{equation*}
\theta_{i \bar{\jmath}}=-\left(C_{4} \eta^{t}\right)_{i \bar{\jmath}}=-\left(C_{4}\right)_{i k}\left(\eta^{t}\right)_{k \bar{\jmath}}, \tag{C.7}
\end{equation*}
$$

so we can define $\theta$ in terms of $\eta$. Then, let us fix $\eta$ as

$$
\begin{equation*}
\eta_{\bar{\imath} j}=E_{\bar{\imath} j}, \tag{C.8}
\end{equation*}
$$

where $i, j=1, \ldots, 4$ and $\bar{\imath}, \bar{\jmath}=\overline{1}, \ldots, \overline{6}$.
By using (C.2) we obtain the real form of $\mathfrak{o s p}(4 \mid 6)$ denoted by $\mathfrak{u o s p}(2,2 \mid 6)$. We can thus compute the 10 generators of the $\mathfrak{u s p}(2,2)$,

$$
\begin{array}{ll}
X_{1}=E_{14}+E_{41}, & X_{5}=E_{13}-E_{24}+\left(E_{31}-E_{42}\right), \\
X_{2}=i\left(E_{14}-E_{41}\right), & X_{6}=i\left(E_{13}-E_{24}-\left(E_{31}-E_{42}\right)\right), \\
X_{3}=E_{23}+E_{32}, & X_{7}=E_{12}+E_{34}-\left(E_{21}+E_{43}\right), \\
X_{4}=i\left(E_{23}-E_{32}\right), & X_{8}=i\left(E_{12}+E_{34}+\left(E_{21}+E_{43}\right)\right), \\
X_{9}=i\left(E_{11}-E_{44}\right), & X_{10}=i\left(E_{22}-E_{33}\right) .
\end{array}
$$

The commutation relations of these generators is given in Table C.1.

|  | $X_{1}$ | $X_{2}$ | $X_{3}$ | $X_{4}$ | $X_{5}$ | $X_{6}$ | $X_{7}$ | $X_{8}$ | $X_{9}$ | $X_{10}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $X_{1}$ | 0 | $-2 X_{9}$ | 0 | 0 | $-X_{7}$ | $X_{8}$ | $-X_{5}$ | $X_{6}$ | $-2 X_{2}$ | 0 |
| $X_{2}$ | $2 X_{9}$ | 0 | 0 | 0 | $-X_{8}$ | $-X_{7}$ | $-X_{6}$ | $-X_{5}$ | $2 X_{1}$ | 0 |
| $X_{3}$ | 0 | 0 | 0 | $-2 X_{10}$ | $-X_{7}$ | $-X_{8}$ | $-X_{5}$ | $-X_{6}$ | 0 | $-2 X_{4}$ |
| $X_{4}$ | 0 | 0 | $2 X_{10}$ | 0 | $X_{8}$ | $-X_{7}$ | $-X_{6}$ | $X_{5}$ | 0 | $2 X_{3}$ |
| $X_{5}$ | $X_{7}$ | $X_{8}$ | $X_{7}$ | $-X_{8}$ | 0 | $-2\left(X_{9}+X_{10}\right)$ | $2\left(X_{1}+X_{3}\right)$ | $2\left(X_{2}-X_{4}\right)$ | $-X_{6}$ | $-X_{6}$ |
| $X_{6}$ | $-X_{8}$ | $X_{7}$ | $X_{8}$ | $X_{7}$ | $2\left(X_{9}+X_{10}\right)$ | 0 | $2\left(X_{2}+X_{4}\right)$ | $-2\left(X_{1}-X_{3}\right)$ | $X_{5}$ | $X_{5}$ |
| $X_{7}$ | $X_{5}$ | $X_{6}$ | $X_{5}$ | $X_{6}$ | $-2\left(X_{1}+X_{3}\right)$ | $-2\left(X_{2}+X_{4}\right)$ | 0 | $2\left(X_{9}-X_{10}\right)$ | $-X_{8}$ | $X_{8}$ |
| $X_{8}$ | $-X_{6}$ | $X_{5}$ | $X_{6}$ | $-X_{5}$ | $-2\left(X_{2}-X_{4}\right)$ | $2\left(X_{1}-X_{3}\right)$ | $-2\left(X_{9}-X_{10}\right)$ | 0 | $X_{7}$ | $-X_{7}$ |
| $X_{9}$ | $2 X_{2}$ | $-2 X_{1}$ | 0 | 0 | $X_{6}$ | $-X_{5}$ | $X_{8}$ | $-X_{7}$ | 0 | 0 |
| $X_{10}$ | 0 | 0 | $2 X_{4}$ | $-2 X_{3}$ | $X_{6}$ | $-X_{5}$ | $-X_{8}$ | $X_{7}$ | 0 | 0 |

Table C.1: Algebra $\mathfrak{u s p}(2,2)$.

The 15 generators of $\mathfrak{s o}(6)$ are

$$
\begin{array}{lll}
Y_{1}=E_{\overline{1} \overline{2}}-E_{\overline{2} \overline{1}}, & Y_{6}=E_{\overline{2} \overline{3}}-E_{\overline{3} \overline{2}}, & Y_{11}=E_{\overline{3} \overline{5}}-E_{\overline{5}}, \\
Y_{2}=E_{\overline{1} \overline{3}}-E_{\overline{3} \overline{1}}, & Y_{7}=E_{\overline{2} \overline{4}}-E_{\overline{4} \overline{2}}, & Y_{12}=E_{\overline{3} \overline{\overline{6}}}-E_{\overline{6} \overline{3}}, \\
Y_{3}=E_{\overline{1} \overline{4}}-E_{\overline{4} \overline{1}}, & Y_{8}=E_{\overline{2} \overline{5}}-E_{\overline{5} \overline{2}}, & Y_{13}=E_{\overline{4} \overline{5}}-E_{\overline{5} \overline{4}}, \\
Y_{4}=E_{\overline{1} \overline{5}}-E_{\overline{5} \overline{1}}, & Y_{9}=E_{\overline{2} \overline{6}}-E_{\overline{6} \overline{2}}, & Y_{14}=E_{\overline{4} \overline{6}}-E_{\overline{6} \overline{4}}, \\
Y_{5}=E_{\overline{1} \overline{6}}-E_{\overline{6} \overline{1}}, & Y_{10}=E_{\overline{3} \overline{4}}-E_{\overline{4} \overline{3}}, & Y_{15}=E_{\overline{5} \overline{6}}-E_{\overline{6} \overline{5}}, \tag{C.10}
\end{array}
$$

whose commutation relations are given in Table C.2.

|  | $Y_{1}$ | $Y_{2}$ | $Y_{3}$ | $Y_{4}$ | $Y_{5}$ | $Y_{6}$ | $Y_{7}$ | $Y_{8}$ | $Y_{9}$ | $Y_{10}$ | $Y_{11}$ | $Y_{12}$ | $Y_{13}$ | $Y_{14}$ | $Y_{15}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Y_{1}$ | 0 | $-Y_{6}$ | $-Y_{7}$ | $-Y_{8}$ | $-Y_{9}$ | $Y_{2}$ | $Y_{3}$ | $Y_{4}$ | $Y_{5}$ | 0 | 0 | 0 | 0 | 0 | 0 |
| $Y_{2}$ | $Y_{6}$ | 0 | $-Y_{10}$ | $-Y_{11}$ | $-Y_{12}$ | $-Y_{1}$ | 0 | 0 | 0 | $Y_{3}$ | $Y_{4}$ | $Y_{5}$ | 0 | 0 | 0 |
| $Y_{3}$ | $Y_{7}$ | $Y_{10}$ | 0 | $-Y_{13}$ | $-Y_{14}$ | 0 | $-Y_{1}$ | 0 | 0 | $-Y_{2}$ | 0 | 0 | $Y_{4}$ | $Y_{5}$ | 0 |
| $Y_{4}$ | $Y_{8}$ | $Y_{11}$ | $Y_{13}$ | 0 | $-Y_{15}$ | 0 | 0 | $-Y_{1}$ | 0 | 0 | $-Y_{2}$ | 0 | $-Y_{3}$ | 0 | $Y_{5}$ |
| $Y_{5}$ | $Y_{9}$ | $Y_{12}$ | $Y_{14}$ | $Y_{15}$ | 0 | 0 | 0 | 0 | $-Y_{1}$ | 0 | 0 | $-Y_{2}$ | 0 | $-Y_{3}$ | $-Y_{4}$ |
| $Y_{6}$ | $-Y_{2}$ | $Y_{1}$ | 0 | 0 | 0 | 0 | $-Y_{10}$ | $-Y_{11}$ | $-Y_{12}$ | $Y_{7}$ | $Y_{8}$ | $Y_{9}$ | 0 | 0 | 0 |
| $Y_{7}$ | $-Y_{3}$ | 0 | $Y_{1}$ | 0 | 0 | $Y_{10}$ | 0 | $-Y_{13}$ | $-Y_{14}$ | $-Y_{6}$ | 0 | 0 | $Y_{8}$ | $Y_{9}$ | 0 |
| $Y_{8}$ | $-Y_{4}$ | 0 | 0 | $Y_{1}$ | 0 | $Y_{11}$ | $Y_{13}$ | 0 | $-Y_{15}$ | 0 | $-Y_{6}$ | 0 | $-Y_{7}$ | 0 | $Y_{9}$ |
| $Y_{9}$ | $-Y_{5}$ | 0 | 0 | 0 | $Y_{1}$ | $Y_{12}$ | $Y_{14}$ | $Y_{15}$ | 0 | 0 | 0 | $-Y_{6}$ | 0 | $-Y_{7}$ | $-Y_{8}$ |
| $Y_{10}$ | 0 | $-Y_{3}$ | $Y_{2}$ | 0 | 0 | $-Y_{7}$ | $Y_{6}$ | 0 | 0 | 0 | $-Y_{13}$ | $-Y_{14}$ | $Y_{11}$ | $Y_{12}$ | 0 |
| $Y_{11}$ | 0 | $-Y_{4}$ | 0 | $Y_{2}$ | 0 | $-Y_{8}$ | 0 | $Y_{6}$ | 0 | $Y_{13}$ | 0 | $-Y_{15}$ | $-Y_{10}$ | 0 | $Y_{12}$ |
| $Y_{12}$ | 0 | $-Y_{5}$ | 0 | 0 | $Y_{2}$ | $-Y_{9}$ | 0 | 0 | $Y_{6}$ | $Y_{14}$ | $Y_{15}$ | 0 | 0 | $-Y_{10}$ | $-Y_{11}$ |
| $Y_{13}$ | 0 | 0 | $-Y_{4}$ | $Y_{3}$ | 0 | 0 | $-Y_{8}$ | $Y_{7}$ | 0 | $-Y_{11}$ | $Y_{10}$ | 0 | 0 | $-Y_{15}$ | $Y_{14}$ |
| $Y_{14}$ | 0 | 0 | $-Y_{5}$ | 0 | $Y_{3}$ | 0 | $-Y_{9}$ | 0 | $Y_{7}$ | $-Y_{12}$ | 0 | $Y_{10}$ | $Y_{15}$ | 0 | $-Y_{13}$ |
| $Y_{15}$ | 0 | 0 | 0 | $-Y_{5}$ | $Y_{4}$ | 0 | 0 | $-Y_{9}$ | $Y_{8}$ | 0 | $-Y_{12}$ | $Y_{11}$ | $-Y_{14}$ | $Y_{13}$ | 0 |

Table C.2: Algebra $\mathfrak{s o}$ (6).

The 24 fermionic generators are

$$
\begin{align*}
& Q_{1 \bar{\imath}}=E_{1 \bar{\imath}}+E_{\bar{\imath} 1}+E_{4 \bar{\imath}}-E_{\bar{\imath} 4} \\
& Q_{2 \bar{\imath}}=E_{2 \bar{\imath}}+E_{\bar{\imath} 2}-E_{3 \bar{\imath}}+E_{\bar{\imath} 3} \\
& Q_{3 \bar{\imath}}=i\left(-E_{2 \bar{\imath}}+E_{\bar{\imath} 2}-E_{3 \bar{\imath}}-E_{\bar{\imath} 3}\right) \\
& Q_{4 \bar{\imath}}=i\left(-E_{1 \bar{\imath}}+E_{\bar{\imath} 1}+E_{4 \bar{\imath}}+E_{\bar{\imath} 4}\right) \tag{C.11}
\end{align*}
$$

where $\bar{\imath}=\overline{1}, \ldots, \overline{6}$. The anticommutation relations of these fermionic generators are given in Table C. 3 and Table C. 4

|  | $Q_{2 i}$ | $Q_{22}$ | $Q_{23}$ | $Q_{24}$ | $Q_{25}$ | $Q_{26}$ | $Q_{3 i}$ | $Q_{33}$ | $Q_{33}$ | $Q_{34}$ | $Q_{35}$ | $Q_{23}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Q_{\text {III }}$ | $-i\left(X_{6}+X_{8}\right)$ | 0 | 0 | 0 | 0 | 0 | $-i\left(X_{5}-X_{7}\right)$ | 0 | 0 | 0 | 0 | 0 |
| $Q_{12}$ | 0 | $-i\left(X_{6}+X_{8}\right)$ | 0 |  | 0 | 0 | 0 | $-i\left(X_{5}-X_{7}\right)$ | 0 | 0 | 0 |  |
| $Q_{13}$ | 0 | 0 | $-i\left(X_{6}+X_{8}\right)$ | 0 | 0 |  | 0 | 0 | $-i\left(X_{5}-X_{7}\right)$ | 0 | 0 |  |
| $Q_{14}$ | 0 |  | 0 | $-i\left(X_{6}+X_{8}\right)$ | 0 | 0 | 0 | 0 | 0 | $-i\left(X_{5}-X_{7}\right)$ | 0 | 0 |
| $Q_{15}$ | 0 | 0 | 0 | 0 | $-i\left(X_{6}+X_{8}\right)$ | 0 | 0 | 0 | 0 | 0 | $-i\left(X_{5}-X_{7}\right)$ | 0 |
| $Q_{16}$ | 0 | 0 | 0 | 0 | 0 | $-i\left(X_{6}+X_{8}\right)$ | 0 | 0 | 0 | 0 | 0 | $-i\left(X_{5}-X_{7}\right)$ |
| $Q_{2 i}$ | $-2 i\left(X_{10}+X_{4}\right)$ | 0 | 0 | 0 | 0 | 0 | $-2 i X_{3}$ | $-2 i Y_{1}$ | $-2 i Y_{2}$ | $-2 i Y_{3}$ | $-2 i Y_{4}$ | $-2 i Y_{5}$ |
| $Q_{22}$ | 0 | $-2 i\left(X_{10}+X_{4}\right)$ | 0 | 0 | 0 | 0 | $2 i Y_{1}$ | $-2 i X_{3}$ | $-2 i Y_{6}$ | $-2 i Y_{7}$ | $-2 i Y_{8}$ | $-2 i Y_{9}$ |
| $Q_{23}$ | 0 | 0 | $-2 i\left(X_{10}+X_{4}\right)$ | 0 | 0 | 0 | $2 i Y_{2}$ | $2 i_{6}$ | $-2 i X_{3}$ | $-2 i Y_{10}$ | $-2 i Y_{11}$ | $-2 i Y_{12}$ |
| $Q_{21}$ | 0 | 0 | 0 | $-2 i\left(X_{10}+X_{4}\right)$ | 0 | 0 | $2 i Y_{3}$ | ${ }_{2 i} Y_{7}$ | $2 i Y_{10}$ | $-2 i X_{3}$ | $-2 i Y_{13}$ | $-2 i Y_{14}$ |
| $Q_{25}$ | 0 | 0 | 0 | 0 | $-2 i\left(X_{10}+X_{4}\right)$ | 0 | $2 i Y_{4}$ | $2 i Y_{8}$ | $2 i Y_{11}$ | $2 i Y_{13}$ | $-2 i X_{3}$ | $-2 i Y_{15}$ |
| $Q_{26}$ | 0 | 0 | 0 | 0 | 0 | $-2 i\left(X_{10}+X_{4}\right)$ | $2 i Y_{5}$ | $2 i Y_{9}$ | $2 i Y_{12}$ | $2 i Y_{14}$ | $2 i Y_{15}$ | $-2 i X_{3}$ |
| $Q_{3 i}$ | $-2 i X_{3}$ | $2 i Y_{1}$ | $2 i Y_{2}$ | $2 i Y_{3}$ | $2 i Y_{4}$ | $2 i Y_{5}$ | $-2 i\left(X_{10}-X_{4}\right)$ | 0 |  | - | 0 | 0 |
| $Q_{32}$ | $-2 i Y_{1}$ | $-2 i X_{3}$ | $2 i Y_{6}$ | $2 i Y_{7}$ | $2 i Y_{8}$ | $2 i Y_{9}$ | 0 | $-2 i\left(X_{10}-X_{4}\right)$ | 0 | 0 | 0 | 0 |
| $Q_{23}$ | $-2 i Y_{2}$ | $-2 Y_{6}$ | $-2 i X_{3}$ | $2 i Y_{10}$ | ${ }_{2 i} Y_{11}$ | $2 i Y_{12}$ | 0 | 0 | $-2 i\left(X_{10}-X_{4}\right)$ | 0 | 0 | 0 |
| $Q_{34}$ | $-2 i Y_{3}$ | $-2 i Y_{7}$ | $-2 i Y_{10}$ | $-2 i X_{3}$ | $2 i Y_{13}$ | $2 i Y_{14}$ | 0 | 0 | 0 | $-2 i\left(X_{10}-X_{4}\right)$ | 0 | 0 |
| $Q_{35}$ | $-2 i Y_{4}$ | $-2 i Y_{8}$ | $-2 Y_{11}$ | $-2 i Y_{13}$ | $-2 i X_{3}$ | $2 i Y_{15}$ | 0 | 0 | 0 | 0 | $-2 i\left(X_{10}-X_{4}\right)$ | 0 |
| $Q_{36}$ | $-2 Y_{5}$ | $-2 i Y_{0}$ | $-2 i Y_{12}$ | $-2 i Y_{14}$ | $-2 i Y_{15}$ | $-2 i X_{3}$ | 0 | - | 0 | 0 | 0 | $-2 i\left(X_{10}-X_{4}\right)$ |
| $Q_{4 i}$ | $-i\left(X_{5}+X_{7}\right)$ | 0 | 0 | 0 | 0 | 0 | ${ }^{i}\left(X_{6}-X_{8}\right)$ | 0 | 0 | 0 | 0 | 0 |
| $Q_{42}$ | - | $-i\left(X_{5}+X_{7}\right)$ | 0 | 0 | 0 | 0 | 0 | $i^{i\left(X_{6}-X_{8}\right)}$ | 0 | 0 | 0 | 0 |
| $Q_{43}$ | 0 | 0 | $-i\left(X_{5}+X_{7}\right)$ | 0 | 0 | 0 | 0 |  | ${ }^{\text {i }}\left(X_{6}-X_{8}\right)$ |  | 0 | 0 |
| $Q_{\text {AI }}$ | 0 | 0 | 0 | $-i\left(X_{5}+X_{7}\right)$ | 0 |  | 0 | 0 | 0 | ${ }^{i\left(X_{6}-X_{8}\right)}$ | 0 |  |
| $Q_{45}$ | 0 | 0 | 0 | 0 | ${ }^{-i\left(X_{5}+X_{7}\right)}$ | 0 | 0 | 0 | 0 | - | ${ }^{i}\left(X_{6}-X_{8}\right)$ | 0 |
| $Q_{46}$ | 0 | 0 | 0 | 0 | 0 | $-i\left(X_{5}+X_{7}\right)$ | 0 | 0 |  | 0 | 0 | ${ }^{i}\left(X_{6}-X_{8}\right)$ |

Table C.3: Fermionic algebra. Part 1.

|  | $Q_{1 \overline{1}}$ | $Q_{1 \overline{2}}$ | $Q_{1 \overline{3}}$ | $Q_{1 \overline{4}}$ | $Q_{15}$ | $Q_{1 \overline{6}}$ | $Q_{4 \overline{1}}$ | $Q_{4 \overline{2}}$ | $Q_{4 \overline{3}}$ | $Q_{44}$ | $Q_{45}$ | $Q_{4 \overline{6}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Q_{1 \overline{1}}$ | $-2 i\left(X_{9}-X_{2}\right)$ | 0 | 0 | 0 | 0 | 0 | $2 i X_{1}$ | $-2 i Y_{1}$ | $-2 i Y_{2}$ | $-2 i Y_{3}$ | $-2 i Y_{4}$ | $-2 i Y_{5}$ |
| $Q_{1 \overline{2}}$ | 0 | $-2 i\left(X_{9}-X_{2}\right)$ | 0 | 0 | 0 | 0 | $2 i Y_{1}$ | $2 i X_{1}$ | $-2 i Y_{6}$ | $-2 i Y_{7}$ | $-2 i Y_{8}$ | $-2 i Y_{9}$ |
| $Q_{1 \overline{3}}$ | 0 | 0 | $-2 i\left(X_{9}-X_{2}\right)$ | 0 | 0 | 0 | $2 i Y_{2}$ | $2 i Y_{6}$ | $2 i X_{1}$ | $-2 i Y_{10}$ | $-2 i Y_{11}$ | $-2 i Y_{12}$ |
| $Q_{1 \overline{4}}$ | 0 | 0 | 0 | $-2 i\left(X_{9}-X_{2}\right)$ | 0 | 0 | $2 i Y_{3}$ | $2 i Y_{7}$ | $2 i Y_{10}$ | $2 i X_{1}$ | $-2 i Y_{13}$ | $-2 i Y_{14}$ |
| $Q_{15}$ | 0 | 0 | 0 | 0 | $-2 i\left(X_{9}-X_{2}\right)$ | 0 | $2 i Y_{4}$ | $2 i Y_{8}$ | $2 i Y_{11}$ | $2 i Y_{13}$ | $2 i X_{1}$ | $-2 i Y_{15}$ |
| $Q_{1 \overline{6}}$ | 0 | 0 | 0 | 0 | 0 | $-2 i\left(X_{9}-X_{2}\right)$ | $2 i Y_{5}$ | $2 i Y_{9}$ | $2 i Y_{12}$ | $2 i Y_{14}$ | $2 i Y_{15}$ | $2 i X_{1}$ |
| $Q_{2 \overline{1}}$ | $-i\left(X_{6}+X_{8}\right)$ | 0 | 0 | 0 | 0 | 0 | $-i\left(X_{5}+X_{7}\right)$ | 0 | 0 | 0 | 0 | 0 |
| $Q_{2 \overline{2}}$ | 0 | $-i\left(X_{6}+X_{8}\right)$ | 0 | 0 | 0 | 0 | 0 | $-i\left(X_{5}+X_{7}\right)$ | 0 | 0 | 0 | 0 |
| $Q_{2 \overline{3}}$ | 0 | 0 | $-i\left(X_{6}+X_{8}\right)$ | 0 | 0 | 0 | 0 | 0 | $-i\left(X_{5}+X_{7}\right)$ | 0 | 0 | 0 |
| $Q_{2 \overline{4}}$ | 0 | 0 | 0 | $-i\left(X_{6}+X_{8}\right)$ | 0 | 0 | 0 | 0 | 0 | $-i\left(X_{5}+X_{7}\right)$ | 0 | 0 |
| $Q_{2 \overline{5}}$ | 0 | 0 | 0 | 0 | $-i\left(X_{6}+X_{8}\right)$ | 0 | 0 | 0 | 0 | 0 | $-i\left(X_{5}+X_{7}\right)$ | 0 |
| $Q_{2 \overline{6}}$ | 0 | 0 | 0 | 0 | 0 | $-i\left(X_{6}+X_{8}\right)$ | 0 | 0 | 0 | 0 | 0 | $-i\left(X_{5}+X_{7}\right)$ |
| $Q_{3 \overline{1}}$ | $-i\left(X_{5}-X_{7}\right)$ | 0 | 0 | 0 | 0 | 0 | $i\left(X_{6}-X_{8}\right)$ | 0 | 0 | 0 | 0 | 0 |
| $Q_{3 \overline{2}}$ | 0 | $-i\left(X_{5}-X_{7}\right)$ | 0 | 0 | 0 | 0 | 0 | $i\left(X_{6}-X_{8}\right)$ | 0 | 0 | 0 | 0 |
| $Q_{3 \overline{3}}$ | 0 | 0 | $-i\left(X_{5}-X_{7}\right)$ | 0 | 0 | 0 | 0 | 0 | $i\left(X_{6}-X_{8}\right)$ | 0 | 0 | 0 |
| $Q_{3 \overline{4}}$ | 0 | 0 | 0 | $-i\left(X_{5}-X_{7}\right)$ | 0 | 0 | 0 | 0 | 0 | $i\left(X_{6}-X_{8}\right)$ | 0 | 0 |
| $Q_{3 \overline{5}}$ | 0 | 0 | 0 | 0 | $-i\left(X_{5}-X_{7}\right)$ | 0 | 0 | 0 | 0 | 0 | $i\left(X_{6}-X_{8}\right)$ | 0 |
| $Q_{3 \overline{6}}$ | 0 | 0 | 0 | 0 | 0 | $-i\left(X_{5}-X_{7}\right)$ | 0 | 0 | 0 | 0 | 0 | $i\left(X_{6}-X_{8}\right)$ |
| $Q_{4 \overline{1}}$ | $2 i X_{1}$ | $2 i Y_{1}$ | $2 i Y_{2}$ | $2 i Y_{3}$ | $2 i Y_{4}$ | $2 i Y_{5}$ | $-2 i\left(X_{9}+X_{2}\right)$ | 0 | 0 | 0 | 0 | 0 |
| $Q_{4 \overline{2}}$ | $-2 i Y_{1}$ | $2 i X_{1}$ | $2 i Y_{6}$ | $2 i Y_{7}$ | $2 i Y_{8}$ | $2 i Y_{9}$ | 0 | $-2 i\left(X_{9}+X_{2}\right)$ | 0 | 0 | 0 | 0 |
| $Q_{4 \overline{3}}$ | $-2 i Y_{2}$ | $-2 i Y_{6}$ | $2 i X_{1}$ | $2 i Y_{10}$ | $2 i Y_{11}$ | $2 i Y_{12}$ | 0 | 0 | $-2 i\left(X_{9}+X_{2}\right)$ | 0 | 0 | 0 |
| $Q_{4 \overline{4}}$ | $-2 i Y_{3}$ | $-2 i Y_{7}$ | $-2 i Y_{10}$ | $2 i X_{1}$ | $2 i Y_{13}$ | $2 i Y_{14}$ | 0 | 0 | 0 | $-2 i\left(X_{9}+X_{2}\right)$ | 0 | 0 |
| $Q_{4 \overline{5}}$ | $-2 i Y_{4}$ | $-2 i Y_{8}$ | $-2 i Y_{11}$ | $-2 i Y_{13}$ | $2 i X_{1}$ | $2 i Y_{15}$ | 0 | 0 | 0 | 0 | $-2 i\left(X_{9}+X_{2}\right)$ | 0 |
| $Q_{4 \overline{6}}$ | $-2 i Y_{5}$ | $-2 i Y_{9}$ | $-2 i Y_{12}$ | $-2 i Y_{14}$ | $-2 i Y_{15}$ | $2 i X_{1}$ | 0 | 0 | 0 | 0 | 0 | $-2 i\left(X_{9}+X_{2}\right)$ |

Table C.4: Fermionic algebra. Part 2.

## Appendix D

## Cartan-Weyl basis of $\mathfrak{u s p}(2,2)$ and $\mathfrak{s o}(6)$

In Section 3.2 we presented a brief introduction on the Cartan-Weyl basis whose algebra was given in (3.11). In particular, for $S O(2,3) \times S O(6) \simeq S p(2,2) \times S O(6)$, we computed the Cartan-Weyl decomposition. The Cartan matrices for $S p(4)$ and $S O(6)$ are respectively,

$$
\left(a_{i j}\right)_{S p(4)}=\left(\begin{array}{cc}
2 & -2  \tag{D.1}\\
-1 & 2
\end{array}\right), \quad\left(a_{i j}\right)_{S O(6)}=\left(\begin{array}{ccc}
2 & -1 & -1 \\
-1 & 2 & 0 \\
-1 & 0 & 2
\end{array}\right)
$$

whose orthogonal root systems are

$$
\begin{array}{ll}
S p(4): & \alpha_{1}=(1,-1), \alpha_{2}=(0,2) \\
S O(6): & \alpha_{1}=(1,-1,0), \alpha_{2}=(0,1,-1), \alpha_{3}=(0,1,1) \tag{D.3}
\end{array}
$$

such that $a_{i j}=2 \frac{\alpha_{i} \cdot \alpha_{j}}{\alpha_{i} \cdot \alpha_{i}}$ for both groups.

## D. 1 Cartan decomposition of $\mathfrak{u s p}(2,2)$

The Cartan generators $h_{j}$ with $j=1,2$, the positive simple roots $e_{j}$, and the negative simple roots $f_{j}$ are given by

$$
\begin{gather*}
e_{1}=E_{12}+E_{34}, \quad e_{2}=\frac{1}{\sqrt{2}} E_{23}, \\
f_{1}=E_{21}+E_{43}, \quad f_{2}=\frac{1}{\sqrt{2}} E_{32},  \tag{D.4}\\
h_{1}=E_{11}-E_{44}-E_{22}+E_{33}, \quad h_{2}=E_{22}-E_{33} .
\end{gather*}
$$

The non simple roots follow from the commutators

$$
\begin{array}{cc}
e_{3}=\left[e_{1}, e_{2}\right]=\frac{1}{\sqrt{2}}\left(E_{13}-E_{24}\right), & e_{4}=\left[e_{1},\left[e_{1}, e_{2}\right]\right]=-\frac{2}{\sqrt{2}} E_{14}, \\
f_{3}=\left[f_{1}, f_{2}\right]=-\frac{1}{\sqrt{2}}\left(E_{31}-E_{42}\right), \quad f_{4}=\left[f_{1},\left[f_{1}, f_{2}\right]\right]=-\frac{2}{\sqrt{2}} E_{41} . \tag{D.5}
\end{array}
$$

The basis for the Lie algebra $\mathfrak{u s p}(2,2)$ is then

$$
\begin{array}{cc}
X_{1}=-\frac{1}{\sqrt{2}}\left(e_{4}+f_{4}\right), & X_{2}=-\frac{i}{\sqrt{2}}\left(e_{4}-f_{4}\right), \\
X_{3}=\frac{2}{\sqrt{2}}\left(e_{2}+f_{2}\right), & X_{4}=\frac{2 i}{\sqrt{2}}\left(e_{2}-f_{2}\right), \\
X_{5}=\frac{2}{\sqrt{2}}\left(e_{3}-f_{3}\right), & X_{6}=\frac{2 i}{\sqrt{2}}\left(e_{3}+f_{3}\right),  \tag{D.6}\\
X_{7}=e_{1}-f_{1}, & X_{8}=i\left(e_{1}+f_{1}\right), \\
X_{9}=i\left(h_{1}+h_{2}\right), & X_{10}=i h_{2} .
\end{array}
$$

## D. 2 Cartan decomposition of $\mathfrak{s o}$ (6)

The roots of $S O(6)$ can be found in [86] (page 308),

$$
\begin{gather*}
H_{i}=T_{(2 i-1)(2 i)}, \\
E_{i j}^{(1)}=\frac{1}{2}\left[T_{(2 i)(2 j-1)}-i T_{(2 i-1)(2 j-1)}-i T_{(2 i)(2 j)}-T_{(2 i-1)(2 j)}\right], \\
E_{i j}^{(2)}=\frac{1}{2}\left[T_{(2 i)(2 j-1)}+i T_{(2 i-1)(2 j-1)}+i T_{(2 i)(2 j)}-T_{(2 i-1)(2 j)}\right],  \tag{D.7}\\
E_{i j}^{(3)}=\frac{1}{2}\left[T_{(2 i)(2 j-1)}-i T_{(2 i-1)(2 j-1)}+i T_{(2 i)(2 j)}+T_{(2 i-1)(2 j)}\right], \\
E_{i j}^{(4)}=\frac{1}{2}\left[T_{(2 i)(2 j-1)}+i T_{(2 i-1)(2 j-1)}-i T_{(2 i)(2 j)}-T_{(2 i-1)(2 j)}\right] .
\end{gather*}
$$

with $i, j=1,2,3$ and $\left(T_{i j}\right)_{k m}=-i\left(\delta_{i k} \delta_{j m}-\delta_{i m} \delta_{j k}\right)$. Here the generators labelled by ${ }^{(1)}$ and ${ }^{(3)}$ correspond to the positive roots and satisfy

$$
\begin{equation*}
\left[H_{k}, E_{\alpha_{i}}\right]=\left(\alpha_{i}\right)_{k} E_{\alpha_{i}}, \quad\left[E_{\alpha_{i}}, E_{-\alpha_{i}}\right]=\left(\alpha_{i}\right)_{k} H_{k} . \tag{D.8}
\end{equation*}
$$

Then, we find that the simple positive roots are

$$
\begin{equation*}
E_{\alpha_{1}}=E_{12}^{(1)}, \quad E_{\alpha_{2}}=E_{23}^{(1)}, \quad E_{\alpha_{3}}=E_{23}^{(3)} \tag{D.9}
\end{equation*}
$$

and the simple negative roots are

$$
\begin{equation*}
E_{-\alpha_{1}}=E_{12}^{(2)}, \quad E_{-\alpha_{2}}=E_{23}^{(2)}, \quad E_{-\alpha_{3}}=E_{23}^{(4)} . \tag{D.10}
\end{equation*}
$$

Under the redefinitions

$$
\begin{equation*}
\tilde{e}_{i}=\left(\frac{2}{\alpha_{i} \cdot \alpha_{i}}\right)^{1 / 2} E_{\alpha_{i}}, \quad \tilde{f}_{i}=\left(\frac{2}{\alpha_{i} \cdot \alpha_{i}}\right)^{1 / 2} E_{-\alpha_{i}}, \quad \tilde{h}_{i}=2 \frac{\alpha_{i} \cdot H}{\alpha_{i} \cdot \alpha_{i}}, \tag{D.11}
\end{equation*}
$$

they satisfy the Cartan-Weyl algebra. Explicitly, we have

$$
\begin{gather*}
\tilde{e}_{1}=E_{\alpha_{1}}=\frac{1}{2}\left(-i Y_{6}-Y_{2}-Y_{7}+i Y_{3}\right), \quad \tilde{e}_{2}=E_{\alpha_{2}}=\frac{1}{2}\left(-i Y_{13}-Y_{11}-Y_{14}+i Y_{12}\right), \\
\tilde{e}_{3}=E_{\alpha_{3}}=\frac{1}{2}\left(-i Y_{13}-Y_{11}+Y_{14}-i Y_{12}\right)=, \\
\tilde{f}_{1}=E_{-\alpha_{1}}=\frac{1}{2}\left(-i Y_{6}+Y_{2}+Y_{7}+i Y_{3}\right), \quad \tilde{f}_{2}=E_{-\alpha_{2}}=\frac{1}{2}\left(-i Y_{13}+Y_{11}+Y_{14}+i Y_{12}\right), \\
\tilde{f}_{3}=E_{-\alpha_{3}}=\frac{1}{2}\left(-i Y_{13}+Y_{11}-Y_{14}+i Y_{12}\right), \\
\tilde{h}_{1}=H_{1}-H_{2}=-i Y_{1}-Y_{10}, \quad \tilde{h}_{1}=H_{2}-H_{3}=-i Y_{10}-Y_{15}, \\
\tilde{h}_{3}=H_{2}+H_{3}=-i Y_{10}+Y_{15}, \tag{D.12}
\end{gather*}
$$

where $Y_{i}$ with $i=1, \ldots, 15$ are the generators of $\mathfrak{s o}(6)$ defined in (C.10).

## Appendix E

## $\mathfrak{s o}(2,3)$ and $\mathfrak{s u}(4)$ algebras

A basis for $\mathfrak{s o}(2,3)$
The 10 generators of $S O(2,3)$ can be written as

$$
\begin{equation*}
M_{A B}=\frac{i}{4}\left[\Gamma_{A}, \Gamma_{B}\right], \tag{E.1}
\end{equation*}
$$

and satisfy

$$
\begin{equation*}
\left[M_{A B}, M_{C D}\right]=i\left(\eta_{A D} M_{B C}+\eta_{B C} M_{A D}-\eta_{B D} M_{A C}-\eta_{A C} M_{B D}\right), \quad A=0, \ldots, 4, \tag{E.2}
\end{equation*}
$$

where $A, B=0,1,2,3,4$. We choose the following representation for the $S O(2,3) \Gamma_{A}$ matrices,

$$
\begin{gather*}
\left\{\Gamma_{A}, \Gamma_{B}\right\}=2 \eta_{A B}  \tag{E.3}\\
\Gamma_{A}=\left\{\begin{array}{cc}
i \gamma_{5} \gamma_{\mu} & A=\mu=0,1,2,3 \\
\gamma_{5}=i \gamma_{0} \gamma_{1} \gamma_{2} \gamma_{3} & A=4
\end{array}\right. \tag{E.4}
\end{gather*}
$$

with $\eta_{A B}=\operatorname{diag}(+---+)$, and $\gamma_{\mu}$ are the gamma matrices in a Dirac representation $S O(1,3)$ [77] (see [46] for a different choice),

$$
\begin{align*}
& \gamma_{0}=\left(\begin{array}{cc}
1_{2} & 0 \\
0 & -1_{2}
\end{array}\right), \gamma_{1}=\left(\begin{array}{cc}
0 & \sigma_{3} \\
-\sigma_{3} & 0
\end{array}\right), \\
& \gamma_{2}=\left(\begin{array}{cc}
0 & \sigma_{1} \\
-\sigma_{1} & 0
\end{array}\right), \quad \gamma_{3}=\left(\begin{array}{cc}
0 & \sigma_{2} \\
-\sigma_{2} & 0
\end{array}\right) . \tag{E.5}
\end{align*}
$$

And,

$$
\gamma_{5}=\left(\begin{array}{cc}
0 & -1_{2}  \tag{E.6}\\
-1_{2} & 0
\end{array}\right)
$$

From (E.1), we get

$$
\begin{equation*}
M_{\mu \nu}=\frac{i}{4}\left[\gamma_{\mu}, \gamma_{\nu}\right], \quad M_{\mu 4}=\frac{1}{2} \gamma_{\mu}, \quad \mu, \nu=0,1,2,3 . \tag{E.7}
\end{equation*}
$$

In order to explicit the conformal group, let us split the indices as

$$
\begin{equation*}
M_{A B}=\left\{M_{a b}, M_{a 3}, M_{a 4}, M_{34}\right\}, \quad a, b=0,1,2, \tag{E.8}
\end{equation*}
$$

such that $\eta_{a b}=\operatorname{diag}(+,-,-)$ Let us define 77]

$$
\begin{align*}
P_{a} & =M_{a 4}+M_{a 3} \\
K_{a} & =M_{a 4}-M_{a 3} \\
D & =i M_{34} \tag{E.9}
\end{align*}
$$

The conformal algebra $S O(2,3)$ is then

$$
\begin{align*}
{\left[M_{a b}, M_{c d}\right] } & =i\left(\eta_{a d} M_{b c}+\eta_{b c} M_{a d}-\eta_{a c} M_{b d}-\eta_{b d} M_{a c}\right) \\
{\left[M_{a b}, D\right] } & =0 \\
{\left[D, P_{a}\right] } & =i P_{a} \\
{\left[D, K_{a}\right] } & =-i K_{a}  \tag{E.10}\\
{\left[K_{a}, P_{a}\right] } & =2 i \eta_{a b} D-2 i M_{a b} \\
{\left[M_{a b}, P_{c}\right] } & =-i\left(\eta_{a c} P_{b}-\eta_{b c} P_{a}\right) \\
{\left[M_{a b}, K_{c}\right] } & =-i\left(\eta_{a c} K_{b}-\eta_{b c} K_{a}\right) .
\end{align*}
$$

## A basis for $\mathfrak{s u}(4)$

A basis for $\mathfrak{s u}(4)$ can be constructed in terms of anti-Hermitian $4 \times 4$ matrices known as Gell-Mann matrices,

$$
\begin{array}{ll}
\lambda_{1}=\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), & \lambda_{2}=\left(\begin{array}{cccc}
0 & -i & 0 & 0 \\
i & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right),
\end{array} \quad \lambda_{3}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right),
$$

[^9]\[

$$
\begin{align*}
& \lambda_{7}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & -i & 0 \\
0 & i & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad \lambda_{8}=\frac{1}{\sqrt{3}}\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -2 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad \lambda_{9}=\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right), \\
& \lambda_{10}=\left(\begin{array}{cccc}
0 & 0 & 0 & -i \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
i & 0 & 0 & 0
\end{array}\right), \quad \lambda_{11}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right), \quad \lambda_{12}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & -i \\
0 & 0 & 0 & 0 \\
0 & i & 0 & 0
\end{array}\right) \text {, } \\
& \lambda_{13}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right), \quad \lambda_{14}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & -i \\
0 & 0 & i & 0
\end{array}\right), \quad \lambda_{15}=\frac{1}{\sqrt{6}}\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -3
\end{array}\right) \text {. } \tag{E.11}
\end{align*}
$$
\]

The first 8 matrices form a basis for $\mathfrak{s u}(3) \subset \mathfrak{s u}(4)$. Furthermore, these matrices are orthogonal and satisfy

$$
\begin{equation*}
\operatorname{Tr}\left(\lambda_{m} \lambda_{n}\right)=2 \delta_{m n}, \quad m=1, \ldots, 15, \tag{E.12}
\end{equation*}
$$

and commutation relations

$$
\begin{equation*}
\left[\lambda_{m}, \lambda_{n}\right]=2 i f_{m n}^{p} \lambda_{p} . \tag{E.13}
\end{equation*}
$$

A list of non-vanishing structure constants can be found in [87]. In this representation the Cartan generators are given by $\lambda_{3}, \lambda_{8}$ and $\lambda_{15}$.

## Bibliography

[1] Juan Martin Maldacena. The Large N limit of superconformal field theories and supergravity. Int. J. Theor. Phys., 38:1113-1133, 1999, [arXiv: hep-th/9711200].
[2] R. R. Metsaev and Arkady A. Tseytlin. Type IIB superstring action in $A d S_{5} \times S^{5}$ background. Nucl. Phys., B533:109-126, 1998, [arXiv: hep-th/9805028].
[3] Iosif Bena, Joseph Polchinski, and Radu Roiban. Hidden symmetries of the $A d S_{5} \times S^{5}$ superstring. Phys. Rev., D69:046002, 2004, [arXiv: hep-th/0305116].
[4] Ctirad Klimcik. Yang-Baxter sigma models and dS/AdS T duality. JHEP, 12:051, 2002, [arXiv: hep-th/0210095].
[5] Ctirad Klimcik. On integrability of the Yang-Baxter sigma-model. J. Math. Phys., 50:043508, 2009, [arXiv: hep-th/0802.3518].
[6] V. G. Drinfeld. Hopf algebras and the quantum Yang-Baxter equation. Sov. Math. Dokl., 32:254-258, 1985. [Dokl. Akad. Nauk Ser. Fiz.283,1060(1985)].
[7] Michio Jimbo. A q difference analog of $\mathrm{U}(\mathrm{g})$ and the Yang-Baxter equation. Lett. Math. Phys., 10:63-69, 1985.
[8] Francois Delduc, Marc Magro, and Benoit Vicedo. On classical $q$-deformations of integrable sigma-models. JHEP, 11:192, 2013, [arXiv: hep-th/1308.3581].
[9] Francois Delduc, Marc Magro, and Benoit Vicedo. An integrable deformation of the $A d S_{5} \times$ $S^{5}$ superstring action. Phys. Rev. Lett., 112(5):051601, 2014, [arXiv: hep-th/1309.5850].
[10] Francois Delduc, Marc Magro, and Benoit Vicedo. Derivation of the action and symmetries of the $q$-deformed $A d S_{5} \times S^{5}$ superstring. JHEP, 10:132, 2014, [arXiv: hep-th/1406.6286].
[11] Gleb Arutyunov, Riccardo Borsato, and Sergey Frolov. S-matrix for strings on $\eta$-deformed $A d S_{5} \times S^{5} . J H E P, 04: 002,2014$, [arXiv: hep-th/1312.3542].
[12] Gleb Arutyunov, Riccardo Borsato, and Sergey Frolov. Puzzles of $\eta$-deformed $A d S_{5} \times S^{5}$. JHEP, 12:049, 2015, [arXiv: hep-th/1507.04239].
[13] G. Arutyunov, S. Frolov, B. Hoare, R. Roiban, and A. A. Tseytlin. Scale invariance of the $\eta$-deformed $A d S_{5} \times S^{5}$ superstring, T-duality and modified type II equations. Nucl. Phys., B903:262-303, 2016, [arXiv: hep-th/1511.05795].
[14] L. Wulff and A. A. Tseytlin. Kappa-symmetry of superstring sigma model and generalized 10d supergravity equations. JHEP, 06:174, 2016, [arXiv: hep-th/1605.04884].
[15] Ben Hoare and Fiona K. Seibold. Supergravity backgrounds of the $\eta$-deformed $\mathrm{AdS}_{2} \times S^{2} \times T^{6}$ and $A d S_{5} \times S^{5}$ superstrings. JHEP, 01:125, 2019, [arXiv: hep-th/1811.07841].
[16] Héctor A. Benítez and Victor O. Rivelles. Yang-Baxter deformations of the $A d S_{5} \times S^{5}$ pure spinor superstring. JHEP, 02:056, 2019, [arXiv: hep-th/1807.10432].
[17] Takuya Matsumoto and Kentaroh Yoshida. Yang-Baxter sigma models based on the CYBE. Nucl. Phys., B893:287-304, 2015, [arXiv: hep-th/1501.03665].
[18] Io Kawaguchi, Takuya Matsumoto, and Kentaroh Yoshida. Jordanian deformations of the $A d S_{5} \times S^{5}$ superstring. JHEP, 04:153, 2014, [arXiv: hep-th/1401.4855].
[19] Takuya Matsumoto and Kentaroh Yoshida. Lunin-Maldacena backgrounds from the classical Yang-Baxter equation - towards the gravity/CYBE correspondence. JHEP, 06:135, 2014, [arXiv: hep-th/1404.1838].
[20] Takuya Matsumoto and Kentaroh Yoshida. Integrability of classical strings dual for noncommutative gauge theories. JHEP, 06:163, 2014, [arXiv: hep-th/1404.3657].
[21] Takuya Matsumoto and Kentaroh Yoshida. Schrödinger geometries arising from Yang-Baxter deformations. JHEP, 04:180, 2015, [arXiv: hep-th/1502.00740].
[22] Hideki Kyono and Kentaroh Yoshida. Supercoset construction of Yang-Baxter deformed $\operatorname{AdS} S_{5} \times S^{5}$ backgrounds. PTEP, 2016(8):083B03, 2016, [arXiv: hep-th/1605.02519].
[23] Oleg Lunin and Juan Martin Maldacena. Deforming field theories with $U(1) \times U(1)$ global symmetry and their gravity duals. JHEP, 05:033, 2005, [arXiv: hep-th/0502086].
[24] Sergey Frolov. Lax pair for strings in Lunin-Maldacena background. JHEP, 05:069, 2005, [arXiv: hep-th/0503201].
[25] Akikazu Hashimoto and N. Itzhaki. Noncommutative Yang-Mills and the AdS/CFT correspondence. Phys. Lett., B465:142-147, 1999, [arXiv: hep-th/9907166].
[26] Juan Martin Maldacena and Jorge G. Russo. Large N limit of noncommutative gauge theories. JHEP, 09:025, 1999, [arXiv: hep-th/9908134].
[27] Juan Maldacena, Dario Martelli, and Yuji Tachikawa. Comments on string theory backgrounds with non-relativistic conformal symmetry. JHEP, 10:072, 2008, [arXiv: hep-th/0807.1100].
[28] Christopher P. Herzog, Mukund Rangamani, and Simon F. Ross. Heating up Galilean holography. JHEP, 11:080, 2008, [arXiv: hep-th/0807.1099].
[29] Allan Adams, Koushik Balasubramanian, and John McGreevy. Hot Spacetimes for Cold Atoms. JHEP, 11:059, 2008, [arXiv: hep-th/0807.1111].
[30] David Osten and Stijn J. van Tongeren. Abelian Yang-Baxter deformations and TsT transformations. Nucl. Phys., B915:184-205, 2017, [arXiv: hep-th/1608.08504].
[31] Domenico Orlando, Susanne Reffert, Jun-ichi Sakamoto, and Kentaroh Yoshida. Generalized type IIB supergravity equations and non-Abelian classical r-matrices. J. Phys., A49(44):445403, 2016, [arXiv: hep-th/1607.00795].
[32] B. Hoare and A. A. Tseytlin. Homogeneous Yang-Baxter deformations as non-abelian duals of the $A d S_{5}$ sigma-model. J. Phys., A49(49):494001, 2016, [arXiv: hep-th/1609.02550].
[33] Riccardo Borsato and Linus Wulff. Integrable Deformations of $T$-Dual $\sigma$ Models. Phys. Rev. Lett., 117(25):251602, 2016, [arXiv: hep-th/1609.09834].
[34] Riccardo Borsato and Linus Wulff. On non-abelian T-duality and deformations of supercoset string sigma-models. JHEP, 10:024, 2017, [arXiv: hep-th/1706.10169].
[35] Konstadinos Sfetsos. Integrable interpolations: From exact CFTs to non-Abelian T-duals. Nucl. Phys., B880:225-246, 2014, [arXiv: hep-th/1312.4560].
[36] Timothy J. Hollowood, J. Luis Miramontes, and David M. Schmidtt. Integrable Deformations of Strings on Symmetric Spaces. JHEP, 11:009, 2014, [arXiv: hep-th/1407.2840].
[37] Timothy J. Hollowood, J. Luis Miramontes, and David M. Schmidtt. An Integrable Deformation of the $A d S_{5} \times S^{5}$ Superstring. J. Phys., A47(49):495402, 2014, [arXiv: hepth/1409.1538].
[38] Héctor A. Benítez and David M. Schmidtt. $\lambda$-deformation of the $A d S_{5} \times S^{5}$ pure spinor superstring. JHEP, 10:108, 2019, [arXiv: hep-th/1907.13197].
[39] C. Klimcik and P. Severa. Dual nonAbelian duality and the Drinfeld double. Phys. Lett., B351:455-462, 1995, [arXiv: hep-th/9502122].
[40] C. Klimcik. Poisson-Lie T duality. Nucl. Phys. Proc. Suppl., 46:116-121, 1996, [arXiv: hep-th/9509095].
[41] C. Klimcik and P. Severa. Poisson-Lie T duality and loop groups of Drinfeld doubles. Phys. Lett., B372:65-71, 1996, [arXiv: hep-th/9512040].
[42] Ctirad Klimcik. $\eta$ and $\lambda$ deformations as $\mathcal{E}$-models. Nucl. Phys., B900:259-272, 2015, [arXiv: hep-th/1508.05832].
[43] Ben Hoare and Fiona K. Seibold. Poisson-Lie duals of the $\eta$ deformed symmetric space sigma model. JHEP, 11:014, 2017, [arXiv: hep-th/1709.01448].
[44] Ben Hoare and Fiona K. Seibold. Poisson-Lie duals of the $\eta$-deformed $\operatorname{AdS}_{2} \times \mathrm{S}^{2} \times \mathrm{T}^{6}$ superstring. JHEP, 08:107, 2018, [arXiv: hep-th/1807.04608].
[45] Ofer Aharony, Oren Bergman, Daniel Louis Jafferis, and Juan Maldacena. $\mathcal{N}=6$ superconformal Chern-Simons-matter theories, M2-branes and their gravity duals. JHEP, 10:091, 2008, [arXiv: hep-th/0806.1218].
[46] Gleb Arutyunov and Sergey Frolov. Superstrings on $A d S_{4} \times \mathbb{C P}^{3}$ as a Coset Sigma-model. JHEP, 09:129, 2008, [arXiv: hep-th/0806.4940].
[47] B. Stefanski, jr. Green-Schwarz action for Type IIA strings on $A d S_{4} \times \mathbb{C P}^{3}$. Nucl. Phys., B808:80-87, 2009, [arXiv: hep-th/0806.4948].
[48] René Negrón and Victor O. Rivelles. Yang-Baxter deformations of the $A d S_{4} \times \mathbb{C P}^{3}$ superstring sigma model. JHEP, 11:043, 2018, [arXiv: hep-th/1809.01174].
[49] Emiliano Imeroni. On deformed gauge theories and their string/M-theory duals. JHEP, 10:026, 2008, [arXiv: hep-th/0808.1271].
[50] Riccardo Borsato and Linus Wulff. Target space supergeometry of $\eta$ and $\lambda$-deformed strings. JHEP, 10:045, 2016, [arXiv: hep-th/1608.03570].
[51] Nikolay Bobev and Arnab Kundu. Deformations of Holographic Duals to Non-Relativistic CFTs. JHEP, 07:098, 2009, [arXiv: hep-th/0904.2873].
[52] Gleb Arutyunov and Sergey Frolov. Foundations of the $A d S_{5} \times S^{5}$ Superstring. Part I. J. Phys., A42:254003, 2009, [arXiv: hep-th/0901.4937].
[53] Michael B. Green and John H. Schwarz. Covariant Description of Superstrings. Phys. Lett., 136B:367-370, 1984.
[54] Michael B. Green and John H. Schwarz. Properties of the Covariant Formulation of Superstring Theories. Nucl. Phys., B243:285-306, 1984.
[55] Marc Henneaux and Luca Mezincescu. A Sigma Model Interpretation of Green-Schwarz Covariant Superstring Action. Phys. Lett., 152B:340-342, 1985.
[56] Marcus T. Grisaru, Paul S. Howe, L. Mezincescu, B. Nilsson, and P. K. Townsend. N=2 Superstrings in a Supergravity Background. Phys. Lett., 162B:116-120, 1985.
[57] Luca Mazzucato. Superstrings in AdS. Phys. Rept., 521:1-68, 2012, [arXiv: hepth/1104.2604].
[58] L. Castellani, R. D'Auria, and P. Fre. Supergravity and Superstrings. A Geometric Perspective. Vol. 1: Mathematical Foundations. World Scientific, 1991.
[59] P.G. Frè. Advances in Geometry and Lie Algebras from Supergravity. Theoretical and Mathematical Physics. Springer International Publishing, 2018.
[60] M. Nakahara. Geometry, Topology and Physics, Second Edition. Graduate student series in physics. Taylor \& Francis, 2003.
[61] V. G. Kac. Lie Superalgebras. Adv. Math., 26:8-96, 1977.
[62] W. Nahm. Supersymmetries and their Representations. Nucl. Phys., B135:149, 1978.
[63] Edward Witten. Nonabelian Bosonization in Two-Dimensions. Commun. Math. Phys., 92:455-472, 1984.
[64] Ofer Aharony, Steven S. Gubser, Juan Martin Maldacena, Hirosi Ooguri, and Yaron Oz. Large N field theories, string theory and gravity. Phys. Rept., 323:183-386, 2000, [arXiv: hepth/9905111].
[65] Ian N. McArthur. Kappa symmetry of Green-Schwarz actions in coset superspaces. Nucl. Phys., B573:811-829, 2000, [arXiv: hep-th/9908045].
[66] G. Arutyunov. Elements of Classical and Quantum Integrable Systems. UNITEXT for Physics. Springer International Publishing, 2019.
[67] I. V. Cherednik. Relativistically Invariant Quasiclassical Limits of Integrable Twodimensional Quantum Models. Theor. Math. Phys., 47:422-425, 1981. [Teor. Mat. Fiz.47,225(1981)].
[68] M. Jimbo. Yang-Baxter Equation in Integrable Systems. Advanced series in mathematical physics. World Scientific, 1990.
[69] V. Chari and A.N. Pressley. A Guide to Quantum Groups. Cambridge University Press, 1995.
[70] O. Babelon, D. Bernard, M. Talon, Cambridge University Press, P.V. Landshoff, D.R. Nelson, D.W. Sciama, and S. Weinberg. Introduction to Classical Integrable Systems. Cambridge Monographs on Mathematical Physics. Cambridge University Press, 2003.
[71] Y. Kosmann-Schwarzbach, B. Grammaticos, and K.M. Tamizhmani. Integrability of Nonlinear Systems. Lecture Notes in Physics. Springer Berlin Heidelberg, 2004.
[72] M. A. Semenov-Tyan-Shanskii. Integrable Systems : the r-matrix Approach. RIMS-1650, 2008.
[73] Io Kawaguchi, Takuya Matsumoto, and Kentaroh Yoshida. A Jordanian deformation of AdS space in type IIB supergravity. JHEP, 06:146, 2014, [arXiv: hep-th/1402.6147].
[74] Stijn J. van Tongeren. Unimodular jordanian deformations of integrable superstrings. SciPost Phys., 7:011, 2019, [arXiv: hep-th/1904.08892].
[75] Gabriela P. Ovando. Four dimensional symplectic lie algebras, 2004, [arXiv: math/0407501].
[76] Domenico Orlando, Susanne Reffert, Jun-ichi Sakamoto, Yuta Sekiguchi, and Kentaroh Yoshida. Yang-Baxter deformations and generalized supergravity - A short summary. 2019, [arXiv: hep-th/1912.02553].
[77] Davide Fabbri, Pietro Fre, Leonardo Gualtieri, and Piet Termonia. $\operatorname{Osp}(N \mid 4)$ supermultiplets as conformal superfields on partial $A d S_{4}$ and the generic form of $N=2, D=3$ gauge theories. Class. Quant. Grav., 17:55-92, 2000, [arXiv: hep-th/9905134].
[78] Jaume Gomis, Dmitri Sorokin, and Linus Wulff. The Complete $A d S_{4} \times \mathbb{C P}^{3}$ superspace for the type IIA superstring and D-branes. JHEP, 03:015, 2009, [arXiv: hep-th/0811.1566].
[79] Dmitri Sorokin and Linus Wulff. Evidence for the classical integrability of the complete $A d S_{4} \times \mathbb{C P}^{3}$ superstring. JHEP, 11:143, 2010, [arXiv: hep-th/1009.3498].
[80] Alessandra Cagnazzo, Dmitri Sorokin, and Linus Wulff. More on integrable structures of superstrings in $A d S_{4} \times \mathbb{C P}^{3}$ and $A d S_{2} \times S^{2} \times T^{6}$ superbackgrounds. JHEP, 01:004, 2012, [arXiv: hep-th/1111.4197].
[81] Dmitri Sorokin. Integrability of strings in non-maximally supersymmetric AdS superbackgrounds. Phys. Scripta, 02:028501, 2012.
[82] Leonardo Castellani. On $G / H$ geometry and its use in M theory compactifications. Annals Phys., 287:1-13, 2001, [arXiv: hep-th/9912277].
[83] P. Marcos Crichigno, Takuya Matsumoto, and Kentaroh Yoshida. Deformations of $T^{1,1}$ as Yang-Baxter sigma models. JHEP, 12:085, 2014, [arXiv: hep-th/1406.2249].
[84] Daniel C. Thompson. Generalised T-duality and Integrable Deformations. Fortsch. Phys., 64:349-353, 2016, [arXiv: hep-th/1512.04732].
[85] Saskia Demulder, Falk Hassler, Giacomo Piccinini, and Daniel C. Thompson. Integrable deformation of $\mathbb{C P}^{n}$ and generalised Kaehler geometry. 2020, [arXiv: hep-th/2002.11144].
[86] Z. Ma. Group Theory for Physicists. World Scientific, 2007.
[87] W. Pfeifer. The Lie Algebras su(N): An Introduction. Birkhäuser Basel, 2003.

En el principio era el Verbo, y el Verbo era con Dios, y el Verbo era Dios. Este era en el principio con Dios. Todas las cosas por él fueron hechas, y sin él nada de lo que ha sido hecho, fue hecho.
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[^1]:    ${ }^{1} \mathrm{~A}$ little change of notation was made here with respect to the previous section, we use hats instead of bars to discriminate the chirality of the spinorial coordinates.

[^2]:    ${ }^{2}$ Henceforth $G$ refers to a supergroup with superalgebra $\mathfrak{g}$.

[^3]:    ${ }^{3}$ The center of a group is defined as $Z(G)=\{z \in G \mid \forall g \in G, z g=g z\}$

[^4]:    ${ }^{4}$ Since $\left[A^{(0)}, A^{(0)}\right] \subset A^{(0)}$ in (2.46).
    ${ }^{5}$ Here $\alpha$ and $\beta$ denote worldsheet coordinates, so you should not confuse them with spinorial indices.

[^5]:    ${ }^{6}$ We use here the Baker-Hausdorff formula

    $$
    e^{X} Y e^{-X}=Y+[X, Y]+\frac{1}{2}[X,[X, Y]]+\ldots
    $$

[^6]:    ${ }^{1}$ The function composition is defined as $f \circ g(x)=f(g(x))$

[^7]:    ${ }^{1}$ As was mentioned at the end of Section 3.4.1, it is not possible to construct unimodular nonabelian $r$-matrices for compact Lie algebras [76]

[^8]:    ${ }^{2}$ We have denoted the 10 generators of $\mathfrak{s o}(2,3)$ as $f_{A}=\left\{D, M_{01}, M_{02}, M_{12}, P_{0}, P_{1}, P_{2}, K_{0}, K_{1}, K_{2}\right\}$. $F_{A}$ is simply the extension to a supermatrix of these generators and the algebra they satisfy is given in (E.10) of Appendix E

[^9]:    ${ }^{1}$ This is going to be the signature on the Minkowskian boundary of $A d S_{4}$.

