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Thesis submitted to the Physics Institute of the University

of São Paulo in partial fulfillment of the requirements for

the degree of Doctor of Science.

Examining Committee:
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de Pinho Vieira. This is not my investigation, it is our investigation.

• To Eduardo Nascimento for the long hours of talks about nematics liquid crystals. In my

head you were always my cosupervisor.

• To Carlos Eduardo Fiore and his research group for the collaborations (especially Carlos

Fernandez and Angel Leiva), I always felt like one of you.

• For the Cuban community of Rio Pequeno for the aid received at the birth of my daughter.

• To my family for their unconditional support.

• For the agencies CNPq and FAPESP, and for the INCT-FCx (Instituto Nacional de Ciêntica
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Abstract

We employ different extensions of the mean-field Maier-Saupe model with discrete orientational

states to study the phase behavior of statistical models for nematogenic mixtures. More specif-

ically, we study two problems: (i) dilution effects on liquid crystals and (ii) binary mixtures

of nematogens and dipolar nanoparticles. For the dilution problem, the phase behavior of the

systems is investigated in terms of the strength of the isotropic interaction between anisotropic

objects, as well as the degree of biaxiality and the concentration of those units. We obtain phase

diagrams with isotropic phases and stable biaxial and uniaxial nematic structures, various phase

coexistences, many types of critical and multicritical behavior, such as ordinary vapor-liquid

critical points, critical end points, and tricritical points, as well as distinct Landau-like multi-

critical points. For the problem involving dipolar nanoparticles, we have an extra parameter, the

strength of the interaction between objects of different nature. We obtain phase diagrams with

reentrant biaxial structures, ordinary dipolar-rich−dipolar-poor critical points, tricritical points,

Landau multicritical points, and various other types of critical behavior. We present a perturba-

tive calculation to study the effects produced in the liquid-crystal host when doping with small

amounts of dipolar particles. For both problems, our results widen the possibilities of relating

the phenomenological coefficients of the Landau–de Gennes expansion to microscopic param-

eters, allowing an improved interpretation of theoretical fittings to experimental data.

Keywords: microscopic models; liquid crystals; dipolar nanoparticles; biaxial nematic struc-

tures; Landau-like multicritical points
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Resumo

Empregamos diferentes extensões do modelo Maier-Saupe de campo médio com estados de

orientação discretos para estudar o comportamento de fase de modelos estatı́sticos para mis-

turas nematogênicas. Especificamente, estudamos dois problemas: (i) efeitos de diluição em

cristais lı́quidos e (ii) misturas binárias de nematógenos e nanopartı́culas dipolares. No pro-

blema da diluição, o comportamento de fase dos sistemas é investigado em termos da interação

isotrópica entre objetos anisotrópicos, bem como do grau de biaxialidade e da concentração

dessas unidades. Obtemos diagramas com fases isotrópicas e estruturas nemáticas biaxiais

e uniaxiais estáveis, várias coexistências de fase, muitos tipos de comportamento crı́tico e

multicrı́tico, como pontos crı́ticos comuns de vapor-lı́quido, pontos crı́ticos terminais e pon-

tos tricrı́ticos, bem como distintos pontos multicrı́ticos de Landau. No problema envolvendo

nanopartı́culas dipolares, temos um parâmetro extra, a interação entre objetos de diferentes na-

turezas. Obtemos diagramas de fase com estruturas biaxiais reentrantes, pontos crı́ticos comuns

entre fases ricas e pobres em dipolos, pontos tricrı́ticos, pontos multicrı́ticos de Landau e vários

outros tipos de comportamento crı́tico. Apresentamos um cálculo perturbativo para estudar

os efeitos produzidos no cristal lı́quido hospedeiro ao dopá-lo com pequenas quantidades de

partı́culas dipolares. Para ambos os problemas, nossos resultados ampliam as possibilidades

de relacionar os coeficientes fenomenológicos da expansão de Landau–de Gennes a parâmetros

microscópicos, permitindo uma melhor interpretação dos ajustes teóricos aos dados experimen-

tais.

Palavras-chave: modelos microscópicos; cristais lı́quidos; nanopartı́culas dipolares; estruturas

nemáticas biaxiais; pontos multicrı́ticos de Landau
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Chapter 1

Brief Introduction

Nematic mesophases are probably the simplest states of matter observed in liquid crystals (LCs)
that exhibit long-range orientational order in the absence of translational symmetry breaking [1–
4]. An uniaxial nematic liquid crystal (NLC) is characterized macroscopically by orientation-
dependent physical properties (e.g., optical and magnetic anisotropies), which lead to the def-
inition of the nematic director. Notwithstanding, the breaking of isotropy in the plane per-
pendicular to the uniaxial director may lead to the elusive biaxial state, whose possibility was
theoretically pointed out by Freiser [5], using a generalization of the Maier-Saupe theory [6].
After the paper of Freiser, the characterization of biaxial nematic phases in LCs gained interest,
and many of the ideas introduced in uniaxial systems were extended to biaxial systems [7–10].
In 1980 the biaxial nematic phase was finally found experimentally by Yu and Saupe [11] in
a lyotropic LC (KL-1-decanol-D2O) and subsequently observed in many other lyotropic sys-
tems [12–15]. The observation of biaxial nematic phases in thermotropic LCs is less frequent,
but there is experimental evidence of their existence [16, 17].

In recent years, colleagues at the Institute of Physics at the University of São Paulo (IFUSP)
have carried out a large number of investigations [18–25] with the aim of studying the stability
of biaxial structures in LCs. Many of these works are based on simple statistics lattice models
with restrictions on the orientation degrees of freedom, which allows detailed calculations. De-
spite their simplicity, these models are capable of reproducing the qualitative features of nematic
phase diagrams, such as sequences of biaxial-uniaxial-isotropic phase transitions with increas-
ing temperature and a well-defined Landau multicritical point. These investigations make use
of a parameter ∆ that gauges the degree of biaxiality of the molecules that are the basic units of
the system.

The necessity to enhance the properties of NLCs represents a challenge today given its appli-
cation in different fields (e.g., for liquid-crystal displays, see Refs. [26–28]). A purely physical
solution (e.i. without chemical synthesis) to this problem has been the introduction of dipolar
nanoparticles (NPs) into a LC host. In particular, NLCs doped with ferroelectric NPs are known
to enhance dielectric and optical anisotropy [29, 30]. On the other hand, paramagnetic and fer-

1



Chapter 1. Brief Introduction 2

romagnetic NPs in NLCs are promising candidates for magnetically tunable structures. Metal
NPs (e.i. Au and Ag-nanoclusters) as well as semiconductor quantum dots (e.i. CdTe nanocrys-
tals) in NLCs enhance the electro-optical response of the system because of reduced threshold
voltage [31]. Parallel to the experimental advances, there have been Landau-de Gennes expan-
sions [32, 33], mean-field (MF) calculations [34–36], Monte Carlo simulations [37–39], and
molecular dynamics simulations [40] aimed at better understanding this complex problem.

In this doctoral thesis, we address the two problems discussed above: (i) stability of biaxial
structures in NLCs and (ii) NLCs doped with dipolar NPs. In Chap. 2 we present a series of
tools that will be used throughout this manuscript, such as Gaussian identities, and an overview
about the Maier-Saupe-Zwanzig (MSZ) model. Chap. 3 is dedicated to a detailed analysis of
the stability of biaxial structures in NLCs. The principal goal of this chapter is the inclusion of
dilution in the system. In this problem, the dilution opens the possibility of studying the topo-
logical phase behavior of the system as a function of the concentration of nematic molecules.
In Chap. 4 we study the problem of dipolar NPs doping NLCs. In this chapter, we do not limit
ourselves to studying uniaxial systems (as is generally found in the literature), but we also study
systems with intrinsically biaxial molecules. We make no hypotheses about the dipolar nature
of the NPs, so our results can be adapted to both ferroelectric and ferromagnetic NPs. In Chap.
5 we present a general conclusion.



Chapter 2

Definitions and concepts

2.1 Introduction

In this chapter we present the basic concepts that will be important for a better understanding
of some aspects discussed throughout this manuscript. In Sec. 2.2 we present a molecular
idealization as well as a brief introduction to the Zwanzig approximation [41] which plays
a fundamental role in obtaining analytical expressions (e.g., Landau-de Gennes free-energy
functional). The parameter ∆, which quantifies the degree of biaxiality of the molecules that
form the NLC, is introduced from a geometrical and analytical point of view using its analogy
with molecular anisotropy, following the same idea of E. S. Nascimento et al. at Ref. [22]. In
the case of dipolar NPs we present a matrix representation of their state, which will facilitate
the calculations in Chap. 4. In Sec. 2.3 we present a discrete version of the Maier-Saupe model
which we will call MSZ model. The MSZ model represents the basis of all models for LCs
used in this manuscript.

In general, we represent the state of a nematogen by a symmetric traceless tensor Ω, then
it is natural to describe the interaction between two nematogens, labeled 1 and 2, by means
of a Frobenius inner product Ω1 : Ω2 ≡ Tr{Ω1Ω

>
2 }, where Ω>2 is the transpose of Ω2. The

norm associated with the Frobenius inner product is ‖Ω1‖ =
√

Ω1 : Ω1. For more details on
Frobenius inner products we recommend the book by Horn and Johnson [42].

2.2 The Zwanzig approximation

Suppose that a nematogen with symmetry point group D2h, represented by a parallelepiped of
mass m, with dimensions a, b and c, can only orient itself with respect to a fixed Cartesian
system according to Fig. 2.1. To characterize the orientational state of the molecule we can use
the traceless inertia tensor Λ, which is defined as

Λij = Iij −
1

3
δij, (2.1)

3
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ω1 ω2 ω3 ω4 ω5 ω6

x

y

z

Figure 2.1: Set of states {ωi} with i = 1, 6 is a geometrical representation of the six possible molecular states. In
the state ω1 the parallelepiped has dimensions a, b and c along the axes x, y and z, respectively.

where δij is the Kronecker delta function and Iij are entries of the usual inertia tensor. If a
molecule is in state ω1 (see Fig. 2.1), then

Λ =
m

36

Ö
λ1 0 0

0 λ2 0

0 0 λ3

è
, (2.2)

where λ1 = −2a2 + b2 + c2, λ2 = a2 − 2b2 + c2 and λ3 = −(λ1 + λ2). Defining the geometric
parameter

∆ = 3
b2 − a2

a2 + b2 − 2c2
, (2.3)

we can rewrite Λ as

Λ =
mλ3

2

Ö
−1 + ∆ 0 0

0 −1−∆ 0

0 0 2

è
≡ mλ3ω1. (2.4)

Here we are only interested in orientational order, then the scalar part of the tensor (its trace)
plays no role. Assuming λ3 < 0, the choice a = b < c would lead to a rod-like molecule with
∆ = 0, whereas a = c > b would lead to a disk-like molecule with ∆ = 3. For 0 < ∆ < 3 and
∆ > 3 we have a, b, and c different, then the molecules are biaxial objects (e.g., see Fig. 2.2 for
a geometrical framework).

Eq. (2.4) indicates a matrix representation of the molecular state ω1. The other states can
be found according to the corresponding symmetry operation, i.e., for state ω4

ω4 = R>z (π/2) · ω1 ·Rz(π/2) =
1

2

Ö
−1−∆ 0 0

0 −1 + ∆ 0

0 0 2

è
, (2.5)

where Rz(π/2) is a matrix representation of a C4(z) rotation and R>z (π/2) is the matrix
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∆ = 0

a = b < c

0 < ∆ < 1

b < a < c

∆ = 3

a = c > b

x

y

z

Figure 2.2: Relationship between ∆ and the molecular anisotropy. Left figure represents a prolate molecule with
∆ = 0 (a = b < c). Center figure is an intrinsically biaxial molecule. Right figure is an oblate molecule with
∆ = 3 (a = c > b). In all three situations the parallelepipeds have dimensions a, b and c along the axes x, y and
z, respectively.

transpose. Finally the matrix representation of the possible nematogen states is

ω1 =
1

2

Ö
−1 + ∆ 0 0

0 −1−∆ 0

0 0 2

è
, ω2 =

1

2

Ö
2 0 0

0 −1−∆ 0

0 0 −1 + ∆

è
,

ω3 =
1

2

Ö
2 0 0

0 −1 + ∆ 0

0 0 −1−∆

è
, ω4 =

1

2

Ö
−1−∆ 0 0

0 −1 + ∆ 0

0 0 2

è
,

ω5 =
1

2

Ö
−1−∆ 0 0

0 2 0

0 0 −1 + ∆

è
, ω6 =

1

2

Ö
−1 + ∆ 0 0

0 2 0

0 0 −1−∆

è
.

(2.6)

We now consider a lattice where each site is occupied by a nematogen that can only be
oriented in states {ωi}with i = 1, 6. If the principal axes point in completely random directions,
we are facing a disordered state that we identify as the isotropic phase (ISO). A calamitic
uniaxial nematic phase (N+

U) occurs when the first principal axes are parallel to each other,
while the other two principal axes point in arbitrary directions. A discotic uniaxial nematic
phase (N−U) occurs when the minor principal axes are parallel to each other, while the other two
principal axes point in arbitrary directions. A biaxial nematic phase (NB) occurs when the first
principal axes are parallel to each other and the minor principal axes are also parallel to each
other. Of course, in this case, the third axes are also parallel to each other.
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2.2.1 Gaussian identity

The MF models presented in this manuscript are quadrupolar analogues of the Curie-Weiss
infinite-range model. The solution of this class of models is based on determining an integral
representation of the partition function or grand partition function depending of the ensemble.
In order to obtain this representation we need to use the transformation

exp

(
α

N

N∑
i,j=1

Ωi : Ωj

)
=

∏
ν∈{x,y,z}

exp

 α
N

(
N∑
i=1

Ωνν
i

)2
 , (2.7)

where α ∈ R+, N is a big number and we consider only diagonal tensors. Using

exp

Å
z2

2g

ã
=
( g

2π

)1/2
+∞∫
−∞

exp
(
−g

2
x2 + xz

)
dx, (2.8)

where <{g} > 0, and defining g = N
2α

and z =
∑N

i=1 Ωνν
i , from the right-hand side of Eq. (2.7)

we can write 1

exp

(
α

N

N∑
i,j=1

Ωi : Ωj

)
=

Å
N

4πα

ã3/2 ∏
ν∈{x,y,z}

∫
R

exp

(
−N

4α
v2
νν + vνν

N∑
i=1

Ωνν
i

)
dvνν ,

(2.10)
and finally, exchanging the order of the product and the integral we get

exp

(
α

N

N∑
i,j=1

Ωi : Ωj

)
=

Å
N

4πα

ã3/2 ∫
R3

exp

(
−N

4α
‖v‖2 + v :

N∑
i=1

Ωi

)
d[v], (2.11)

where v is a 3 × 3 tracelees diagonal tensor, and d[v] = dvxx dvyy dvzz. The transformation
represented by Eq. (2.11) will be invoked in various parts of this manuscript.

2.2.2 Connection with dipolar nanoparticles

Let us now consider that we have a dipole particle (regardless of its nature) with dipole moment
p. Continuing the idea of the Zwanzig approximation, the possible orientational states are rep-
resented in Fig. 2.3. In problems associated with nematogenic suspensions, as we want to con-
sider interactions between dipolar NPs and nematogens, it is convenient to define a quadrupolar

1In this manuscript we use a compact notation,

∫
Rn

f(x) d[x]→
+∞∫
−∞

· · ·
+∞∫
−∞︸ ︷︷ ︸

n times

f(x1, · · · , xn) dx1 · · · dxn, (2.9)

for multiple integrals.
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x y

z

p5

p6

p1

p2

p3

p4

Figure 2.3: Possible dipole states are represented by the small-red arrows. The label at the bottom of each state
will be used to identify it in this manuscript.

tensor associated with a dipole particle by

Θ =
3

2
(p⊗ p− 1

3
I), (2.12)

where the operation ⊗ is the outer product. In this case the six dipolar states represented in Fig.
2.3 give rise to doubly-degenerate tensor states,

p1,2 =

Ö
±1

0

0

è
⇒ θ1 =

1

2

Ö
2 0 0

0 −1 0

0 0 −1

è
,

p3,4 =

Ö
0

±1

0

è
⇒ θ2 =

1

2

Ö
−1 0 0

0 2 0

0 0 −1

è
,

p5,6 =

Ö
0

0

±1

è
⇒ θ3 =

1

2

Ö
−1 0 0

0 −1 0

0 0 2

è
.

(2.13)

The set of tensors {θi} with i = 1, 3 will be used to describe the state of dipolar NP in Chap.
4.
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2.3 The Maier-Saupe-Zwanzig model

The Maier-Saupe-Zwanzig (MSZ) model or six-states Maier-Saupe model can be considered
as a generalization of the three-state Potts model used by de Oliveira and Figueiredo-Neto [43]
in the description of the isotropic-nematic transition of lyotropic liquid crystals. In this model
we have a lattice system with N sites occupied by asymmetric objects (nematogens). The
interaction between nematogens is defined by means of the Hamiltonian

H = −A
∑
(i,j)

Ωi : Ωj, (2.14)

where A is a positive coupling parameter, the sum is performed over pairs (i, j) of neighboring
sites i and j in the lattice, and the quantity Ωj is represented by a 3×3 squared matrix with real
entries. For nematogens, Ωi is a symmetric traceless matrix.

In order to perform detailed calculations, besides using Eq. (2.14) to describe the system
interactions, we also employ a discretizations of directions similar to the one described in Sec.
2.2. We then assume that the principal nematogen axes are restricted to the directions of the
Cartesian laboratory axes. Therefore, the second-rank tensor Ωi can assume only six states, rep-
resented by {ωi}, see Eq. (2.6). Although it may seem drastic, there is abundant evidence that
this approximation does not qualitatively affect the predictions for nematic liquid-crystalline
phase diagrams. 2

Determining the thermodynamic properties of the lattice system defined by Eq. (2.14) is
rather intricate, due to the complex interplay between the various interactions. Therefore, we
think it is appropriate to study the model in a MF treatment, which is equivalent to considering
the fully-connected Hamiltonian

Hmf = − A

2N

N∑
i,j=1

Ωi : Ωj = − A

2N

∑
ν∈{x,y,z}

(
N∑
i=1

Ωνν

)2

, (2.15)

where the sums over pairs of neighboring sites are replaced by sums over all pairs of sites, and
the coupling parameters are replaced by new ones that are inversely proportional to the number
of sites to ensure that energy is extensive. Using the Gaussian identity in Eq. (2.11) and defining
α = βA/2 and v = βAQ we can write

exp

[
βA

2N

N∑
i,j=1

Ωi : Ωj

]
∝
∫
R3

exp

(
−βAN

2
‖Q‖2 + βAQ :

N∑
i=1

Ωi

)
d[Q], (2.16)

where ‖·‖ represents the Frobenius norm, Q is a symmetric and traceless tensor, and d[Q] ≡

2The exchange of a continuous symmetry for a discrete one would substantially affect the physics of two-
dimensional models, due to the Mermin-Wagner theorem [44], but here we restrict ourselves to three-dimensional
systems.
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dQxx dQyy dQzz. We then obtain an integral representation of the partition function that char-
acterizes the thermodynamic behavior of the system,

Z ∝
∫
R3

e−Nβψ(Q;∆,β) d[Q], (2.17)

with the Landau-de Gennes free-energy functional

ψ(Q; ∆, β) =
A

2
‖Q‖2 − 1

β
ln

(∑
Ω

eβQ:Ω

)
. (2.18)

The traceless condition allows a description of the free energy functional in terms of the scalar
parameters S and η that characterize the collective degree of uniaxiality and biaxiality, respec-
tively. The scalar parameters are associated with the tensor Q [45]

Q =
1

2

Ö
−S − η 0 0

0 −S + η 0

0 0 2S

è
. (2.19)

The equilibrium values of S and η are determined by locating the absolute minima of
ψ(S, η), leading to the MF equations

∂ψ

∂S
=
∂ψ

∂η
= 0, (2.20)

which take the self-consistent forms S = F1(S, η,∆, β) and η = F2(S, η,∆, β). Depending on
the solutions to these MF equations, the structure of the eigenvalues qx, qy, qz of Q may be such
that: (i) qx = qy = qz = 0, corresponding to the isotropic phase; (ii) qx = qy 6= qz (or similar
relations with permutations of the indices x, y and z), corresponding to an uniaxial nematic
phase; and (iii) qx, qy, and qz all distinct, corresponding to a biaxial nematic phase. If the
eigenvalue with largest absolute value is positive (negative), the nematic solution is calamitic
(discotic). In terms of the quantities S and η, the isotropic solution is given by S = η = 0,
and uniaxial solutions are such that S 6= 0 with η = 0 or η = ±3S, while the remaining cases
represent biaxial solution.

We emphasize that the values of S and η at the absolute minima of ψ represent thermo-
dynamic equilibrium values for fixed reciprocal temperature β and biaxiality degree ∆. The
free-energy F = F(∆, β) of the system corresponds to the convex envelope of ψ determined
after inserting values of S and η associated with the minima of the free-energy functional.
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Figure 2.4: Phase diagrams in terms of temperature T and degree of biaxiality ∆, for a system of intrinsically
biaxial molecules. N+

U and N−U are uniaxial nematic prolate and oblate phases respectively. NB, is a nematic
biaxial phase. L is a multicritical Landau point. ISO, isotropic phase. Solid line represent continuous transitions,
and dashed line represent first-order transitions.

The phase diagram of the MSZ model is shown in Fig. 2.4. We have two solid lines rep-
resenting second-order transitions from a biaxial nematic phase to uniaxial nematic phases N+

U

and N−U. The lines of critical points meet at a multicritical Landau point (L) together with a
dotted line that represents a first-order transition between the isotropic and uniaxial nematic
phases. In general, the location of the Landau multicritical point is related to the cancellation
of higher-order total derivatives,

d2ψ

dS2
=

d3ψ

dS3
= 0, (2.21)

evaluated at (S, η) = (0, 0). The condition on the third derivative implies that at the Landau
point ∆ = 1, and the remaining condition implies that βA = 1. A qualitatively similar phase
diagram was obtained by N. Boccara et al. [46], for a continuous model with infinite range
interactions.



Chapter 3

Effects of dilution

3.1 Introduction

Most theoretical and computational studies looking for biaxial phases focus on the orientational
order, leaving aside effects associated with a varying density of nematogens. Approaches based
on the phenomenological Landau–de Gennes expansion [45] are able to partially remedy this
situation, by exploiting variations in the expansion coefficients, although these are difficult to
connect with microscopic parameters. Our aim in this chapter is to investigate the equilibrium
phase diagrams of a statistical model in which nematogens with non-cylindrical symmetry can
move from site to site in a lattice whose occupation can be controlled. In our model, pairs of
nematogens interact via an isotropic potential which can be repulsive or attractive, as well as
via an anisotropic potential which favors a biaxial arrangement, leading, at sufficiently high
occupation and sufficiently low temperature, to a biaxial phase.

A quite general bilinear anisotropic interaction potential Vij between two nematogens la-
beled as i and j was proposed by J. P. Straley [47]. In the two-tensor formulation of A. M.
Sonnet et al. [48], it takes the form

Vij = −9

4
A
[
qi : qj + ξ

(
qi : bj + bi : qj

)
+ λbi : bj

]
. (3.1)

In Eq. (3.1) the parameter A is positive and sets the energy scale. The second-rank tensors q

and b are defined in terms of mutually orthogonal unit vectors n̂1, n̂2 and n̂3 pointing along the
first, second, and third principal axes of each nematogen as

q = n̂1 ⊗ n̂1 −
1

3
I and b = n̂2 ⊗ n̂3 − n̂3 ⊗ n̂2, (3.2)

I being the 3× 3 identity matrix.The adimensional parameters ξ and λ gauge the importance of
biaxial couplings. If ξ = λ = 0, Eq. (3.1) is reduced to the Maier-Saupe interaction energy [6],
defined solely by the relative orientation of the first principal axes of both nematogens. This
is appropriate when dealing with nematogens whose form may be properly approximated as

11
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uniaxial. Otherwise, if the nematogens are intrinsically biaxial, a proper description of the in-
teraction energy requires setting either ξ or λ to nonzero values, so that the relative orientations
of other principal axes are also relevant. Here we work with the condition λ = ξ2, correspond-
ing to the London approximation for dispersion forces [48], which allows us to write Vij in the
form

Vij = −9

4
A

Å
qi +

∆

3
bi

ã
:

Å
qj +

∆

3
bj

ã
. (3.3)

By resorting to a simplified view of a biaxial nematogen as a parallelepiped, the biaxial param-
eter ∆ = 3ξ can be interpreted in terms of the sides of a parallelepiped (similar to Chap. 1), so
that ∆ = 0 would correspond to a “rod-like” object, ∆ = 3 to a “disk-like” object, and ∆ = 1

to a maximally biaxial object [22].

Using a lattice-gas (LG) extension of the Maier-Saupe-Zwanzig (MSZ) model, in the same
spirit of the work of M. Bates [49], we allow each site of a lattice to be empty or occupied by
a single nematogen, adding an isotropic interaction to the potential in Eq. (3.3) to obtain the
contribution of two neighboring sites i and j to the total interaction energy of the system,

Vij = γiγj

ï
U − 9

4
A

Å
qi +

∆

3
bi

ã
:

Å
qj +

∆

3
bj

ãò
. (3.4)

The occupation variable γi is equal to 0 if the site i is empty and 1 if the site is occupied.
Here we allow the strength of the isotropic interaction, U , to be either negative, representing
attractive interactions, or positive, representing repulsion. This last case could lead to long-
range sublattice ordering (e.g., in cubic lattices), an unphysical feature for a fluid phase. At the
MF level, however, describing such kind of arrangement would require explicit introduction of
sublattices. Instead, we proceed with the simplest MF strategy, which would be appropriate for
describing a frustrated lattice or, for that matter, a fluid phase.

In this chapter we investigate the phase diagrams of what may be characterized as a LG
extension of the MSZ model, which from now on we will call lattice-gas Maier-Saupe-Zwanzig
(LGMSZ) model. The LG extension introduces dilution as an extra ingredient in our model,
allowing the study of phenomena such as vapor-liquid, vapor-nematic, and nematic-nematic
(low-high concentration) coexistence. The study of such coexistences is not possible if we treat
a model based on a fully-occupied lattice.

This chapter is organized as follows. Sec. 3.2 presents the LGMSZ model and sketches its
MF solution. In Sec. 3.3 we present a detailed analysis of the dilution effects, in the absence of
isotropic interaction for different values of ∆. Sec. 3.4 is dedicated to the study of the effects
of isotropic interactions for molecular systems with fixed degrees of biaxiality. In Sec. 3.5 we
present an analysis of the effects of the biaxiality degree in the multicritical points present in
the phase diagrams. Conclusions are presented in Sec. 3.6.
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3.2 The LGMSZ model

Consider a lattice system with N sites and Nm non-spherical objects such that N ≥ Nm. Each
lattice site can be either empty or occupied by an asymmetric object, the state of the site i being
described by an occupation variable γi taking the values 0 (empty site) or 1 (occupied site).
Then, based on Eq. (3.4), we define the LGMSZ model by means of the effective Hamiltonian

H =
∑
(i,j)

Vij = −A
∑
(i,j)

γiγjΩi : Ωj + U
∑
(i,j)

γiγj, (3.5)

where A and U are coupling parameters, with A > 0, the sum is performed over pairs (i, j) of
neighboring sites i and j in the lattice, and the quantity Ωi is a second-rank tensor associated
with the nematogen at site i. The set {ωi} with i = 1, 6, see Eq. (2.13), represents the possible
values of Ωi. Note that, for rod-like nematogens (∆ = 0), Eq. (3.5) reduces to a discretized
version of the Lebwohl-Laser lattice-gas model introduced by M. Bates [49] (with a rescaling
of energy, as our parameter A would be equivalent to 2ε/3, ε being the energy scale of the
anisotropic interaction in Ref. [49]).

The first term in Eq. (3.5) represents a diluted version of the MSZ model, and the orientation-
dependent interaction may give rise to distinct nematic phases. The second term is the isotropic
contribution to the pair potential. For the particular case of U < 0, representing attractive
isotropic interactions, one can find phase transitions between isotropic fluid states, in analogy
with the previous studies [49, 50]. Here we assume that the parameter U can also be positive,
representing repulsive interaction. In this latter case, as we are interested in modeling fluid
phases only, we refrain from trying to account for any kind of sublattice ordering whatsoever.

For this system, the canonical ensemble is not the more convenient route to investigate the
macroscopic behavior because the partition function, which can be written as

Z =
∑
{γi}

′
∑
{Ωi}

exp

Ñ
βA
∑
(i,j)

γiγjΩi : Ωj − βU
∑
(i,j)

γiγj

é
, (3.6)

presents a restriction on the first sum over the occupation degrees of freedom. The prime above
the sum indicates that only configurations that satisfy the constraint

N∑
i=1

γi = Nm (3.7)

should be considered, which leads to complications in evaluating this function. As a result, it is
more convenient to consider the formalism of the grand canonical ensemble, where the number
of nematogens may fluctuate due to the coupling to a particle reservoir [19, 22, 25]. Then we
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must determine the grand partition function

Ξ =
∑
{γi}

∑
{Ωi}

exp

Ñ
βA
∑
(i,j)

γiγjΩi : Ωj − βU
∑
(i,j)

γiγj + βµ
∑
i

γi

é
, (3.8)

where µ is the chemical potential, which controls the number of nematogens. In this ensemble
the sum over configurations in Eq. (3.8) is no longer restricted, and MF calculations are feasible.

3.2.1 Molecular field theory

The MF version of the LGMSZ model is obtained by assuming a fully-connected lattice Hamil-
tonian

Hmf = − A

2N

N∑
i,j=1

γiγjΩi : Ωj +
U

2N

N∑
i,j=1

γiγj, (3.9)

where the sums over pairs of neighboring sites are replaced by sums over all pairs of sites,
and the coupling parameters are replaced by new ones that are inversely proportional to the
number of sites to ensure that energy is extensive. This form of effective, long-range model
has been proposed to investigate the phase behavior of statistical models with nematic-like
phases [19, 22, 23, 25, 51, 52]. Therefore, our main interest is to study the thermodynamics of
phases transitions of the MF model in Eq. (3.9).

The grand partition function of the system can be written as

Ξ =
∑
{γi}

∑
{Ωi}

exp

(
βA

2N

N∑
i,j=1

γiγjΩi : Ωj −
βU

2N

N∑
i,j=1

γiγj + βµ
N∑
i=1

γi

)
. (3.10)

In order to obtain an integral representation of the grand partition function in the MF limit, we
can use the restriction in Eq. (3.7) for the number Nm ≡ φN of nematogens, and the integral
representation of the Dirac delta function,

δ

(
Nφ−

N∑
i=1

γi

)
=

1

2π i

+ i∞∫
− i∞

exp

[
−φ̂
(
Nφ−

N∑
i=1

γi

)]
dφ̂, (3.11)

where i =
√
−1 represents the imaginary unit. We also have the Gaussian identity in Eq. (2.11)

with α = βA/2, v = βAQ, and Ωi → γiΩi,

exp

(
βA

2N

N∑
i,j=1

γiγjΩi : Ωj

)
∝
∫
R3

exp

(
−βAN

2
‖Q‖2 + βAQ :

N∑
i=1

γiΩi

)
d[Q], (3.12)

where the constant of proportionality is irrelevant, and ‖·‖ is the Frobenius norm. Using the
identities in Eqs. (3.11) and (3.12) and performing the partial trace over the occupation variables
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{γi}, we can write the grand partition function in the form

Ξ ∝
∫

I(Q, φ)e−NβΓ(Q,φ) dφ d[Q], (3.13)

where
Γ(Q, φ) =

A

2
‖Q‖2 +

U

2
φ2 − µφ, (3.14)

I(Q, φ) =
N

2π i

i∞∫
− i∞

eNf(Q,φ,φ̂) dφ̂, (3.15)

and

f(Q, φ, φ̂) = −φφ̂+ ln

(
6 + eφ̂

∑
Ω

eβAQ:Ω

)
. (3.16)

In the thermodynamic limit N � 1, we expect the integral in Eq. (3.15) to be dominated by
the highest stationary point of f(Q, φ, φ̂) with respect to φ̂. As for a complex function the only
stationary points are saddle points, the integral is therefore dominated by the highest saddle
point. A saddle point φ̂o, can be determined by the condition ∂f/∂φ̂ = 0 evaluated at φ̂ = φ̂o.
Then

φ̂o = ln

Å
6φ

1− φ

ã
+ ln

(∑
Ω

eβAQ:Ω

)
, (3.17)

where φ̂o ∈ R, because 0 < φ < 1. In a neighborhood of φ̂o we can write

f(Q, φ, φ̂) ≈ f(Q, φ, φ̂o) +
1

2
f ′′(Q, φ, φ̂o)(φ̂− φ̂o)2, (3.18)

so that the integral I(Q, φ) takes the form

I(Q, φ) ≈ N

2π i
eNf(Q,φ,φ̂o)

i∞∫
− i∞

eNf
′′(Q,φ,φ̂o)(φ̂−φ̂o)2 dφ̂. (3.19)

The integral in Eq. (3.19) can be solved by the method of steepest descents, as long as we
deform the integration contour so that it passes through the saddle point, as allowed by Cauchy’s
theorem. For φ̂ ≈ φ̂o, we write

φ̂− φ̂o = ρeiϕ, (3.20)

in which ϕ is the angle according to which the integration contour passes through the saddle
point φ̂o so that, in the complex plane defined by φ̂, f ′′(Q, φ, φ̂o) is a real number. Taking into
account that in this problem f ′′(Q, φ, φ̂o) = φ(1 − φ), implying ϕ = π/2 (see Ref. [53], p.
491), we obtain

I(Q, φ) ≈
…
N

2π

eNf(Q,φ,φ̂o)√
φ(1− φ)

. (3.21)
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Finally, we get an integral representation of the grand partition function,

Ξ ∝
∫
R4

e−Nβψ(Q,φ) dφ d[Q]√
φ(1− φ)

, (3.22)

where the Landau-de Gennes (grand canonical) free-energy functional is

ψ(Q, φ) =
A

2
‖Q‖2 +

U

2
φ2 − µφ− 1

β
f(Q, φ, φ̂o), (3.23)

with

f(Q, φ, φ̂o) = −φ ln(φ)− (1− φ) ln

Å
1− φ

6

ã
+ φ ln

(∑
Ω

eβAQ:Ω

)
. (3.24)

Note that, from self-consistent MF matrix equations, ∂ψ/∂Q = 0⇒ Tr Q = 0. The symmetric
traceless tensor Q can be parameterized by the scalar quantities S and η, similar to Sec. 2.3.
Then we obtain

ψ(S, η, φ) =
A

4
(3S2 + η2) +

U

2
φ2 − µφ− φ

β
ln [Λ(S, η)]

+
1

β

ï
(1− φ) ln

Å
1− φ

6

ã
+ φ ln(φ)

ò
,

(3.25)

where

Λ(S, η) = 2 exp

ï
−3βA

4
(S + η)

ò
cosh

ï
3βA

4

(
S − η

3

)
∆

ò
+ 2 exp

ï
−3βA

4
(S − η)

ò
cosh

ï
3βA

4

(
S +

η

3

)
∆

ò
+ 2 exp

Å
3βA

2
S

ã
cosh

Å
βA

2
η∆

ã
.

(3.26)

Notice that φ corresponds to the concentration of nematogens 1.

The equilibrium values of S, η, and φ are determined by locating the absolute minima of
ψ(S, η, φ), leading to the MF equations

∂ψ

∂S
=
∂ψ

∂η
=
∂ψ

∂φ
= 0, (3.27)

1In this manuscript, in order not to overload the notation, we will use the same notation for the variables (e.g.,
S, η, φ) and for their statistical average.
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which take the self-consistent forms

S = F1(S, η, φ; β, µ,∆),

η = F2(S, η, φ; β, µ,∆),

φ = F3(S, η, φ; β, µ,∆).

(3.28)

3.3 Phase behavior for U = 0

When the isotropic interaction is zero (U = 0) the analysis of the phase behavior is less com-
plicated because of the reduction in the number of parameters of the system. Some aspects of
this case are analyzed by D. D. Rodrigues et al. [25], but only a specific range of parameters is
considered. In this section we present a detailed analysis of the φ-T phase diagrams with many
different topologies by exploring a wider range of values for thermodynamics fields. The re-
sults presented in this section are the starting point for the construction of more complex phase
diagrams for systems with both isotropic and anisotropic interactions between nematogens, as
presented in the next section.

By considering intrinsically uniaxial nematogens, for which ∆ = 0, we find the phase
diagram shown in Fig. 3.1(a), which is qualitatively equivalent and quantitatively similar to
the one obtained by Monte Carlo simulations of the Lebwohl-Lasher lattice-gas model by M.
Bates [49], in the absence of isotropic interaction. At high concentration (φ & 0.75), as T
decreases, the observed phase sequence is isotropic (ISO), followed by a biphasic region of
coexisting rod-rich uniaxial nematic (N+

U) and rod-poor isotropic phase, followed by a pure
uniaxial nematic and finally a reentrant coexistence region. At lower rod concentration the
coexistence region is stable at low temperatures. The coexistence lines signaling the discon-
tinuous transition from the isotropic phase to the uniaxial nematic phase are determined by
Eq. (3.27) evaluated at (S, η, φ) = (SU, 0, φU) and at (S, η, φ) = (0, 0, φI), supplemented
by ψ(SU, 0, φU) = ψ(0, 0, φI), where φI and φU are, respectively, the concentrations of the
isotropic and uniaxial phases at the transition point, and SU is the value of S at that point. No-
tice that, since the nematogens are intrinsically uniaxial, we can assume η = 0 without loss of
generality. It is worth mentioning that in the uniaxial limit of ∆ = 0 we see a single isotropic
phase, with no sign of vapor-liquid coexistence, in agreement with Monte Carlo [54] and mean-
field [55] calculations for the off-lattice hard-sphere Maier-Saupe model.

For the case of noncylindrical molecules, ∆ 6= 0 and ∆ 6= 3, it is possible to observe stable
biaxial phases (NB), as shown in Fig. 3.1(b) for biaxiality degree ∆ = 19/20. In this diagram,
at high concentrations and temperatures, there is a small biphasic region of coexisting uniaxial
and isotropic phases. As temperature decreases, we have a second-order transition from the N+

U

phase to a pure NB phase, and finally the biphasic region ISO-NB appears. The conditions for
determining the first-order transition between ISO and NB are given by Eq. (3.27) evaluated at
(S, η, φ) = (SB, ηB, φB) and at (S, η, φ) = (0, 0, φI), as well as ψ(SB, ηB, φB) = ψ(0, 0, φI),
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Figure 3.1: Phase diagrams in terms of temperature T (in units of A) and concentration φ of nematogens, for
different values of biaxiality degree and in absence of isotropic interaction (U = 0). ISO: isotropic phase. N+

U:
calamitic uniaxial nematic phase. NB: biaxial nematic phase. Short-dashed lines are the boundaries of biphasic
region (gray). Red dot-dashed line: critical end point (CE). LTC is a Landau tricritical point.

where SB and ηB are the values taken by S and η in the biaxial state at the transition point.
On the other hand, the second order transition between uniaxial and biaxial phases is located
by Eq. (3.27) and ∂2ψ/∂η2 = 0, all evaluated at (S, η, φ) = (So, 0, φo), where So and φo

are the values of S and φ at the transition line. We also find that the N+
U-NB transition line

meets the ISO-NB biphase region at a critical end point (CE), in which a critical nematic state
separating uniaxial and biaxial phases coexists with a noncritical isotropic state. Critical end
points are among the various possible multicritical points that can be found in thermodynamic
systems with many components [2, 56, 57]. In our case, we have a critical end points related to
nematic transitions in a lattice-gas model with orientation-dependent interactions. These kinds
of multicritical points were also reported in a Maier-Saupe model that mimics binary mixtures
of uniaxial and biaxial nematogens [22].

For anisotropic objects with maximal biaxiality degree, ∆ = 1, stable uniaxial phases are
absent and the diagrams present the general aspect shown in Fig. 3.1(c). In this case, for high
temperatures and concentration, the ISO-NB transition is continuous and determined by the
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conditions
∂ψ

∂φ
=
∂ψ

∂η
=
∂2ψ

∂η2
= 0, (3.29)

evaluated at the transition point (S, η, φ) = (0, 0, φo). This line of continuous transitions is
actually a line of multicritical Landau points. On the other hand, for low T and intermediate
concentrations, we observe an ISO-NB coexistence region associated with a first-order transi-
tion at which

∂ψ

∂η
=
∂ψ

∂φ
= 0 (3.30)

at (S, η, φ) = (SB, ηB, φB) and at (S, η, φ) = (0, 0, φI), supplemented by the continuity con-
dition ψ(SB, ηB, φB) = ψ(0, 0, φI). The discontinuous and continuous transitions meet at a
multicritical point which we call Landau tricritical point (LTC). Roughly speaking, according
to the solutions of mean-field equations, the multicritical point LTC has properties common to
both Landau points [45] and tricritical points [56, 57]. Notice that in the limit of a pure system
(i.e., φ→ 1) consisting of a biaxial objects with ∆ = 1, our findings are in agreement with ear-
lier mean-field results, which show a direct ISO-NB transition through a single, isolated Landau
point in the ∆-T phase diagram [22, 23].

It is possible to determine the conditions that characterize a Landau tricritical point by fol-
lowing the discussion presented by D. D. Rodrigues et al. [25]. Indeed, in our context, an LTC

point is the endpoint of a line of Landau points, and a Landau point happens when the stable
solutions of MF equations for ISO, N+

U, and N−U become degenerate. Each point on a Landau
line satisfies

∂ψ

∂φ
= 0 and

d2ψ

dS2
=

d3ψ

dS3
= 0, (3.31)

evaluated at (S, η, φ) = (0, 0, φL). Observe that these conditions involve partial derivatives as
well as total derivatives (with respect to S) of the free-energy functional ψ. We must treat φ as
an implicit function of S while calculating the total derivative. Thus, we find

∆ = 1,

(βA− 1)eβµ − 1 = 0,

βAφL = 1,

(3.32)

which are the same results obtained in Ref. [25]. The solution to Eqs. (3.32) defines a line
of Landau points, which is represented by a solid line in Fig. 3.1(c). In the limiting case of
maximum concentration of biaxial objects, i.e., βµ � 1 or equivalent φ → 1, we recover
the results obtained in previous treatments [22, 23], apart from differences in the definitions
of parameters. Nevertheless, we also have to check whether the solution leading to a Landau
point corresponds to a minimum of the free-energy functional. This can be done by analyzing
the behavior of the total fourth-order derivative of ψ with respect to η at (S, η, φ) = (0, 0, φL),
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Figure 3.2: Lines of multicritical points in the plane ∆-T for zero isotropic interaction. The line of Landau points
(black solid) meets the lines of critical end points (red dot-dashed) at a Landau tricritical (LTC) point, which is
present only for maximal biaxiality degree ∆ = 1.

which gives
d4ψ

dη4
= −3A4β3

8
φL(1− 2φL). (3.33)

This total derivative should be positive for stable states, but we notice that it may change its
sign from positive, for φL > 1/2, to negative, for φL < 1/2 (implying stable Landau points
for βA < 2). Thus, precisely at φL = 1/2, both d2ψ/ dη2 and d4ψ/ dη4 are zero, setting the
conditions for locating a tricritical point that is also a Landau point. The coordinates of the
LTC point are (βA)LTC = 2, φLTC = 1/2, and µLTC = 0. The stability of the LTC point
can be checked by looking at the sixth-order derivative of ψ with respect to η, which gives
d6ψ/ dη6 = 2A > 0, therefore corresponding to a free-energy minimum.

We plotted all the lines of multicritical points obtained until now in the ∆-T plane shown in
Fig. 3.2. It is worth mentioning that, as we are assuming zero isotropic interaction, the space of
thermodynamic fields is spanned by temperature T , chemical potential µ, and biaxiality degree
∆. Due to that, the lines presented in Fig. 3.2 are critical solutions of MF equations with
varying chemical potential. Besides, although we have focused the discussion on calamitic
nematic phases, for which 0 < ∆ < 1, the results for discotic nematics (see, e.g., Ref. [58])
with 1 < ∆ < 3 lead to phase diagrams with analogous topologies. Observe that for systems
with maximal biaxiality degree, the LTC point occurs when the line of Landau points meets
the two lines of critical end points. The Landau tricritical point is present only for maximal
biaxiality ∆ = 1.

We mention that the sequence of diagrams shown in Figs. 3.1(a)-3.1(c) for increasing bi-
axility parameter is reminiscent of the diagrams obtained from the mean-field treatment of the
off-lattice Krieger-James model for ferronematics as the relative strength of the quadrupolar
over dipolar interactions is increased [59]. In the latter model, a ferromagnetic phase replaces
the biaxial phase of the LGMSZ model.
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3.4 Phase behavior for U 6= 0

We now discuss phase diagrams in the presence of an isotropic interaction U 6= 0. In addition
to uniaxial and biaxial structures, we may observed coexistence between isotropic fluid-like
phases, which we call isotropic liquid phase (IL) and isotropic vapor phase (IV), as well as
between nematic phases with different nematogen concentrations.

3.4.1 Phase diagrams for ∆ = 0

For intrinsically uniaxial, rod-like objects, a sufficiently attractive (U < 0) isotropic interaction
leads to the appearance of a vapor-liquid (or a high-density−low-density transition) coexistence
analogous to the van der Walls condensation; see Fig. 3.3(a), for U = −3. The vapor-liquid
transition is determined by ∂ψ/∂φ = 0 at (S, η, φ) = (0, 0, φIV) and at (S, η, φ) = (0, 0, φIL),
in addition to ψ(0, 0, φIV) = ψ(0, 0, φIL). These first-order lines meet at a simple critical point
(C), located at φC = 1/2, βC = −4/U , µC = U/2 with ψC = U [2 ln(12) − 1]/8. We
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Figure 3.3: Phase diagrams in terms of temperature T (in units of A) and concentration φ of nematogens, for an
intrinsically uniaxial system (∆ = 0). Red long-dashed line: triple point. Black short-dashed line: boundaries of
biphasic regions (gray). C is a ordinary critical point.

also find a vapor-liquid-uniaxial triple point, which is determined by evaluating Eq. (3.27)
at (S, η, φ) = (0, 0, φIV), at (S, η, φ) = (0, 0, φIL) and at (S, η, φ) = (SU, 0, φU), in addition to
imposing ψ(0, 0, φIV) = ψ(0, 0, φIL) = ψ(SU, 0, φU). For T values lower than the triple-point
temperature, the IV-IL discontinuous transition becomes metastable with respect to the IV-N+

U

first-order transition. As the strength |U | of the attractive interaction increases, the region of
stability of N+

U decreases and tends to become limited to a very small region near φ = 1; see
Fig. 3.3(a). This reduction in the area of the uniaxial phase was observed by M. Bates, using
Monte Carlo simulations in a lattice-gas extension of the Lebwohl-Lasher model [49] and later
in the model proposed by Humphries et al. [50].

For repulsive isotropic interactions (U > 0), it is possible to notice the appearance of a very
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narrow coexistence regions between uniaxial nematic phases, as shown in Fig. 3.3(b). This
biphasic coexistence region between uniaxial structures presents an ordinary critical point (C),
which can be found by imposing the conditions

∂ψ

∂S
=
∂ψ

∂φ
= 0 and

d2ψ

dφ2
=

d3ψ

dφ3
= 0, (3.34)

evaluated at (S, η, φ) = (SC, 0, φC).

We plot the lines of critical points and of triple points in the U -T plane in Fig. 3.4. These
lines meet at higher-order critical points, which we call multicritical end points (MCEs), in
analogy with critical end points appearing when lines of first-order and second-order transitions
meet. For U < U

(1)
MCE ≈ −2.596, we find phase diagrams with a simple critical point related to

an IV-IL biphasic region, in addition to a vapor-liquid-uniaxial triple point. This kind of phase
phenomenon is associated with an attractive character of the isotropic interaction. Nevertheless,
for U > U

(1)
MCE, it is no longer possible to distinguish between the IV and IL phases, and from

a thermodynamic perspective there is a single isotropic phase. Then we have phase diagrams
which only show ISO-N+

U coexistence regions.

In the case of repulsive isotropic interactions with U < U
(2)
MCE ≈ 1.035, the phase diagrams

also exhibit first-order transitions between isotropic and uniaxial phases. However, for U (2)
MCE <

U < U
(3)
MCE = 3/2, as illustrated in Fig. 3.3(b), it is possible to find phase diagrams exhibiting

a coexistence region between uniaxial structures, with an associated critical point, as well as
a triple point connecting one isotropic and two uniaxial states. As U increases, we notice a
decrease in the area of the low-temperature isotropic-uniaxial coexistence region, together with
the decrease in the temperature of the critical and the triple points, until the ISO-N+

U coexistence
disappears completely as U → U

(3)
MCE. For this limiting value of U , the temperatures both of

the critical point and of the triple point become zero.
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The sequence of diagrams in Figs. 3.3(a) and 3.3(b), obtained from the LGMSZ model as
the isotropic interaction is tuned from attractive to repulsive, including the phase coexistences, is
qualitatively equivalent to the ones obtained from the off-lattice Maier-Saupe model augmented
by isotropic interactions [55, 60]. Other systems with similar sequences are mixtures of rod-
like colloidal particles and hard-sphere polymers with varying diameters [61], binary mixtures
of thermotropic nematogens with increasing dissimilarity [62], and long hard rods with short-
range attractions with changing rod length or attraction range [63, 64].

3.4.2 Phase diagrams for 0 < ∆ < 1

As previously mentioned, the discrete-state Maier-Saupe model presents phase diagrams with
stable biaxial structures when the nematogens are intrinsically biaxial [22,23]. Then, we expect
that the presence of dilution and isotropic interaction may lead to phase diagrams with more
complex topologies. Indeed, for systems with attractive isotropic interactions, we obtain phase
diagrams of the type shown in Fig. 3.5(a). In this case, we have a critical point C associated
with an IV-IL biphasic region, and an IV-IL-N+

U triple point, analogous to those discussed
in Sec. 3.4.1 for intrinsically uniaxial nematogens. We also find and IV-NB discontinuous
transition, determined by the conditions in Eq. (3.27), evaluated at (S, η, φ) = (0, 0, φIV) and
at (S, η, φ) = (SB, ηB, φB), supplemented by ψ(0, 0, φIV) = ψ(SB, ηB, φB). The coexistence
between the biaxial phase and the isotropic vapor is verified at low temperatures, below the
temperature of a critical end point CE (TCE ≈ 0.56), whose location is set by Eq. (3.27),
evaluated at (S, η, φ) = (0, 0, φIV) and at (S, η, φ) = (SCE, 0, φCE) and d2ψ/ dη2 = 0 at
(S, η, φ) = (SCE, 0, φCE). The biaxial nematic phase is stable for high concentrations and small
temperatures.

Let us now consider repulsive isotropic interactions, U = 1, with biaxiality degree ∆ = 4/5.
The phase diagrams is shown in Fig. 3.5(b), where it is possible to identify a triple point
in which isotropic, uniaxial, and biaxial phases coexist, as well as a tricritical point (TC),
which satisfies the conditions ∂ψ/∂φ = ∂ψ/∂S = d2ψ/ dη2 = d4ψ/ dψ4 = 0, evaluated at
(S, η, φ) = (STC, 0, φTC). The total derivatives are determined by treating S and φ as implicit
functions of η. The boundaries of the coexistence region associated with uniaxial and biaxial
phases are determined by Eq. (3.27) evaluated at (S, η, φ) = (SU, 0, φU) and at (S, η, φ) =

(SB, ηB, φB), as well as ψ(SU, 0, φU) = ψ(SB, ηB, φB). We also show in Fig. 3.5(c) the phase
diagram corresponding to the repulsive case with ∆ = 19/20 and U = 13/10. There are
biphasic regions associated with ISO and N+

U, N+
U and NB, and ISO and NB. Beside, there is a

triple point marking the coexistence of ISO, N+
U, and NB. Finally, we observe the presence of

a biaxial-biaxial coexistence region, whose boundaries are determined by Eq. (3.27) evaluated
at (S, η, φ) = (S1, η1, φ1) and at (S, η, φ) = (S2, η2, φ2), supplemented by ψ(S1, η1, φ1) =

ψ(S2, η2, φ2).
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Figure 3.5: Phase diagrams in terms of temperature T (in units of A) and concentration φ of nematogens, for
different values of biaxiality degree. The red long-dashed line represents a ISO-N+

U-NB triple point. The red dot-
dashed line is associated with a critical end (CE) point, while C is a ordinary critical point and TC is a tricritical
point. The inset shows the ISO-N+

U coexistence region.

3.4.3 Phase diagrams for ∆ = 1

Following our discussion in Sec. 3.3, we can obtain the conditions leading to Landau points
for the maximal biaxiality degree and investigate the possible presence of Landau tricritical
points. Indeed, we find analogous features when nonzero isotropic interactions are considered.
Nevertheless, the parameter U plays an important role in the criteria for determining the LTC

point. After performing the calculation, we find that the coordinates of the Landau point satisfy

(βA− 1)eβµ = eU/A,

βAφ = 1.
(3.35)

For µ→∞, i.e., in the limit of a fully occupied lattice, we recover the expected phase diagram
with βA = 1 at the Landau point, whereas for U/A → 0, we obtain the results discussed in
Sec. 3.3. As we already know, the stability of a Landau point is related to the existence of an
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absolute minimum of the free-energy functional, and higher-order derivatives should be consid-
ered because we are dealing with a multicritical point. The fourth-order derivative, evaluated at
(S, η, φ) = (0, 0, φL), is

d4ψ

dη4
= −3

8
A3β2

ï
U + A2β − A(2 + βU)

A2β + U(βA− 1)

ò
. (3.36)

This fourth-order derivative changes sign when βA(A−U) = 2A−U , which sets the condition
for a possible LTC point. Notice that, as long as the isotropic interaction is attractive (U < 0),
there is always a candidate Landau tricritical point (since β must be positive). However, as
in the case U = 0, the stability of that point for U 6= 0 must be checked by looking at the
sixth-order derivative of ψ with respect to η evaluated at (S, η, φ) = (0, 0, φL),

d6ψ

dη6
=

(U − 2A)4(8A2 − 30AU + 15U2)

64A(A− U)4
. (3.37)

We then note that, since A > 0, any LTC points are locally unstable if the isotropic interaction
is repulsive (U > 0) and such that 0.32 . U/A . 1.68.

For U < 0, the LTC point is always locally stable, although it may not correspond to an
absolute minimum of the free-energy functional. This is the case for U = −5, as shown by
the phase diagram in Fig. 3.6(a). There is a wide coexistence region associated with isotropic
phases of vapor and liquid, and an ordinary critical point (C). For high concentrations, as T
decreases, there exists a continuous transition from the IL phase to the NB phase. Additionally,
for a fixed sufficiently low temperature, by varying the concentration we enter a coexistence
region between the IV and the NB phases.
The line of continuous transitions consists of Landau points, and that line meets the coexis-
tence regions at a Landau critical end point (LE). On the other hand, for isotropic interaction
U = −3, we obtain the phase diagram exhibited in Fig. 3.6(b). In this diagram, we now ob-
serve an LTC point, i.e., the LE point is not stable, and there also exists a triple point related
to the IL, IV, and NB phases. When the isotropic interaction is sufficiently repulsive, we have
a biaxial-biaxial coexistence region, as shown in Fig. 3.6(c). This biphasic region presents a
critical point C and a Landau critical end point LE. For phase diagrams with U > 2, there are
no coexistence regions and we observe only second-order transitions between the ISO and NB

phases; see Appendix A.
Notice that the sequence of phase-diagram topologies shown in Figs. 3.6(a)-3.6(c) as the
isotropic interaction is tuned from attractive to repulsive for maximally biaxial nematogens
is equivalent to the sequence observed for off-lattice dipolar fluids [65–72], the biaxial phase
being replaced by the ferromagnetic or ferroelectric phases.
For the particular case ∆ = 1 we can plot a graph in the U -T plane showing the multicritical
points found for maximal biaxiality; see Fig. 3.7. The corresponding phase diagrams in the φ-
T plane present a line of Landau points regardless of the character of the isotropic interaction.
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The stability limits of points belonging to these Landau lines are: (i) at high temperatures, the
point (φ, T ) = (1, 1) (fully occupied lattice) and (ii) at low temperatures, a multicritical point
whose nature depends on the value of U . In the U -T plane, the stable Landau points occupy
an extensive region which we call the Landau zone. The boundaries of this region are the line
(φ, T ) = (1, 1) and the lines of Landau critical end points and Landau tricritical points, which
meet at higher-order multicritical points ML2 and ML3. We also find a higher-order multicrit-
ical end point MCE related to a line of triple points. These triple points are associated with
coexisting vapor, liquid and biaxial phases. Observe that the MCE point occurs when the line
of triple points meets a line of critical points.
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Figure 3.6: Phase diagrams in terms of temperature T (in units of A) and concentration φ of nematogens, for
maximal biaxiality degree ∆ = 1. The red long-dashed line represents a IV-IL-NB triple point. The red dot-
dashed line represents a Landau critical end (LE) point. C is a ordinary critical point.

3.5 Multicritical points

We may summarize the different topologies of the φ-T phase diagrams by constructing diagrams
of multicritical points in the plane ∆-T for a fixed value of U , as shown in Fig. 3.8. Thus, given
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nematogens. ML2 and ML3 are higher-order Landau multicritical points. MCE is a higher-order multicritical end
point.

a nematic-like system with parameters (A,U), we can determine the multicritical points in the
plane φ-T phase diagrams for different values of ∆. Due to the large parameter space, we focus
on only some representative values of the isotropic interaction U .
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Figure 3.8: Lines of multicritical points in the ∆-T plane. MCE: higher-order multicritical end point. M±1 , M±2 ,
and M±3 are higher-order multicritical points.

3.5.1 Case with U < 0

By assuming attractive isotropic interaction with (A,U) = (1,−3), we obtain the ∆-T diagram
shown in Fig. 3.8(a). We notice that the line of triple points meets the lines of critical end
points at higher-order multicritical points M±1 . Also, the line of ordinary critical points meets
the line of triple points at a higher-order multicritical end point MCE. For ∆ < ∆+

1 ≈ 0.994,
where ∆±1 are the values of ∆ at M±1 , phase diagrams in the φ-T plane exhibit ordinary critical
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points related to the vapor-liquid biphasic regions, critical end points (CEs), and vapor-liquid-
uniaxial triple points, a topology exemplified in Fig. 3.5(a). Precisely at ∆ = ∆+

1 , the lines of
CE and triple points meet at the temperature T+

1 ≈ 0.7298. For values of model parameters
corresponding to M±1 , φ-T phase diagrams do not exhibit a coexistence region between the
isotropic vapor and the uniaxial phases. In the range ∆+

1 < ∆ < 1, the temperature of the
CE point is higher than that of the triple point, which now represents a coexistence of isotropic
(vapor and liquid) and biaxial phases. For maximal biaxiality ∆ = 1, only isotropic and biaxial
phases are stable, and φ-T phase diagrams are characterized by an ordinary vapor-liquid critical
point, a Landau line, and, depending on the value of U < 0, a Landau tricritical point, as in Fig.
3.6(b), or a Landau end point, as in Fig. 3.6(a).

On the other hand, for 1 < ∆ < ∆−1 ≈ 1.006, the φ-T phase diagrams may exhibit uniaxial
discotic phases, whose region of stability increases with ∆. In addition, we have CE points
and vapor-liquid-biaxial triple points, producing the same topology as in Fig. 3.5(a). When
∆ = ∆−1 , the lines of CE and triple points meet at the temperature T−1 ≈ 0.7322. For ∆−1 <

∆ < ∆MCE ≈ 1.063, the φ-T phase diagrams also present CE points and vapor-liquid-biaxial
triple points whose temperature approaches that of the vapor-liquid critical point as ∆→ ∆MCE.
For biaxiality degree ∆ = ∆MCE, the vapor-liquid-biaxial triple point and the ordinary vapor-
liquid critical point meet at the temperature TMCE = 3/4, and we cannot distinguish isotropic
vapor and liquid phases. For nematic systems with ∆MCE < ∆ < 3, the topology of the φ-T
phase diagrams is the same as the one shown in Fig. 3.1(b), the only multicritical point being a
CE point separating regions of coexistence between the low-concentration isotropic phase and
the high-concentration biaxial (at low temperatures) or uniaxial (at higher temperatures) phases.
For the intrinsically uniaxial cases ∆ = 0 or ∆ = 3, the phase diagrams exhibit only isotropic
and uniaxial phases, as exemplified in Sec. 3.4.1.

3.5.2 Case with U > 0

Now, by considering repulsive isotropic interactions with (A,U) = (1, 1), we obtain the mul-
ticritical lines shown in Fig. 3.8(b). Here lines of CE, tricritical, and triple points meet at
multicritical points M±2 . We also have the multicritical points M±3 , where lines of CE, triple,
and ordinary critical points meet. The topology of the φ-T phase diagrams is essentially sym-
metric with respect to the axis ∆ = 1, except for the change in character of the uniaxial phases,
from calamitic (0 6 ∆ < 1) to discotic (1 < ∆ 6 3).

In the ranges 0 < ∆ < ∆+
2 ≈ 0.525 or ∆−2 ≈ 1.3743 < ∆ < 3, where ∆±i is the biaxiality

parameter at M±i , the topology of the φ-T phase diagrams is the same as the one shown in Fig.
3.1(b), and the temperature of the CE point increases as the value of ∆ becomes closer to 1.
For biaxiality degree in the ranges ∆+

2 < ∆ < ∆+
3 ≈ 0.872 or ∆−3 ≈ 1.115 < ∆ < ∆−2 , there

exist isotropic-uniaxial and uniaxial-biaxial coexistence regions, as well as a tricritical (TC)
point, as illustrated in Fig. 3.5(b). Finally, for ∆+

3 < ∆ < ∆−3 , the TC point is replaced by
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a low-concentration CE point (or Landau end point if ∆ = 1) and an ordinary critical point
associated with a biaxial-biaxial coexistence region, a topology exemplified in Fig. 3.6(c). For
biaxiality exactly equal to ∆+

3 or ∆−3 , the lines of critical and CE points meet the line of TC

points and the biaxial-biaxial coexistence region is absent.

3.6 Conclusions

We considered a LG version of the MSZ model for biaxial nematics with discrete orientations, in
addition to an energetic term that describes an isotropic interaction. The model was investigated
in MF theory through a fully-connected spin-like system with inclusion of dilution effects. The
free-energy Landau-de Gennes functional and the MF equations were obtained exactly.

For systems without isotropic interaction, U = 0, we have drawn phase diagrams in terms
of temperature and concentration of nematogens, with fixed values of ∆. The case ∆ = 1 is
in particular interesting due to the absence of a nematic uniaxial phase, and we find a line of
L points which is limited by a LTC point. In the cases ∆ = 0 or ∆ = 3 the nematogens are
intrinsically uniaxial, so that the phase diagram shows no biaxial nematic phase. Any other
values of ∆ leads to a diagram which present CE points at high concentration.

Systems withU 6= 0 present a great variety of multicritical points depending on the character
of the isotropic interaction and the biaxiality degree of the nematogens. To clarify this idea,
diagrams with multicritical point were constructed in the U -T plane for some fixed values of
∆, and these diagrams show the different multicritical points that can be found in the φ-T phase
diagrams.

Although our calculations are of MF nature, we do not anticipate much qualitative difference
between our results and those which would be obtained from improved approximations from
Monte Carlo simulations. Our basis for this is twofold. First, there is a general agreement
between our results for limiting cases and those from previous work employing either improved
off-lattice approximations (see, e.g., Refs. [59] and [60]) or Monte Carlo simulations (see, e.g.,
Refs. [49] and [54]). Second, MF calculations for dilute lattice systems are specially sensitive
to effects related to percolation, as the infinite range of MF interactions leads to a percolation
threshold at an infinitesimal particle concentration, in sharp contrast to the finite percolation
threshold of three-dimensional lattices with nearest-neighbor interactions. Therefore, we expect
predictions of ordered phases at low concentrations to be MF artifacts. However, except for very
strong repulsive isotropic interaction, our calculations do not lead to such predictions. Monte
Carlo simulations focusing on both exceptional cases as well as on the predicted multicritical
points would be most welcome.





Chapter 4

Weakly-interacting nanoparticles

4.1 Introduction

In the last decade, the need to enhance the physical properties of LCs using physical methods
(i.e., without chemical synthesis of new substances) has represented a real challenge. One
solution is the introduction of colloidal particles into a LC host. The effects induced by the
colloidal particles depend strongly on their size. Microparticles induce elastic distortions in the
LC host, and these distortions are responsible for an indirect interaction between them. In this
case the microparticles may form a periodic array with potential applications in photonics [73–
78]. On the other hand, nanoparticles (NPs) are too small to cause distortion in the LC host.
However, NPs can produce significant changes in the effective properties of the LC host. Using
low concentration (∼ 0.2%) of BaTiO3 ferroelectric nanoparticles in the nematic LC MLC-
6609, an increase of ∼ 10% at the nematic orientational coupling was reported by F. Li et

al. [79]. In the same experiment, an increment of 40◦C in the clearing point 1, as compared with
the value for the pure LC host, was reported. Both increases and decreases in the clearing point
have been reported for different experiments [80–88]; see also Refs. [89, 90] and references
therein.

In the two-tensor formulation discussed at the beginning of Chap.3 we show that, under
certain conditions, Eq. (3.3) represents the interaction potential between two nematogens. In
order to describe the anisotropic interaction potential between a nematogen and an uniaxial
dipolar NP with dipolar moment represented by the unit vector p, it is necessary to represent
the dipolar state by a tensor

d = p⊗ p− 1

3
I, (4.1)

where I is the 3 × 3 identity matrix. Then Eq. (3.3), under changes qj → dj , bj → 0, and
A→ B, takes the form

Vij = −9

4
B (qi : dj + ξbi : dj) = −9

4
B (qi + ξbi) : dj. (4.2)

1The temperature at which a LC phase is converted to the ISO liquid is called the clearing point.

31
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In this case the adimensional parameter ξ gauges the importance of the coupling between the
dipole and the nematogenic biaxial part. For ξ = 0 we recover the Maier-Saupe interaction
energy which is appropriate only for the description of intrinsically uniaxial nematogens. For
intrinsically biaxial nematogens we need to set the parameter ξ to a nonzero value. In the same
spirit to the description for the nematogen-nematogen interaction we use ξ = ∆/3, and then

Vij = −9

4
B

Å
qi +

∆

3
bi

ã
: dj. (4.3)

For a binary mixture of nematogens and dipolar NPs, we allow each lattice site to be occu-
pied by a single object, with no empty sites. In this problem, similar to the dilution problem
discussed in Chap. 3, we introduce an isotropic interaction. Under these considerations the
contribution of two neighboring sites i and j to the total interaction energy of the system is

Vij = γiγj

ï
U − 9

4
A

Å
qi +

∆

3
bi

ã
:

Å
qj +

∆

3
bj

ãò
− γi(1− γj)

9

4
B

Å
qi +

∆

3
bi

ã
: dj.

(4.4)

In this problem the occupation variable γi is equal to 0 if the site i is occupied by a dipolar
NP and 1 if the site is occupied by a nematogen. Here we allow the strength of the anisotropic
interaction between objects of different nature, B, to be either negative or positive. The case
B > 0 energetically favors configurations in which a dipole aligns with the first principal axis
of a nematogen. On the other hand, the case B < 0 energetically favors configurations in which
a dipole is perpendicular to the first principal axis of a nematogen. Finally, the case B = 0

represents an effective diluted problem similar to the one discussed in Chap.3.

In Chap.3, we presented the LGMSZ model for the description of the effects of dilution
in NLCs with intrinsically-biaxial nematogens. Mathematically, the dilution problem can be
understood as a binary mixture of nematogens and non-interacting objects (the holes or empty
sites). In this chapter the holes are exchanged for dipolar NPs that do not directly interact with
each other, but do interact with the nematogens. As the strength of the interaction between
nematogens and dipolar NPs is B, see Eq. (4.4), the lattice model used to describe the binary
mixture will be called lattice-gas Maier-Saupe-Zwanzig with extra B interaction (LGMSZ-B).

We note that, in principle, neglecting interactions between dipolar nanoparticles is a rea-
sonable approximation only in the limit where the relative concentration of such particles is
small. However, in experimental systems there are also ionic impurities which may screen elec-
trostatic interactions (see Ref. [91] and references therein), therefore extending the validity of
the approximation to higher concentrations, while at the same time weakening the coupling be-
tween NPs and nematogens. For the sake of completeness, we extend the approximation to the
full range of possible concentrations, with the warning that results for the highest values should
be subject to further checks.
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This chapter is organized as follows. Sec. 4.2 presents the LGMSZ-B model and sketches
its MF solution. It also discusses the stability of multicritical Landau points for different values
of the degree of biaxiality of nematogens. In Sec. 4.3 we present an analysis of the effects of
anisotropic interactions between nematogens and dipolar NPs with fixed degree of biaxiality and
zero isotropic interaction. Sec. 4.4 is dedicated to LC-based suspensions and the effects of NP
on the clearing point as well as on the uniaxial-biaxial second-order transition temperature. In
Sec. 4.5 we present a study of the effects of the isotropic interaction for fixed biaxiality degree
and anisotropic interaction between objects of different nature. Conclusions are presented in
Sec. 4.6.

4.2 The LGMSZ-B model

We consider a system which is a binary mixture consisting of Nm nematogens and Nn dipolar
NPs. Each lattice site can be occupied by an asymmetric object or by a dipole, the state of the
site i being described by an occupation variable γi taking the value 0 (dipole) or 1 (nematogen).
Then, we define the LGMSZ-B model by means of the effective Hamiltonian

H = −
∑
(i,j)

Vij = −A
∑
(i,j)

γjγjΩi : Ωj −B
∑
(i,j)

γi(1− γj)Ωi : Θj + U
∑
(i,j)

γiγj, (4.5)

where A, B and U are coupling parameters, with A > 0, the sum is performed over pairs (i, j)

of neighboring sites i and j in the lattice, and the quantities Ωi and Θj are second-rank tensors
associated with the nematogen at site i and the dipolar at site j respectively. Specifically, the
tensor Ωi is the same that was used in Chaps. 1 and 2. For dipolar NPs, we have

Θi =
3

2

Å
pi ⊗ pi −

1

3
I

ã
, (4.6)

where pi is the dipolar moment associated with the NP at i. Instead of working with continuous
orientational states, we follow the Zwanzig prescription (see Sec. 2.2) in assuming that the
principal axes of a nematogen and the dipolar axes are restricted to align in the directions of the
Cartesian axes. Within this approximation the states of a nematogen and of a dipolar NP take
values from the sets {ωi} and {θj} with i = 1, 6 and j = 1, 3 respectively; see Eqs. (2.6) and
(2.13). Every state of the set {θj} is doubly degenerate. Note that, for zero isotropic interaction
(U = 0) and intrinsically uniaxial molecules (∆ = 0), Eq. (4.5) reduces to a discretized
version of the continuous model introduced by A. N. Zakhlevnykh et al. [36] for suspensions of
anisometric particles in nematic liquid crystals (with a rescaling of energies, as our parameters
A and B would be equivalent to

√
3/2A and

√
3/2B in the units of Ref. [36]).
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4.2.1 Molecular field theory

In order to make analytic progress in the problem defined by Eq.(4.5), we resort to a MF treat-
ment, which is equivalent to considering the fully-connected Hamiltonian

Hmf = − A

2N

N∑
i,j=1

γiγjΩi : Ωj −
B

N

N∑
i,j=1

γi(1− γj)Ωi : Θj +
U

2N

∑
(i,j)

γiγj, (4.7)

where the sums over pairs of neighboring sites are replaced by sums over all pairs of sites, and
the factor of 1/N is included to ensure that energy is extensive. In this problem N = Nn +Nm

is the number of objects (nematogens and dipolar NPs) of the binary mixture.

As in Sec. 3.2, it is more convenient to consider the grand canonical formalism. The grand
partition function is

Ξ =
∑
{γi}

∑
{Ωi}

∑
{Θi}

exp

(
βHmf − βµ

N∑
i=1

γi

)
, (4.8)

where µ is the chemical potential, which controls the number of nematogens. In order to obtain
an integral representation of the grand partition function in the MF limit, we introduce the two
new variables

φ =
1

N

N∑
i=1

γi and D =
1

N

N∑
i=1

(1− γi)Θi, (4.9)

with the help of Dirac delta functions, and use Gaussian identities similar to that in Eq. (3.12).
Finally we obtain

Ξ ∝
∫
R7

e−βNΦ(Q,D,φ)D(Q,D, φ) d[Q] d[D] dφ, (4.10)

with
Φ(Q,D, φ) =

A

2
‖Q‖2 +

U

2
φ2 − µφ, (4.11)

and

D(Q,D, φ) =
∑
{γi}

∑
{Ωi}

∑
{Θi}

δ

(
φ− 1

N

N∑
i=1

γi

)
δ

(
D− 1

N

N∑
i=1

(1− γi)Θi

)

× exp

[
−β(AQ +BD) :

N∑
i=1

γiΩi

]
,

(4.12)

where the constant of proportionality in Eq. (4.10) is irrelevant. Performing the sum in the
exponential in Eq.(4.12) and using integral representations for the Dirac delta functions, we
obtain

D(Q,D, φ) =

Å
N

2π i

ã4 ∫
C

e−NF (D̂,φ̂) d[D̂] dφ̂ (4.13)
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where
F (D̂, φ̂) = D̂ : D + φ̂φ− ln

î
χ(D̂, φ̂)

ó
, (4.14)

and
χ(D̂, φ̂) = eφ̂

∑
{Ω}

eβ(AQ+BD):Ω +
∑
{Θ}

eD̂:Θ. (4.15)

In the thermodynamic limit (N � 1), we can use the multivariable Morse lemma to get an
extension of steepest-descent method into complex variables (D̂, φ̂) (see Refs. [92] and [93]).
We expect the integral in the Eq. (4.13) to be dominated by the highest saddle point, (D̂o, φ̂o) ∈
M3(C)× C (see footnote 2), which can be determined by the conditions

∂

∂D̂
F (D̂o, φ̂o) = 0 ⇒ D =

1

χ(D̂o, φ̂o)

∑
{Θ}

eD̂o:ΘΘ, (4.16)

and
∂

∂φ̂
F (D̂o, φ̂o) = 0 ⇒ φ =

eφ̂o

χ(D̂o, φ̂o)

∑
{Ω}

eβ(AQ+BD):Ω. (4.17)

Under regularity conditions (single non-degenerate saddle point) we have

D(Q,D, φ) =

Å
2π

N

ã2 e−NF (D̂o,φ̂o)»
det H(D̂o, φ̂o)

+O(1/N), (4.18)

where det H(D̂o, φ̂o) is the Hessian matrix having eigenvalues {λi}with i = 1, 4 and | arg(λi)| <
π/2 3.

Now the grand partition function can be written as

Ξ ∝
∫
R7

e−βNψ(Q,D,φ) d[Q] d[D] dφ, (4.19)

where
ψ(Q,D, φ) = Φ(Q,D, φ) +

1

β
F (D̂o, φ̂o) (4.20)

is the Landau-de Gennes free-energy functional. Note that Eqs.(4.16) and (4.17) implicitly yield
D̂o and φ̂o as functions of Q, D and φ.

The steepest-descent method can be applied once more, now to Eq.(4.19), yielding the MF
equations for the equilibrium values of Q, D and φ given the interactions A, B and U and the

2Mn(C) is the set of square matrices of order n whose elements belong to the set C.
3Note that »

detH(D̂o, φ̂o) = eiϕ/2
4∏

k=1

|λk|1/2 6= 0, where ϕ =

4∑
k=1

arg(λk).

If (D̂, φ̂) ∈ M3(R)× R and =[F (Q,D, φ)] = 0 then ϕ = 0. Also if (D̂, φ̂) ∈ M3(R)× R, <[F (Q,D, φ)] = 0
and |
√
λk| < π/4 then ϕ = πm/2 where m is the number of negative eigenvalues minus the number of positives

ones (stationary phase method).
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parameters T and µ. These equations are

∂

∂Q
ψ(Q,D, φ) = 0 ⇒ Q =

eφ̂o

χ(D̂o, φ̂o)

∑
{Ω}

eβ(AQ+BD):ΩΩ, (4.21)

∂

∂D
ψ(Q,D, φ) = 0 ⇒ D̂o =

Beφ̂o

χ(D̂o, φ̂o)

∑
{Ω}

eβ(AQ+BD):ΩΩ, (4.22)

and
∂

∂φ
ψ(Q,D, φ) = 0 ⇒ φ̂o =

eφ̂o

χ(D̂o, φ̂o)

∑
{Ω}

eβ(AQ+BD):Ω, (4.23)

From Eq.(4.21), we conclude that the equilibrium value of Q is associated with the biaxial-
nematogen order parameter, and that it is a traceless tensor, which can be parametrized as
Eq.(2.19). As Eq.(4.16) implies Tr D = 0, we can also parametrize the second-rank tensor
associated with the dipolar NP as

D =
1

2

Ö
−R− ζ 0 0

0 −R + ζ 0

0 0 2R

è
. (4.24)

Likewise, Eq.(4.22) implies that D̂o is a traceless diagonal tensor. Parametrizing it in the
same fashion as D, with parameters R̂o and ζ̂o, and following a lengthy but straightforward al-
gebraic calculation, we can solve Eqs.(4.16) and (4.17) explicitly for R̂o, ζ̂o, and φ̂o as functions
of S, η, R, ζ , and φ, allowing us to write the Landau-de Gennes free-energy functional as

ψ(S,R, η, ζ, φ) =
A

4
(3S2 + η2) +

U

2
φ2 − µφ+

ζ −R
3β

ln
[
(R− 1 + φ)2 − ζ2

]
+

1− φ
3β

ln
{

(1 + 2R− φ)
[
(R− 1 + φ)2 − ζ2

]}
+

2R

3β
ln (1 + 2R− φ)− 2ζ

3β
ln (1−R− ζ − φ)

− φ

β
ln [Λ(S,R, η, ζ)] +

φ

β
ln(6φ)− 2

β
ln(6),

(4.25)
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where

Λ(S,R, η, ζ) = 2 exp

ß
−3β

4
[A(S + η) +B(R + ζ)]

™
× cosh

ß
3β

4

ï
A
(
S − η

3

)
+B

Å
R− ζ

3

ãò
∆

™
+ 2 exp

ß
−3β

4
[A(S − η) +B(R− ζ)]

™
× cosh

ß
3β

4

ï
A
(
S +

η

3

)
+B

Å
R +

ζ

3

ãò
∆

™
+ 2 exp

ï
3β

2
(AS +BR)

ò
cosh

ï
β

2
(Aη +Bζ)∆

ò
.

(4.26)

The equilibrium values of S, R, η, ζ and φ are determined by locating the absolute minima
of ψ(S,R, η, ζ, φ), leading to the MF equations

∂ψ

∂S
=
∂ψ

∂η
=
∂ψ

∂R
=
∂ψ

∂ζ
=
∂ψ

∂φ
= 0, (4.27)

which take the self-consistent forms

S = F1(S,R, η, ζ, φ; {α})
η = F2(S,R, η, ζ, φ; {α})
R = F3(S,R, η, ζ, φ; {α})
ζ = F4(S,R, η, ζ, φ; {α})
φ = F5(S,R, η, ζ, φ; {α})

(4.28)

where {α} ≡ {β, µ,∆, κ}, with κ = B/A, is a set of parameters.
We emphasize that the values of S, η, R, ζ and φ at the absolute minima of ψ represent

thermodynamic equilibrium values for fixed reciprocal temperature β, chemical potential µ,
parameter κ and biaxiality degree ∆. The free energy F = F({α}) of the system corresponds
to the convex envelope of ψ determined after inserting values of S, η, R, ζ and φ associated
with the minima of the Landau-de Gennes free-energy functional.

4.2.2 The Landau point

Systems with quadrupole interactions may exhibit Landau (L) multicritical points (see, e.g.,
Ref [22] ), in which the isotropic phase and various nematic phases become identical. To
determine the location of a Landau point we must impose certain conditions on the Landau-de
Gennes free-energy functional, that is, we need to satisfy Eqs. (4.27) and the extra conditions
d2ψ/ dS2 = d3ψ/ dS3 = 0 evaluated at (S, η, R, ζ, φ) = (0, 0, 0, 0, φL) (similar to the dilution
problem in Chap. 3). For intrinsically biaxial nematogens, these conditions lead to

φLe
−β(µ−UφL) = 1− φL, (4.29)
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− 16 + β(∆2 + 3)
[
4A+ 3B2β(1− φL)

]
φL = 0, (4.30)

and
64(∆2 − 1)−B3β3(∆2 + 3)3φ2

L(1− φL) = 0, (4.31)

Note that, for B = 0, Eqs. (4.30) and (4.31) indicate that the Landau point can only exist if
∆ = 1, and the φ-T diagrams present a line of Landau points AβφL = 1 (see Refs. [25] and
[94]). For B 6= 0 we have many candidates for multicritical Landau points, satisfying

Aβ(1,2) = ξ1(∆, κ)± ξ2(∆, κ), with κ =
B

A
, (4.32)

these functions ξ1,2(∆, κ) are

ξ1(∆, κ) =
2

9

ï
9

3 + ∆2
− 6

κ2
+

3 + ∆2

(∆2 − 1)κ

ò
, (4.33)

and

ξ2(∆, κ) =

…
(∆2 + 3)− 12

κ
(∆2 − 1)

∣∣∣∣(∆2 + 3)2

κ
− 9(∆2 − 1)

∣∣∣∣
(∆2 − 1)(∆2 + 3)3/2

. (4.34)

We refrain from writing the lengthy expressions for the concentration values φ(1)
L and φ(2)

L asso-
ciated with the temperatures Aβ(1) and Aβ(2). Note that the solutions in Eq. (4.32) are invalid
for ∆ = 1 because ξ1,2(∆, κ)→∞. The cases 12(∆2− 1)/(∆2 + 3) < κ < 0 with 0 < ∆ < 1

and 0 < κ < 12(∆2 − 1)/(∆2 + 3) with 1 < ∆ < 3 represent unphysical situations because
={ξ2(∆, κ)} 6= 0. From Eqs. (4.29) to (4.31) we can see that for ∆ = 1 the location of the
Landau point is φL = 1, Aβ = 1, and µ→∞.

We emphasize that the solutions in Eq. (4.32) represent candidates for Landau points, but
say nothing about whether such points are really stable. However, these solutions indicate
where we will not find Landau points. For κ > 0, see Fig. 4.1(a), we can expect the following
characteristics in the φ-T phase diagrams. (i) For calamitic molecules, 0 < ∆ < 1, we find that
ξ1(∆, κ) < ξ2(∆, κ), and as a consequence the solution Aβ(2) < 0 (is unphysical). The φ-T
phase diagrams for these values of ∆ can present at most one Landau point. (ii) For discotic
nematogens, 1 < ∆ < 3, both solutions Aβ(1) and Aβ(2) are positive and in this case the φ-T
phase diagrams can present one or two Landau multicritical points.

On the other hand, if κ < 0 (see Fig. 4.1(b)), for calamitic nematogens we can find φ-T
phase diagrams with one or two Landau multicritical points. Finally for discotic nematogens
ξ1(∆, κ) + ξ2(∆, κ) < 0, so that Aβ(1) < 0, and the φ-T phase diagrams can present at most
one Landau point.

In the particular case where ξ2(∆, κ) = 0 we have that β(1) = β(2). The values of κ for
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which this occurs are

κ1 =
12(∆2 − 1)

∆2 + 3
⇒ Aβ1 =

(∆2 + 3)3 + 216(∆2 − 1)2

108(∆2 − 1)2(∆2 + 3)
> 0 (4.35)

and
κ2 =

(∆2 + 3)2

9(∆2 − 1)
⇒ Aβ2 =

4∆2(∆2 − 9)2

(∆2 + 3)4
> 0. (4.36)
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Figure 4.1: Candidates for multicritical Landau points, diagram of temperature as function of the molecular degree
of biaxiality ∆, for different values of κ = B/A. Gray region is unphysical.

In order to analyze the stability of a Landau point, we must examine the higher order total
derivatives of ψ with respect to η, evaluated at (S, η, R, ζ, φ) = (0, 0, 0, 0, φL). At the Landau
point we will always have d2ψ/ dη2 = 0, so that we need to look at the fourth-order derivative

d4ψ

dη4
= ς(β, φL)− 3(1− φL) [16− 3B2β2(∆2 + 3)φ2

L]
2

64β(∆2 + 3)2φ3
L [1 + Uβ(1− φL)φL]

, (4.37)

with

ς(β, φL) = −3

ï
9B(∆2 − 1) + A(∆2 + 3)2

(∆2 + 3)3φ2
L

− 6
18(∆2 − 1) + (∆2 + 3)3

β(∆2 + 3)5φ3
L

ò
. (4.38)

If the fourth-order derivative in Eq.(4.37) is negative, then the point does not represent a
minimum of the Landau-de Gennes free-energy functional, therefore being unstable. (If the
derivative is non-negative, the candidate point represents a minimum, but we must still check
whether that minimum is absolute, before we can conclude that it represents a physically real-
izable Landau point.)
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4.3 Phase behavior for U = 0

For this binary system, the phase diagrams present a great variety of topologies. This is intuitive
when observing the energy levels associated with two nematogens or a nematogen and a dipolar
NP, plotted in Fig. 4.2. Depending on the degree of biaxiality, ∆, of the nematogens, we
can observe how different energy levels with different degeneracies (12 for red labels and 6
for black labels) intersect. The degeneracies are associated with entropic contributions to the
free energy and can produce important effects on the phase behavior of the system, mainly
for values of ∆ near the points of crossings of energy levels. Another evidence of the large
number of topologies that can be found is the dependence of the positions of the crossing points
between energy levels with the value of the strength of the interaction between dipolar NPs and
nematogens (see differences between Figs. 4.2(a) and 4.2(b)).
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Figure 4.2: Energy levels as a function of the degree of biaxiality ∆. Level crossings account for variations in
the entropic contributions to the free energy. Solid lines correspond to energy levels associated with interactions
between two nematogens, while dashed lines indicate energy levels arising from interactions involving NPs and
nematogens. Line thickness is proportional to the degeneracy of the corresponding level.

In this section, we start the investigation of the phase behavior for zero isotropic interaction
(U = 0), which simplifies the analysis of the system, and 0 6 ∆ 6 3. Here we discuss both
B > 0 and B < 0 values for the strength of the nematogen-NP interaction, as well as the effect
produced by introducing small amounts of dipolar NPs into the LC host.

In the phase diagrams presented that have more than one uniaxial phase of the same type
(calamitic or discotic) we will use Roman numerals to distinguish the phases, e.g., N+

UI
, N+

UII
,

N+
UIII

, etc.
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4.3.1 Phase diagrams for ∆ = 0

We find the φ-T phase diagrams shown in Fig. 4.3, for different positive values of the strength
of the anisotropic interaction between dipolar NPs and nematogens. For high concentration
of nematogens, as the temperature decreases, the observed phase sequence in these diagrams
is ISO, followed by a narrow ISO-N+

U coexistence region, followed by a pure nematogen-
rich (or dipolar-poor) N+

U phase. At lower concentrations of nematogens, as the temperature
decreases, the observed phase sequence in the diagrams is ISO, followed by a ISO-N+

U re-
gion of coexistence, followed by a pure nematogen-poor (or dipolar-rich) low temperature N+

U

phase. The coexistence lines signaling the first-order transition from the ISO phase to the N+
U

phase are determined by the Eq. (4.27) evaluated at (S, η, R, ζ, φ) = (SU, 0, RU, 0, φU) and at
(S, η, R, ζ, φ) = (0, 0, 0, 0, φI), supplemented by ψ(SU, 0, RU, 0, φU) = ψ(0, 0, 0, 0, φI), where
φI and φU are, respectively, the nematogen concentration in the ISO and N+

U phases at the tran-
sition point, while SU and RU are the values of S and R at that point. In this case, without loss
of generality, we can assume η = ζ = 0.
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Figure 4.3: Phase diagrams in terms of temperature T (in units of A) and concentration φ of nematogens, for an
intrinsically uniaxial system (∆ = 0), different values of anisotropic interaction between nematogens and dipolar
NPs and in absence of isotropic interaction (U = 0). ISO: isotropic phase. N+

U: calamitic uniaxial nematic phase.
Short-dashed lines are the boundaries of the biphasic region (gray).

The phase diagrams for systems with negative interactions between dipolar nanoparticles
and nematogens (B < 0) are shown in Fig. 4.4. The φ-T phase diagram shown in Fig. 4.4(a)
corresponds to a system with (A,B) = (1,−3/4). At lower concentration of nematogens, as
the temperature decreases, we observe an ISO phase, followed by an ISO-N+

U coexistence re-
gion stable at low temperature. At high concentration of nematogens we observe an ISO phase,
followed by a narrow ISO-N+

U coexistence region, then by a pure N+
U phase and finally by a

reentrant coexistence region. For T → 0 we have a stable ISO-N+
U biphasic region, which be-

comes metastable with respect to the N+
U phase if B < −A or B > A/2, as shown in Appendix

A. Fig. 4.4(b) represents a situation with strong anisotropic interaction (B = −3A) between
dipolar NPs and nematogens. In this diagram there is a large stability region for the N+

U phase
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Figure 4.4: Phase diagrams in terms of temperature T (in units of A) and concentration φ of nematogens, for an
intrinsically uniaxial system (∆ = 0), different values of anisotropic interaction between nematogens and dipolar
NPs and in absence of isotropic interaction (U = 0). ISO: isotropic phase. N+

U: calamitic uniaxial nematic phase.
Short-dashed lines are the boundaries of biphasic region (gray).

and the ISO-N+
U coexistence disappears at low temperature. Note that for high concentration

of nematogens the addition of dipolar NPs increases the temperature of the first-order ISO-N+
U

phase transition.

4.3.2 Phase diagrams for ∆ = 4/5

For intrinsically biaxial nematogens with ∆ = 4/5 we can find a great variety of phase diagrams
as a function of the parameter B. For (A,B) = (1, 1) we can see from the phase diagram
in Fig. 4.5(a) that, for high concentration of nematogens, the sequence of phases observed,
as the temperature decreases, is a nematogen-rich ISO phase, followed by a first-order weak
ISO-N+

U phase transition, followed by a large temperature range where an N+
U phase is stable,

limited below by a second-order N+
U-NB phase transition, and finally a low-temperature NB

phase is stable. The conditions for the second-order N+
U-NB transition are determined by Eqs.

(4.27) and the extra condition d2ψ/ dη2 = 0 evaluated at (S, η, R, ζ, φ) = (So, 0, Ro, 0, φo).
In this diagram we have a critical end point (CE), in which the biaxial nematic (NB) phase
becomes identical to the uniaxial nematic (N+

U) phase, and this resulting nematic state coexists
with a noncritical isotropic state. For low concentration of nematogens (φ 6 φCE ≈ 0.1) and
temperature the system presents a dipolar-rich biaxial nematic phase.

When the strength of the anisotropic interaction between dipolar NPs and nematogens is
such that it favors dipolar axes perpendicular to the first principal nematogenic axes, we obtain
phase diagrams similar to the one shown in Fig. 4.5(b). In this diagram there is a tricritical
(TC) point which can be determined by Eqs. (4.27) in addition to d2ψ/ dη2 = d4ψ/ dη4 = 0

evaluated at (S, η, R, ζ, φ) = (STC, 0, RTC, 0, φTC), where STC and RTC are the values of S
and R respectively at the TC point and φTC is the concentration of nematogens. In addition
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Figure 4.5: Phase diagrams in terms of temperature T (in units of A) and concentration φ of nematogens, for
biaxiality degree ∆ = 4/5 and in the absence of isotropic interaction (U = 0). ISO: isotropic phase. N+

U:
calamitic uniaxial nematic phase. N−U : discotic uniaxial nematic phase. NB: biaxial nematic phase. Short-dashed
lines are the boundaries of biphasic regions (gray). Red dot-dashed line: critical end point (CE). Red dashed line
is a triple point. TC is a tricritical point.

to the TC point the diagram presents a triple point (short red line), which indicates an ISO-
N+

U-NB phase coexistence. To determine the location of the triple point we need the MF equa-
tions evaluated at (S, η, R, ζ, φ) = (0, 0, 0, 0, φI), at (S, η, R, ζ, φ) = (SU, 0, RU, 0, φU), and at
(S, η, R, ζ, φ) = (SB, 0, RB, 0, φB), supplemented by ψ(0, 0, 0, 0, φI) = ψ(SU, 0, RU, 0, φU) =

ψ(SB, 0, RB, 0, φB). For T values lower than the triple-point temperature, both ISO-N+
U and

N+
U-NB coexistences become metastable with respect to the ISO-NB first-order transition. For

a fixed temperature at the range TTC 6 T / 0.5, the sequence of phases observed, as the con-
centration increases, is an ISO phase, followed by a small ISO-N+

U coexistence, followed by
pure NB phase limited by dipolar-rich and dipolar-poor N+

U-NB second-order transitions at left
and right respectively, and finally a stable N+

U phase. Upon decreasing the value of B, while
TTC increases at the φ-T phase diagrams, a small region begins to appear where a N−U phase
is stable. The small region is delimited by a second-order transition line (to the biaxial phase)
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ending in two CE points with temperatures T (1)
CE and T (2)

CE (T (1)
CE 6 T

(2)
CE). For B ≈ −1.1313 the

triple point and the CE point with temperature T (2)
CE meet at a higher-order multicritical point,

while for −108/91 < B / −1.1313 the phase diagrams are qualitatively similar to that shown
in Fig. 4.5(c). This new topology presents a N+

U-N−U phase transition limited inferiorly by an
ISO-N+

U-N−U triple point and superiorly by a CE point (see inset in Fig. 4.5(c)).

The Landau points (discussed in Sec. 4.2.2) are present in the φ-T phase diagrams de-
pending of the strength of the anisotropic interaction between dipoles and nematogens. As
we discussed for 0 < ∆ < 1 we can find phase diagrams that can even present two Lan-
dau points. Fig. 4.6(a) represents the phase diagram for a system with (A,B) = (1,−6/5)

where we find different multicritical points and nematic phases. We can notice a wide re-
gion of stability for the NB phase, bounded at high temperatures by two N−U-NB and N+

UI
-NB

second-order lines. The two continuous lines meet at a high-concentration L point 4. At this
point the three nematic phases (NB, N+

UI
and N−U) become identical to each other and to the

ISO phase. In the diagram we can see another L point, at low concentration, at which two
uniaxial nematic phases (N+

UII
and N−U) become identical to the ISO phase. For temperatures

below the low-concentration L point there are two different ISO-N+
UII

and N+
UII

-N−U biphasic
regions. The N+

UII
-N−U first-order transition can be determined by the Eqs. (4.27) evaluated at

(S, η, R, ζ, φ) = (S+, 0, R+, 0, φ+) and at (S, η, R, ζ, φ) = (S−, 0, R−, 0, φ−), supplemented
by ψ(S+, 0, R+, 0, φ+) = ψ(S−, 0, R−, 0, φ−), where φ+ and φ− are the nematogen concentra-
tions at the N+

UII
and N−U phases respectively, while S± and R± are the corresponding values of

S and R. Near the low-concentration L point, φ+ → φ− and the uniaxial-uniaxial first-order
transition is very weak (see the inset Fig. 4.6(a)). There is an ISO-N+

UII
-N−U triple point (short

red dashed line) which marks the limit of stability for both ISO-N+
UII

and N+
UII

-N−U coexistence
regions because for temperatures below the triple point these coexistences become metastable
with respect to the ISO-N−U coexistence.

In general, for values of B < −108/91, the phase diagrams for ∆ = 4/5 present a sta-
ble high-concentration L point. Nevertheless the low-concentration L point is only stable for
−1.3645 / B < −108/91 because for values of B < −1.3645 the low-concentration L

point represents a local minimum of the Landau-de Gennes free-energy functional and becomes
metastable with respect to the ISO-N−U coexistence. The loss of this Landau point obviously im-
plies the disappearance of the region of stability of the N+

UII
phase, then the φ-T phase diagram

adopts a topology similar to that represented in Fig. 4.6(b) for (A,B) = (1,−3/2). If B con-
tinually reaches more negative values, an increase in the region where phase N−U is stable and a
decrease in the stability region of phase N+

U can be noted, see Fig. 4.6(c). For |B| � A the N+
U

phase is stable only very close to the line φ = 1.

4For phase diagrams that present two multicritical Landau points, we will refer to these as high-concentration
and low-concentration Landau points.
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Figure 4.6: Phase diagrams in terms of temperature T (in units of A) and concentration φ of nematogens, for
biaxiality degree ∆ = 4/5 and in the absence of isotropic interaction (U = 0). ISO: isotropic phase. N+

U, N+
UI

,
and N+

UII
: calamitic uniaxial nematic phases. N−U : discotic uniaxial nematic phase. NB: biaxial nematic phase.

Short-dashed lines are the boundaries of biphasic regions (gray). Red dot-dashed line: critical end point (CE). Red
dashed line is a triple point. L is a Landau multicritical point.

4.3.3 Phase diagrams for ∆ = 1

If the nematogens present the degree of biaxiality ∆ = 1 we can see phase diagrams similar
to those shown in Fig. 4.7. Here the diagrams present a single multicritical L point located at
(φL, TL) = (1, 1), as discussed in Sec. 4.2.2. These diagrams present a stable phase N+

U whose
stability region is strongly dependent onB. We know that forB = 0 the system is characterized
by the absence of the uniaxial phase because in this case we have a diluted quadrupolar problem
(see Chap. 3 and Ref. [94]). For B � A > 0 we find a large stability region for the N+

U phase,
see Fig. 4.7(c). In addition to the L point, these diagrams present a CE point that marks the
stability limit of an ISO-NB coexistence region. As discussed in Appendix. A, for T → 0 there
is a coexistence region between the ISO and the NB phases only if |B| < 2/3, and outside this
range we find a stable NB phase for all concentrations at zero temperature. Note that, for the
sequence of diagrams from 4.7(a) to 4.7(c), increasing B leads to a reduction of the isotropic-
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nematic coexistence region.
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Figure 4.7: Phase diagrams in terms of temperature T (in units of A) and concentration φ of nematogens, for
biaxiality degree ∆ = 1 and in the absence of isotropic interaction (U = 0). ISO: isotropic phase. N+

U: calamitic
uniaxial nematic phase. NB: biaxial nematic phase. Short-dashed lines are the boundaries of biphasic region
(gray). Red dot-dashed line: critical end point (CE). L is a Landau multicritical point.

4.4 LC-based suspensions

For high concentration of nematogens (φ → 1) the role of the dipolar NPs can be favorable
or detrimental for the formation of nematic structures 5. This is strongly dependent of the
strength of the anisotropic interaction between dipolar NPs and nematogens. The behavior of
the doped transition temperature, TI-N, of the host liquid crystal with respect to the pure liquid
crystal transition temperature, T (0)

I-N , has been studied using different approaches, mostly for
uniaxial systems. In the framework of the molecular MF theory, M. V. Gorkunov and M. A.
Osipov [34] predict a softening of the isotropic-uniaxial first-order transition caused by strongly

5If the introduction of dipolar NPs in a nematic host produces an increase in the transition temperature be-
tween the isotropic and uniaxial phases, then the formation of nematic structures will be favored. If the transition
temperature decreases, the formation of nematic structures will be disadvantaged.
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anisotropic interaction between nanoparticles and nematogens, together with a shift 6 δTI-U =

TI-U − T
(0)
I-U that can be positive or negative depending on the anisotropic interaction between

objects of different nature and the concentration of NPs. Similar results are obtained by A.
N. Zakhlevnykh et al. [36] using the spherical approximation to derive an analytic expression
for the free-energy functional. Experimentally, negative and positive shifts in the transition
temperature have been reported for various systems [37, 81, 95–98]. Using our LGMSZ-B
model we present a detailed analysis of both uniaxial-isotropic and uniaxial-biaxial transitions
in the limit of an LC-based suspension (φ > 0.9).

The simplest situation are the LC-based suspensions with rod-like (∆ = 0) nematogens,
which can only present an ISO-N+

U first-order phase transition (see Sec. 4.3.1). Fig. 4.8(a)
shows the ISO-N+

U coexistence region for different values of κ = B/A and ∆ = 0, with the
temperature normalized by T (0)

I-U = 9
16 ln(2)

. We can see a reduction for the coexistence region as
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Figure 4.8: (a) Normalized isotropic-uniaxial transition temperature as a function of the concentration of dipolar
NPs φNP for intrinsically uniaxial nematogens ∆ = 0 and different values of κ = B/A. (b) Normalized isotropic-
uniaxial transition temperature as a function of κ = B/A for intrinsically uniaxial nematogens ∆ = 0 and different
values of φNP. Black thin-dashed line indicates the clearing point (T = T

(0)
I−U) of the LC host.

|κ| increases. This reduction represents a softening of the phase transition.

The relative transition temperature as a function of κ for different values of fixed concen-
tration φNP of dipolar NPs is shown in Fig. 4.8(b). For κ = 0 we have a diluted problem (see
Chap. 3 and Ref. [94]), and in this case δTI-U < 0 because the presence of dipolar NPs decreases
the effective interaction between nematogens. For κ > 0 the dipoles tend to align with the first
axes of the nematogens, that is, the macroscopic director n̂ corresponds to an easy axis for the
dipoles. This orientational preference increases the effective interaction between nematogens
but implies a decrease in the dipole contribution to the entropy of the system. For κ < 0 the
dipoles tend to arrange themselves perpendicularly to n̂, corresponding to an easy plane for the

6The change from I-N to I-U refers to an isotropic-uniaxial nematic phase transition. In general we will use
the subscripts I, U and B for isotropic, uniaxial and biaxial phases respectively.
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dipoles. Naturally, this orientational restriction is less costly, from an entropic point of view,
than the one discussed for κ > 0. The behavior of the system is qualitatively similar to the case
κ > 0, as we can see in Fig. 4.8(b).

For intrinsically biaxial nematogens (e.g., ∆ = 4/5), at the limit of LC suspension we will
not only have an ISO-N+

U first-order transition, but also an N+
U-NB second-order transition. In

the case of pure LC the transition temperatures are T (0)
I-U ≈ 0.9171 and T (0)

U-B ≈ 0.3304 for the
first-order and second-order transitions respectively. Fig. 4.9 shows the temperatures of the
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Figure 4.9: (a) Normalized uniaxial-biaxial transition temperature as a function of the concentration of dipolar NPs
φNP for intrinsically biaxial nematogens ∆ = 4/5 and different values of κ = B/A. (b) Normalized uniaxial-
biaxial transition temperature as a function of φNP for intrinsically biaxial nematogens ∆ = 4/5 and different
values of κ = B/A.

two phase transitions for different values of κ. Similar to the case for rod-like nematogens,
the ISO-N+

U biphasic region is reduced by increasing |κ|, implying a softening of the first-
order transition. For κ > 0 we can see that δTU-B = TU-B − T

(0)
U-B < 0 for the entire range

0 < φNP < 0.1, while the case κ < 0 represents a favorable situation for the formation of
biaxial structures for κ . −0.5115 because δTU-B > 0 (exemplified in Fig. 4.9(b) by the blue
and dark-green solid lines forB < 0) but this behavior, as we will discuss below, can be affected
by the existence of a high-concentration L point.

In Sec. 4.2.2, and more specifically in Sec. 4.3.2 for the case of ∆ = 4/5, we discussed
the existence of a stable L point at ∆ 6= 0. A L point similar to that shown in Fig. 4.6(b)
is related to the existence of two converging N−U-NB and N+

U-NB second-order lines, and two
ISO-N−U and ISO-N+

U first-order transitions. The concentration φL increases as B decreases
(for ∆ = 4/5 fixed), and for sufficiently negative values of B this L point can approach the
point (φ, T ) = (1, T

(0)
I-U) similar to Fig. 4.6(c). As it has been noted throughout this section,

we consider a LC suspension limit if nematogens represent at least 90% of the mixture. If
the value of B implies that φL > 0.9, then we will have a suspension that presents a stable
L point. Fig. 4.10 shows the κ-T phase diagram for a LC suspension with concentration of
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NPs φNP = 0.025 and nematogens with biaxiality degree ∆ = 4/5. In the NB phase, for
κ > 0 the probability of finding a dipole aligned with the first axes of the nematogens is very
high, which increases the effective interaction between nematogens. This alignment implies a
decrease in the entropy contribution of the dipoles, but the entropic cost is not very important
for small values of κ. If the value of B increases continuously, the increase in the effective
interaction between nematogens does not compensate the decrease in the entropy of the system
and, as a consequence, the temperature of the N+

U-NB second-order transition decreases (see
inset Fig. 4.10). Note that in the N+

U phase the suspension exhibits a cylindrical symmetry
but this symmetry is broken in the NB phase, making entropic effects on the free energy more
important.
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Figure 4.10: Phase diagram in terms of temperature T (in units ofA) and κ = B/A, for biaxiality degree ∆ = 4/5,
concentration of nematogens φ = 0.975, and in absence of isotropic interaction (U = 0). ISO: isotropic phase.
N+

U: calamitic uniaxial nematic phase. N−U : discotic uniaxial nematic phase. NB: biaxial nematic phase. L is a
Landau multicritical point.

For values of κ < 0, the system presents a multicritical L point where four phases (N+
U, N−U,

NB, and ISO) become identical. On the second-order line related to the NB-N+
U transition there

is a point (κo, To) which satisfies the condition dT/ dκ → ∞. This point implies a reentrance
of the NB phase. For a fixed value of κo < κ < κL the sequence of phases observed, as the
temperature decreases, if ISO, followed by a N−U phase where S < 0 and R > 0, followed by a
small stability region for the NB phase which is bounded above and below by two second-order
lines, followed by a N+

U phase where S > 0 and R < 0, and finally the NB is one more time
stable. This fascinating phase behavior is also reflected in the scalar parameters S, R, η, and ζ
as we can see in Fig. 4.11

For values of κ < κo the phase sequence observed, as T decreases is ISO, followed by a
small stability region for the N−U phase, and finally a long stability region for the NB phase.
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Figure 4.11: Equilibrium values of S? = S/φ (black-solid line) and R? = R/(1 − φ) (red-solid line) (a) and
η? = η/φ (black-solid line) and ζ? = ζ/(1 − φ) (red-solid line)(b), for κ = −3.25, as a function of temperature
T (in units of A). Red thin-dashed lines are second-order transitions and blue thin-dashed line is a first-order
transition.

4.5 Phase behavior for U 6= 0

For systems with nonzero isotropic lattice interaction (U 6= 0) the phase diagrams can un-
dergo various modifications. For the attractive case, U < 0, the regions of phases coexistence
are enlarged. For sufficiently attractive values of U we observed low-concentration − high-
concentration transitions in the ISO phase.

For ∆ = 0 we obtain the sequence of phase diagrams shown in the Fig. 4.12 for fixed values
of (A,B) = (1,−2). We can notice a reduction in the stability region of N+

U upon increasing
the attractive character of U . At T = 0, for U < −3/2 the N+

U phase becomes metastable
with respect to the ISO-N+

U coexistence. For a fixed temperature T < 1, the width of the low-
concentration ISO-N+

U coexistence region increases with |U |, as shown in Figs. 4.12(a)-4.12(c).

For sufficiently attractive values of U we can find a first-order transition between two
isotropic phases of high and low concentration of nematogens. Fig. 4.13(a) shows the φ-T phase
diagram for a system with parameters (A,B, U) = (1,−1,−3) and rod-like molecules. For low
temperatures there is a coexistence region between a dipolar-poor isotropic phase (IDP) and a
dipolar-rich isotropic phase (IDR). The diagram exhibits a IDR-IDP-N+

U triple point (red dashed
line) which marks the limit of stability of the IDR-N+

U coexistence. The location of the triple
point can be determined by the MF equations evaluated at (S, η, R, ζ, φ) = (0, 0, 0, 0, φIDR

),
at (S, η, R, ζ, φ) = (0, 0, 0, 0, φIDP

), and at (S, η, R, ζ, φ) = (SU, 0, RU, 0, φU) supplemented
by ψ(0, 0, 0, 0, φIDR

) = ψ(0, 0, 0, 0, φIDP
) = ψ(SU, 0, RU, 0, φU). There is a simple C point

at which the IDR and IDP phases become identical. This simple C point can be determined
by ∂ψ/∂φ = d2ψ/ dφ2 = dψ/ dφ3 = 0 evaluated at (S, η, R, ζ, φ) = (0, 0, 0, 0, φC), which
leads φC = 1/2, βC = −4/U , and µC = U/2. In the context of the Landau-de Gennes free-
energy functional, for attractive isotropic interaction, the simple C point can be either stable
(an absolute minimum) or metastable (a local minimum). For repulsive isotropic interaction,



51 4.5. Phase behavior for U 6= 0

0

0.2

0.4

0.6

0.8

1

1.2

0 0.2 0.4 0.6 0.8 1

T

φ

0

0.2

0.4

0.6

0.8

1

1.2

0 0.2 0.4 0.6 0.8 1

ISO

N+
U

(a) (A,B,U) = (1,−2,−1)

0

0.2

0.4

0.6

0.8

1

1.2

0 0.2 0.4 0.6 0.8 1

T

φ

0

0.2

0.4

0.6

0.8

1

1.2

0 0.2 0.4 0.6 0.8 1

ISO

N+
U

(b) (A,B,U) = (1,−2,−2)

0

0.2

0.4

0.6

0.8

1

1.2

0 0.2 0.4 0.6 0.8 1

T

φ

0

0.2

0.4

0.6

0.8

1

1.2

0 0.2 0.4 0.6 0.8 1

ISO

N+
U

(c) (A,B,U) = (1,−2,−3)

Figure 4.12: Phase diagrams in terms of temperature T (in units of A) and concentration φ of nematogens, for
intrinsically uniaxial nematogens (∆ = 0) and different values of the isotropic interaction. ISO: isotropic phase.
N+

U: calamitic uniaxial nematic phase. Short-dashed lines are the boundaries of biphasic regions (gray).

C is unstable. Any point on IDR-IDP first-order lines occurs for a chemical potential µC. If
the isotropic interaction is more attractive (e.g., see Fig. 4.13(b)), there is an increment in the
IDR-IDP coexistence region and the simple C point takes a temperature greater than the IDP-N+

U

transition temperature for the pure LC host.

For intrinsically biaxial nematogens (∆ = 19/20) we show the φ-T phase diagram in Fig.
4.14(a) for fixed parameters (A,B, U) = (1,−3/4,−1). This diagram presents a multicritical
L point, located at φL ≈ 0.7515 and TL ≈ 0.8262, which signals a direct transition from the NB

phase to the ISO phase. The position of the L point is independent of U . At high concentration
of nematogens (φ > φL) the phase sequence observed is ISO, followed by a narrow ISO-N+

U

coexistence, followed by a pure N+
U phase that is bounded from below by a second-order line,

followed by a pure NB phase, and finally a low temperature coexistence between a dipolar-poor
NB and a dipolar-rich ISO phase. For values of φCE < φ < φL the observed phase sequence, as
T decreases, is similar but the uniaxial phase is discotic. The φ-T phase diagram shown in Fig.
4.14(b) illustrates a similar situation (with respect to Fig. 4.14(a)), but in this case U = −2.
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Figure 4.13: Phase diagrams in terms of temperature T (in units of A) and concentration φ of nematogens, for
intrinsically uniaxial nematogens (∆ = 0) and for different values of the isotropic interaction. IDR: dipolar-rich
isotropic phase. IDP: dipolar-poor isotropic phase. N+

U: calamitic uniaxial nematic phase. Short-dashed lines are
the boundaries of biphasic regions (gray). Red long-dashed line: is an IDR-IDP-N+

U triple point. C is a simple
critical point.

We can observe that, the increase of the attractiveness of the isotropic interaction reduces the
stability of the NB and N−U phases.

For nematogens with degree of biaxiality ∆ = 1, as we saw in Sec. 4.2.2, the system
presents a stable L point at (φ, T ) = (1, 1). In this case, it is impossible for two uniaxial phases
to appear in the same phase diagram in the φ-T plane, regardless of the value of U . Fig. 4.15
shows a representative sequence of phase diagrams for a molecular system with parameters
(A,B) = (1, 2/

√
3) and different values for the strength of the isotropic interaction. The phase

diagram in Fig. 4.15(a) exhibits ISO-N+
U coexistence that widens as the temperature decreases.

There is a CE point, represented by the red dot-dashed line, which is a stability bound because
for temperatures below TCE the ISO-N+

U coexistence becomes metastable with respect to an
ISO-NB coexistence. This diagram presents a second-order transition between a N+

U and a NB

phase, represented by the black solid line. The N+
U-NB second-order line is limited at low and

at high temperature by CE and L, respectively. The phase diagram shown in Fig. 4.15(b)
corresponds to a system with isotropic interaction U = −2. This diagram is similar to the one
shown in Fig. 4.15(a) with an important difference at low temperatures. The ISO-NB is stable,
regardless of the concentration of nematogens. This is one more example that shows that the
attractive isotropic interaction favors isotropic-nematic phase coexistence.

A sufficiently attractive isotropic interaction gives rise to the occurrence of a high-temperature
IDR-IDP coexistence ending at an ordinary C point, as shown Fig. 4.15(c). This diagram ex-
hibits a IDR-IDP-N+

U triple point represented by the red dashed line. At temperatures below the
triple point temperature the IDR-IDP coexistence becomes metastable with respect to IDR-N+

U

phase coexistence. The red dot-dashed line represents a CE point. The stability region for
the NB phase is very small because the isotropic interaction is much more important than both
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Figure 4.14: Phase diagrams in terms of temperature T (in units of A) and concentration φ of nematogens, for
biaxiality degree ∆ = 19/20 and different values of the isotropic interaction (U = 0). ISO: isotropic phase. N+

U:
calamitic uniaxial nematic phase. N−U : discotic uniaxial nematic phase. NB: biaxial nematic phase. Short-dashed
lines are the boundaries of biphasic regions (gray). Red dot-dashed line: critical end point (CE). L is a Landau
point.

the anisotropic interaction between nematogens and the anisotropic interaction between dipolar
NPs and nematogens.

4.6 Conclusions

We considered a binary mixture of nematogens and dipolar NPs, whose interaction is given by
an adaptation of the Maier-Saupe model with discrete orientations. In addition to the anisotropic
nematogen-nematogen and nematogen-NP interactions we considered an isotropic interaction
in the same spirit to the dilution problem discussed in Chap. 3. This problem was investigated
in the context of MF theory. The Landau-de Gennes functional, the MF equations, and the po-
sition of many multicritical point (e.g., Landau points and simple critical points) were obtained
exactly.

For systems with U = 0, we presented the φ-T phase diagrams for fixed values of ∆. In
this case we find a large number of different topologies and multicritical points depending on
the value of B. For B 6 −108/91 and ∆ = 4/5 the phase diagram may present one or two
stable Landau points. Other multicritical points like critical-end or tricritical point are present
(see e.g. Figs. 4.5 and 4.6).

We presented a detailed study for LC-based suspensions (i.e. systems with low concentra-
tion of dipolar NPs). For rod-like nematogens (∆ = 0) our results are capable of reproduc-
ing changes in clearing points, for which there is experimental evidence (see e.g. Refs. [80]
and [81]). Our results are also compatible with MF calculations of models with continuous
degrees of freedom, based on spherical approximations (see Ref. [63]). For intrinsically biaxial
nematogens (∆ 6= 0) we studied the effects of NPs on the uniaxial-biaxial second-order transi-
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Figure 4.15: Phase diagrams in terms of temperature T (in units of A) and concentration φ of nematogens, for
biaxiality degree ∆ = 1 and different values of the isotropic interaction. ISO: isotropic phase. IDR: dipolar-rich
isotropic phase. IDP: dipolar-poor isotropic phase. N+

U: calamitic uniaxial nematic phase. NB: biaxial nematic
phase. Short-dashed lines are the boundaries of biphasic regions (gray). Red dot-dashed line: critical end point
(CE). Red dashed line is a triple point. L is a Landau point. C is a simple critical point.

tion. We showed that, depending on the value of B, the isotropic-uniaxial first-order transition
and the uniaxial-biaxial second-order transition lines meet at a Landau multicritical point.

Systems with U 6= 0 were analyzed and showed to exhibit a great variety of multicritical
points depending on the character of the isotropic interaction, the biaxiality degree, and the
strength of the anisotropic interaction between objects of different nature.



Chapter 5

Concluding remarks

For this manuscript, different extensions of the mean-field Maier-Saupe model for nemato-
genic mixtures were studied. The two models presented, the LGMSZ and LGMSZ-B models,
were derived from the general bilinear anisotropic interaction potential [47] in the London ap-
proximation for the dispersion forces [48]. In order to perform detailed calculations we also
employed the Zwanzig approximation [41], which restricts the possible orientations of a micro-
scopic object to the coordinate axes.

The effects of dilution were studied using a lattice-gas extension of the MSZ model and an
additional isotropic interaction between nematogens. A large number of φ-T phase diagrams
were built for fixed values of the degree of biaxiality ∆ of the nematogens and of the strength
of the isotropic interaction. Many different critical and multicritical points, such as ordinary
vapor-liquid critical points, critical end points, triple points, tricritical points as well as Landau
multicritical points were found in these diagrams. Many of the φ-T phase diagrams that were
obtained are equivalent to diagrams obtained in previous works employing either Monte Carlo
simulations [49, 50, 54] or improved off-lattice approximations [59, 60].

The phase behavior of a binary mixtures of nematogens and dipolar NPs was investigated
in terms of the strength of the isotropic interaction between anisotropic objects, the strength of
the interaction between objects of different nature, as well as the degree of biaxiality and the
concentration of nematogenic units. A perturbative calculation to study the effects produced in
the nematic phases when doping a LC host with small amounts of dipolar NPs was presented.
At this limit (φ → 1), for intrinsically uniaxial systems, our results are compatible with many
experimental reports [37, 81, 95–98] and theoretical MF calculations [34, 36]. For intrinsically
biaxial nematogens we study the effects of doping with dipolar NPs on the uniaxial-biaxial
second-order phase transition.

Despite the simplicity of the models presented in this manuscript, they reproduce previ-
ously obtained theoretical and experimental results. However, there are inaccessible situations
for these models. For example, the models assume the shape of the basic units to be fixed.
This is a reasonable assumption for thermotropic systems, in which the nematogens are asym-
metric molecules, but not for lyotropic systems, characterized by mesogens produced by the
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aggregation of amphiphilic molecules in solution, forming micelles whose properties can vary
with parameters such as temperature and density of solute. In order to alleviate the limitations
of assuming a fixed nematogen shape, the models can be augmented by the introduction of an
elastic energy term, allowing shape fluctuations around an average value, gauged by an elastic
constant setting the corresponding energy scale. This is left for future investigations.

Another limitation of our models is that, in addition to their mean-field character, they focus
on bulk properties, and thus do not take into account anchoring effects which are present in
many experimental situations. It would certainly be interesting to employ Monte Carlo simu-
lations to study finite-dimensional versions of the models, both under periodic and under fixed
boundary conditions, in order to identify the features of the phase diagrams that change with
respect to our predictions.



Appendix A

Low-temperature coexistence

A.1 The LGMSZ model

In the isotropic phase, with T → 0, we have Ωi : Ωj = 0 for any pair of nematogens (i, j), so
the free energy is

FISO(φ) =
U

2N

N∑
i,j=1

γiγj =
U

2N

(
N∑
i=1

γi

)2

=
U

2N
N2
m =

UN

2
φ2, (A.1)

where we have used that φ = Nm/N . In the nematic phase (biaxial if 0 < ∆ < 3 or uniaxial
phase if ∆ = 0 or ∆ = 3), we have if Ωi : Ωj = (3 + ∆2)/2 for any pair of nematogens (i, j),
and free energy in this case is

FN(φ) = −AN
4

(3 + ∆2)φ2 +
UN

2
φ2. (A.2)

For a isotropic-nematic coexistence, the double-tangent construction (considering the isotropic
phase stable only if φ = 0) leads to

U − A

2
(∆2 + 3) = 0, (A.3)

Therefore, if U/A > (∆2 + 3)/2 the nematic phase is stable, otherwise there appears an
isotropic-nematic coexistence region.

A.2 The LGMSZ-B model

For this model, the free-energy of the system strongly depends on the value of B. In the limit
T → 0 the free energy of the isotropic phase is

FISO(φ) =
UN

2
φ2, (A.4)
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while in the biaxial nematic phase, in which all nematogens are fully aligned with each other,
the free energy is

FN(φ) = −AN
4

(3 + ∆2)φ2 +
3BN

2
φ(1− φ)f(B) +

UN

2
φ2, (A.5)

where f(B) takes the value −1 if B > 0 or (1 + ∆)/2 if B < 0. The function f(B) takes
different values because different relative orientations between the dipole axes and the first
principal nematogen axes are energetically favored, depending on the sign of B. In order to
minimize the free energy, for B > 0 (B < 0), all dipoles have their axes fully aligned with the
first (third) principal nematogen axes.

In the interval 0 6 φ 6 1, the above equations imply FN(φ) 6 FISO(φ), with the equality
valid only at φ = 0. Therefore, the isotropic phase is stable for φ = 0 only. However, F ′′N(φ) <

0 for
− 2(2A− U)

3(∆ + 1)
< B 6 0 or 0 6 B 6 2A− U

3
, (A.6)

so that, under these conditions, a φ = 0 isotropic phase coexists with a φ = 1 nematic phase.
Otherwise, the nematic phase is stable for 0 < φ 6 1.



Appendix B

z expansion

In the limit of high concentration of nematogens we have φ = 1 − φNP, where φNP � 1 is
the concentration of nanoparticles. In this limit, the chemical potential µ → ∞ and then the
fugacity z ≡ e−βµ → 0. If we introduce the scalar functions

a(Q) =
∑
{Θ}

eβBQ:Θ, b(Q,D) =
∑
{Ω}

eβ(AQ+BD):Ω, (B.1)

and the tensor functions

c(Q,D) =
1

βA
· ∂
∂Q

b(Q,D), d(Q) =
1

βB
· ∂
∂Q

a(Q), (B.2)

the mean-field equation related to the concentration can be written as

φNP = 1−
ï
1 + z

a(Q)

b(Q,D)
eβU(1−φNP)

ò−1

≈ z
a(Q)

b(Q,D)
eβU (B.3)

where the second-rank tensors associated with nematogen and dipolar nanoparticles are Q =

Q(0) + δQ and D = δD respectively, and δQ and δD are small tensors1. The mean-field
equations related to the order parameters of nematogens and of dipolar nanoparticles are

Q(0) + δQ =

ï
1 + z

a(Q)

b(Q,D)
eβU(1−φNP)

ò−1 c(Q,D)

b(Q,D)
= (1− φNP)

c(Q,D)

b(Q,D)
, (B.4)

δD = zeβU(1−φNP)

ï
1 + z

a(Q)

b(Q,D)
eβU(1−φNP)

ò−1 d(Q)

b(Q,D)
≈ zeβU

d(Q)

b(Q,D)
, (B.5)

Eq. (B.3) into Eq. (B.5) we obtain

δD ≈ φNP
d(Q)

a(Q)
. (B.6)

1We say that a second-rank tensor G is small if its entries gij are small quantities for all pairs ij.
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Notice that

a(Q)

b(Q,D)
=

a(0)(Q) + δa(Q)

b(0)(Q,D) + δb(Q,D)
≈ a(0)(Q)

b(0)(Q,D)

ï
1 +

δa(Q)

a(0)(Q)
− δb(Q,D)

b(0)(Q),D)

ò
, (B.7)

d(Q)

a(Q)
=
d(0)(Q) + δd(Q)

a(0)(Q) + δa(Q)
≈
ß

I + δd(Q)[d(0)(Q)]−1 − δa(Q)

a(0)(Q)

™
d(0)(Q)

a(0)(Q)
, (B.8)

and

c(Q,D)

b(Q,D)
=
c(0)(Q,D) + δc(Q,D)

b(0)(Q,D) + δb(Q,D)
≈ß

I + δc(Q,D)[c(0)(Q,D)]−1 − δb(Q,D)

b(0)(Q),D)

™
c(0)(Q,D)

b(0)(Q,D)
,

(B.9)

where the quantities

a(0)(Q) =
∑
{Θ}

eβ
(0)BQ(0):Θ, b(0)(Q,D) =

∑
{Ω}

eβ
(0)AQ(0):Ω, (B.10)

c(0)(Q,D) =
∑
{Ω}

eβ
(0)AQ(0):Ω ·Ω, d(0)(Q) =

∑
{Θ}

eβ
(0)BQ(0):Θ ·Θ. (B.11)

In the limit of pure nematogen host (φ = 1) we have that Q(0) ≡ 〈Ω〉0 = c(0)(Q,D)/b(0)(Q,D),
so that the MF equations take the form

Q(0) + δQ = (1− φNP)

ß
I + δc(Q,D)[c(0)(Q,D)]−1 − δb(Q,D)

b(0)(Q),D)

™
Q(0). (B.12)

Using [c(0)(Q,D)]−1 ·Q(0) = I/b(0)(Q),D) and ignoring the terms of order φNP δc(Q,D) and
φNP δb(Q,D) we obtain

δQ =
δc(Q,D)

b(0)(Q,D)
− δb(Q,D)

b(0)(Q,D)
Q(0) − φNPQ(0). (B.13)

Note that
δb(Q,D) = αQ : δQ + αD : δD + αT δT (B.14)

with
αQ = β(0)B

∑
{Ω}

eβ
(0)AQ(0):Ω ·Ω = β(0)Ac(0)(Q,D), (B.15)

αD = β(0)A
∑
{Ω}

eβ
(0)AQ(0):Ω ·Ω = β(0)Bc(0)(Q,D), (B.16)
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αT = −(β(0))2A
∑
{Ω}

eβ
(0)AQ(0):Ω(Q(0) : Ω)

= −(β(0))2AQ(0) :
∑
{Ω}

eβ
(0)AQ(0):Ω ·Ω = −(β(0))2AQ(0) : c(0)(Q,D),

(B.17)

Then we can insert Eqs. (B.15)-(B.17) into the second term on the right-hand side of Eq. (B.13)
and obtain

δb(Q,D)

b(Q,D)
= β(0)AQ(0) : δQ + β(0)BQ(0) : δD− (β(0))2A‖Q(0)‖2δT. (B.18)

On the other hand, we have

δc(Q,D) =
1

A
δ

ï
1

β
· ∂
∂Q

b(Q,D)

ò
=

1

A
δTc(0)(Q,D) +

1

Aβ(0)
δ

ï
∂

∂Q
b(Q,D)

ò
(B.19)

and
δ

ï
∂

∂Q
b(Q,D)

ò
= BQ · δQ + BD · δD + bT δT I, (B.20)

with
BQ = β(0)A

∑
{Ω}

eβ
(0)AQ(0):Ω ·Ω2, (B.21)

BD = β(0)B
∑
{Ω}

eβ
(0)AQ(0):Ω ·Ω2, (B.22)

bT = −(β(0))2A
∑
{Ω}

(Q(0) : Ω)eβ
(0)AQ(0):Ω ·Ω. (B.23)

Using Eq. (B.19) we obtain

δc(Q,D)

b(Q,D)
=
δT

A
Q(0) + 〈Ω2〉0δQ + κ〈Ω2〉0δD + β(0)δT 〈(Q(0) : Ω) ·Ω〉0, (B.24)

δD = φNP
d(0)(Q)

a(0)(Q)
. (B.25)

B.1 The ISO-NU first-order transition

By substituting the MF equations (4.21) and (4.22) into Eq.(4.20), the Landau-de Gennes free-
energy functional can be written as

ψ(Q,D, φ) =
A

2
‖Q‖2 +BQ : D− U

2
φ2 − 1

β
ln

ï
a(Q) +

e−βUφ

z
b(Q,D)

ò
. (B.26)
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In the limit z → 0 we can write

1

β
ln

ï
a(Q) +

e−βUφ

z
b(Q,D)

ò
=

1

β(0)

ñ
a(0)(Q)

b(0)(Q,D)
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ô
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ln[b(0)(Q,D)] + δ

ß
1
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ln[b(Q,D)]

™
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(B.27)

Notice that
δ

ß
1

β
ln[b(Q,D)]

™
= ln[b(0)(Q,D)]δT + Tδ {ln[b(Q,D)]} , (B.28)

with
δ {ln[b(Q,D)]} =

δ{b(Q,D)}
b(Q,D)

. (B.29)

Using δ{‖Q‖2} = 2Q(0) : δQ and δ{Q : D} = Q(0) : δD in Eq. (B.18) we obtain

ψ(Q,D, φ) =
A

2
‖Q(0)‖2 + AQ(0) : δQ +BQ(0) : δD− U

2
− 1

β(0)
ln[b(0)(Q,D)]

− ln[b(0)(Q,D)]δT − AQ(0) : δQ−BQ(0) : δD + β(0)A‖Q(0)‖2δT

− 1

β(0)
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a(0)(Q)
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(0)Uz − ln(z)

ô
+O(z),

(B.30)

which is equivalent to

ψ(Q,D, φ) =
A

2
‖Q(0)‖2 − U

2
− 1

β(0)
ln[b(0)(Q,D)]

− ln[b(0)(Q,D)]δT + β(0)A‖Q(0)‖2δT

− 1

β(0)

ñ
a(0)(Q)

b(0)(Q,D)
eβ

(0)Uz − ln(z)

ô
+O(z).

(B.31)

We know that for the ISO-N+
U first-order transition ψ(0,0, φI) = ψ(QU,DU, φU), then for

the ISO phase we have that a(0)(Q) = a(0)(0) = 6 and b(0)(Q,D) = b(0)(0,0) = 6, so that

ψ(0,0, φI) = −U
2
− 1

β(0)
ln(6)− ln(6)δT − 1

β(0)

î
eβ

(0)Uz − ln(z)
ó

+O(z). (B.32)

A comparison between Eq. (B.32) and Eq. (B.31) yields

− 1

β(0)
ln(6)− ln(6)δT − 1

β(0)

î
eβ

(0)Uz
ó

=
A

2
‖Q(0)

U ‖2 − 1
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eβ
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ô
,

(B.33)

but for the pure nematic we have (see Sec. 2.3)

A

2
‖Q(0)

U ‖2 − 1

β(0)
ln[b(0)(QU,DU)] = − 1

β(0)
ln(6), (B.34)
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so that

− β(0)A

2
‖Q(0)

U ‖2δT =
eβ

(0)U
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ñ
1− a(0)(QU)

b(0)(QU,DU)

ô
z. (B.35)

Using Eq. (B.3) we have zeβ(0)U = φNPb
(0)(QU,DU)/a(0)(QU), then

dTI−U

dφNP

=
δTI−U

φNP

=
2

A

ñ
1− b(0)(QU,DU)

a(0)(QU)

ôÇ
T

(0)
I−U

‖Q(0)
U ‖

å2

. (B.36)

Notice that for a(0)(QU) = b(0)(QU,DU) this derivative is zero.

B.2 The NU-NB second-order transition

The perturbative calculations for the NU-NB second-order transition are more complicated from
an algebraic point of view. The conditions for the second-order transition are the MF equations
supplemented by d2ψ/ dη2 = 0. In this case we solve the problem computationally using
Wolfram Mathematical, see [99].
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A B S T R A C T

We present a theoretical analysis of the magnetic phase diagram of CeTi x1 ScxGe andGdFe x1 CoxSi as a function
of the temperature and the Sc and Co concentration x, respectively. CeScGe and GdCoSi, as many other RTX
(R= rare earth, T= transition metal, X= p-block element) compounds, present a tetragonal crystal structure
where bilayers of R are separated by layers of T and X. While GdFeSi and CeTi0.75Sc0.25Ge are ferromagnetic,
CeScGe and GdCoSi order antiferromagnetically with the R f4 magnetic moments on the same bilayer aligned
ferromagnetically and magnetic moments in nearest neighbouring bilayers aligned antiferromagnetically. The
antiferromagnetic transition temperature TN decreases with decreasing concentration x in both compounds and
for low enough values of x the compounds show a ferromagnetic behavior. Based on these observations we
construct a simplified model Hamiltonian that we solve numerically for the specific heat and the magnetization.
We find a good qualitative agreement between the model and the experimental data. Our results show that the
main magnetic effect of the Sc→Ti and Co→ Fe substitution in these compounds is consistent with a change in
the sign of the exchange coupling between magnetic moments in neighbouring bilayers. We expect a similar
phenomenology for other magnetic RTX compounds with the same type of crystal structure.

1. Introduction

Several compounds of the RTX (R= rare earth, T= transition
metal, X= p-block element) family crystalize in the CeFeSi-type or
CeScSi-type structures [1]. These tetragonal structures can be described
as stackings of R bilayers separated by layers of T and X. Neutron
scattering experiments have found that the magnetically ordered state
can generally be described as a stacking of ferromagnetic bilayers
coupled ferromagnetically or antiferromagnetically between them, de-
pending on the compound [2,3].

Among these compounds, CeScGe crystallizes in the CeScSi-type
structure (I4/mmm, N 139, tI12) and has attracted considerable at-
tention because of its surprisingly large (for Ce compounds) transition
temperature T 47N K [4]. CeTiGe, however, crystalizes in the CeFeSi-
type structure (P4/nmm, N 129, tP6) and does not present a magneti-

cally ordered state at low temperatures. In recent works, Sereni et al.
studied the evolution of the thermodynamic and transport properties of
CeTi x1 ScxGe for samples with x0.25 1 [4–6]. A continuous re-
duction of TN with decreasing Sc content was observed for x down to

0.5 and ferromagnetic behavior for lower values of x down to 0.25
where there is a change in the crystal structure to CeFeSi-type with no
magnetic order.

The interest in the RTX family has also been fueled by the large
magnetocaloric effect (MCE) in the R=Gd compounds. The MCE is
generally maximal at temperatures near to the Curie temperature. This
makes it attractive for applications to be able to set the transition
temperature near the target operation temperature, e.g. by tuning the
magnetic exchange couplings. As in the R=Ce compounds, the tran-
sition metal T plays an essential role determining the magnetic prop-
erties: while GdFeSi and GdCoSi have the same CeFeSi-type structure,

https://doi.org/10.1016/j.jmmm.2020.166614
Received 10 December 2019; Received in revised form 5 February 2020; Accepted 11 February 2020

⁎ Corresponding author.
E-mail address: pablo.cornaglia@cab.cnea.gov.ar (P.S. Cornaglia).

Journal of Magnetism and Magnetic Materials 503 (2020) 166614

Available online 12 February 2020
0304-8853/ © 2020 Elsevier B.V. All rights reserved.

T



GdFeSi is a ferromagnet with =T 118C K and GdCoSi is an antiferro-
magnet with =T 220N K1. The substitution of Co by Fe reduces TN and
leads to a ferromagnetic behavior in GdFe x1 CoxSi for x 0.4 [11].
Since other RTX compounds like the RFeSi with R=Nd,Sm,Tb also
show a change in the nature of the magnetic ground state compared to
RCoSi, and all have a CeFeSi-type structure, we would expect for those
compounds a qualitatively similar phase diagram to the one observed
for GdFe x1 CoxSi.

In this work we propose a model to describe the effect of the re-
placement of the transition metal T by an element in an adjacent
column in the periodic table. Based on previous results we assume (see
Ref. [12]) that this T replacement produces a local change in the sign of
the inter-bilayer exchange coupling. More precisely, that the main ef-
fect in the magnetic interactions when a transition metal atom is re-
placed, is a change in the sign of the magnetic coupling between the
two magnetic moments which are closer to the transition metal atom
and in different bilayers.

2. Model

To analyze the main effects of the transition metal replacement we
construct a simplified magnetic model that takes into account the
layered structure of the CeScSi-type and CeFeSi-type crystals. The
nature of the local magnetic moments can vary widely from one rare
earth compound to the other. In CeScGe the transition temperature is
high enough (T 47N K) that the first excited crystal split doublet of the
Ce f4 orbital cannot be ignored for a detailed description [13]. In the
Gd compounds the crystal field is generally very small [14,15], and an
isotropic spin 7/2 describes accurately the physics [16]. Note, however,
that a simple de Gennes scaling is nicely followed by the transition
temperature for several of the RTX compounds [2], which signals the
possibility of a common description.

In constructing the simplified model we do not attempt to reproduce
the precise spin arrangement nor the complexity of the rare earth
magnetic moments for each compound, but to account for the main
parameters driving the magnetic characteristics. We consider a cubic
array of Ising magnetic moments with a first neighbour ferromagnetic
coupling J inside the x y planes and a coupling J for nearest
neighbours in the z direction. For a description of the GdCoSi and
CeScGe compounds, J is chosen antiferromagnetic which leads to an
A-type antiferromagnetic ground state as observed experimentally. To
describe the ferromagnetic GdFeSi a ferromagnetic J needs to be
considered. In agreement with the double exchange mechanism for the
magnetic couplings across the TX layer described in the Appendix, we
assume that the most relevant effect of the replacement of a T atom in a
TX layer is a change in the coupling between the nearest neighbour R f4
magnetic moments to the T ion across the TX layer. For the Co→Fe and
the Sc→Ti replacements (which change the parity of the T d3 level
occupancy) it can even be associated with a sign change in the inter-
plane coupling J (see also Ref. [12]). For a compound where a pro-
portion x of the T atoms have been replaced, we expect an equal pro-
portion of interplane couplings to change. We assume the replaced T
atoms to be randomly distributed throughout the sample which leads to
a uniform random distribution in the location of the modified couplings
(see Fig. 1).

2.1. Ising model

For a cubic lattice with magnetic moments at positions i j k( , , ) with
i,j, and k natural numbers in the range L[1, ] the model Hamiltonian
reads

=H J S i j k S i j k( , , ) ( , , )
i j i j k( , ),( , ) (1)

+ +J i j k S i j k S i j k( , , ) ( , , ) ( , , 1)
i j k (2)

+ S i j k
2

( , , )
i j k, , (3)

where =S i j k( , , ) { 1, 1} represents an Ising spin, is a Zeeman energy
splitting due to an external magnetic field, , indicates nearest
neighbors and J i j k( , , ) can take two different values: J1 with prob-
ability x and J2 with probability x1 . For fixed J i j k( , , ) the model
can be analyzed as a function of the temperature using Monte Carlo
simulations.

3. Results

We first perform a mean field analysis averaging over disorder
realizations of the couplings. This leads to a uniform

= +J x xJ x J( ) (1 )eff 1 2 coupling in the z direction. The effective in-
terplane coupling J x( )eff changes sign for =x xc

1

1
J
J
1

2

, with

x0 1c provided J1 and J2 have opposite sign. At xc the ground state
changes from FM to A-type AFM. In what follows we take2 = <J J4 02
and =J J31 2 which leads to =x 0.25c .

The magnetic transition temperature in the mean field approxima-
tion is given by

= +T x
k

J J x( ) 2 [2| | | ( )|]crit
B

eff (4)

which for x xc is a Curie temperature to a ferromagnetic ground state
and for >x xc corresponds to a Néel temperature.

To describe the effect of disorder in a more realistic way we perform

Fig. 1. Schematic representation of the model used in the simulations for a
< <x0 1 situation. The Ising spins form a cubic lattice with ferromagnetic

nearest-neighbour couplings J in the x y plane. The magnetic couplings in
the z -axis (J1 or J2 ) depend on the type of transition metal atom (represented
by filled circles) between the magnetic moments. The thick arrows represent
the +Gd3 magnetic moments, and the thin dashed style arrows indicate the
magnetic couplings.

1 There have been several conflicting reports in the literature on the nature of
the magnetic order of GdCoSi and its transition temperature. Some authors
report a ferromagnetic order with a low magnetization (roughly an order of
magnitude lower than the expected for the +Gd3 ion) which could be non-col-
linear [7–9] while density functional theory calculations and magnetocaloric
measurements indicate an antiferromagnetic order[10–12].

2 We obtained qualitatively similar results for different values of the ratio
between J2 and J .
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Monte Carlo simulations as a function of the temperature and external
magnetic field for systems with sizes up to = × ×N 32 32 32 magnetic
moments in a cubic lattice with periodic boundary conditions, and
average the results over three realizations of the disorder 3. The results
for the specific heat as a function of the temperature and different va-
lues of the concentration x 1 and to x 0 are presented in the upper
panel of Fig. 2. The sharp peak in Cm at the transition temperature
obtained for =x 1 and =x 0 shifts to lower temperatures as x departs
from stoichiometry. A broadening of the peaks is also observed, in
agreement with the reported specific heat experimental data forCeTi x1
ScxGe and x 1. In the intermediate regime of values of x, a broad peak
is observed in the specific heat (see lower panel of Fig. 2).

We also calculate the magnetization as a function of the tempera-
ture using a field cooling (FC) and a zero-field cooling protocol. The
results of the Monte Carlo simulation and the experimental results for
CeTi x1 ScxSi are presented in Fig. 3. The numerical calculations and the
experiment present a similar qualitative behavior for all values of x,
except for =x 0.4 where the FC experimental results present a peak in
the magnetization. The observed reduction of the magnetization at low
temperatures may be due to a dipolar interaction between ferromag-
netic clusters which is not included in the model. For values of x 0
(x 1), the peak in the specific heat is concomitant with an increase
(decrease) in the magnetization which signals a ferromagnetic (anti-
ferromagnetic) transition. In the intermediate range of values of x, al-
though there is a clear change in the behavior of the magnetization at
temperatures where a peak in the specific heat is observed, it is not
apparent from these quantities what the nature of the magnetic ground
state is and whether there is a sharp transition.

Finally, we use the peaks in the specific heat Cm and in C T/m as
criteria to determine the transition (or crossover) temperature Tcrit. In
the intermediate regime of values of x, the two criteria do not coincide
and we use this difference to estimate the “error” in the determination

of Tcrit. The resulting Tcrit, which is the average of the value obtained
using the two criteria, is presented in Fig. 4 as a function of x, together
with the experimental values for CeTi x1 ScxGe and GdFe x1 CoxSi. In
spite of the simplicity of the model, a good agreement is obtained be-
tween the Monte Carlo and the experimental results. The mean field
results (using an effective disorder-averaged interplane coupling) de-
viate significantly from the numerical results in the range of inter-
mediate values of x, but provide a qualitative correct picture with a
linear behavior in x, for x 0 and x 1.

4. Conclusions

We present a minimal model to describe the magnetic properties of
CeTi x1 ScxGe and GdFe x1 CoxSi, which provides a qualitative descrip-
tion of the magnetic specific heat and the magnetization as a function of
the temperature. Using Monte Carlo simulations we obtain a magnetic
phase diagram which shows a good agreement with those observed
experimentally. The proposed model captures the most relevant effect
of the Sc→Ti and Co→ Fe replacements in these materials, which is a
change in the sign of the exchange coupling between R f4 magnetic
moments in neighbouring bilayers. Although a material specific model
is probably needed to describe the detailed physics of other compounds
with the same type of crystal structure but different rare earth ions with
their corresponding multiplet structures, we expect the present model

Fig. 2. Specific heat Cm of the disordered Ising model as a function of the
temperature for different proportions x of modified couplings in the z direction.
Upper panel: For two sets of values of x: {0, 0.05, 0.1, 0.15} and
{0.85, 0.9, 0.95, 1} a sharp peak can be observed in Cm which can be associated
with a ferromagnetic and an antiferromagnetic transition, respectively. Lower
panel: for x0.35 0.7 the peak in Cm is rounded and no clear signature of a
sharp transition is observed.

Fig. 3. Magnetization as a function of the temperature for the transition metal
concentration values =x {0.3, 0.4, 0.6, 0.8, 1.0} from top to bottom at low
temperatures using a field cooling (symbols) and zero field cooling (solid lines)
schemes. Left panel: experimental data for CeTi x1 ScxSi and =H 100Oe. Right
panel: Monte Carlo data for a Zeeman splitting = J0.02 .

Fig. 4. Experimental transition temperatures for CeTi x1 ScxGe (from Ref. [11])
and GdFe x1 CoxSi (from Ref. [4]) as a function of x. The solid line is the mean-
field transition temperature for disorder-averaged couplings, to an FM ground
state for x0 0.25 and an AFM ground state for < x0.25 1. The Monte
Carlo values are the average of the temperatures for the maximum values of Cm
and C T/m , the error bars are estimated from the difference of the values ob-
tained by the two criteria.

3 The specific heat and the magnetization show little dependence on the
disorder realization for the system sizes considered. We performed numerical
calculations from = × ×N 8 8 8 up to = × ×N 32 32 32 lattice sites to rule out
finite size effects in the reported quantities.
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to serve as a base to include these type of features. This analysis could
also be extended to analyze other RTX materials with hexagonal crystal
structure [17].

The similarity of the current model to the Anderson model (see e.g.
Ref. [18]), which presents a spin glass phase, suggests that this type of
physics could be expected for CeTi x1 ScxGe and GdFe x1 CoxSi and
x 0.5.

This work opens the possibility to analyze the properties of the low
temperature state in the intermediate range of values of the transition
metal concentration x using a simple model.
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Appendix A. Simplified model for the interplane R-R exchange coupling

We present here a simplified local model for the exchange coupling of nearest-neighbouring R magnetic moments in different bilayers. As
discussed for R=Gd compounds in Ref. [12], the most relevant effect in the magnetic couplings when the transition metal is replaced (Ti→ Sc or
Fe→Co), is a significant modification, that can even lead to a sign change, of the exchange couplings between the magnetic moments of nearest-
neighbour +Gd3 ions in different bilayers. A DFT analysis indicates an important overlap of the T d3 , Gd d5 and X p wavefunctions, which leads to an
indirect magnetic exchange mechanism via delocalized d5 rare earth electrons [8] (see also Ref. [16]). Additionally, the R f4 electrons couple with
the R d5 conduction electrons with a magnetic exchange coupling Jfd and the almost empty R d5 orbitals have a small hybridization with the partially
occupied transition metal d orbitals.

With these ingredients we construct a simplified model to describe qualitatively the behavior of interlayer exchange coupling. We consider two R
ions (1 & 2) separated by a transition metal ion and consider a single level with energy E , for the each of the R d5 orbitals = 1, 2. The R d5 orbitals
are hybridized with a single effective level with energy Ed that models the transition metal d orbitals.

While the Si or Ge p orbitals contribute to the conduction electron bands, and to the R-R exchange couplings, we focus here in the role of the TM
and do not include the p orbitals in the model. The energy of an electron in the d5 orbital depends on the relative orientation of its spin w.r.t. the R

f4 magnetic moment: = ±E Ed d , where the - (+) sign corresponds to parallel (antiparallel) configurations. The R-R coupling is estimated as
K E E J( )/2AP P

2, where EP is the electronic energy when the f4 spins of the two R are parallel, and EAP the corresponding to the antiparallel
configuration. The model Hamiltonian is

= + + +H E c c E d d t c d h c( . . )eff d
,

,
†

,
†

,
,

†

(5)

where c ,
† (d †) creates an electron with spin projection = ± along the z-axis on the R d5 (T d3 ) effective orbital. The model can be readily

diagonalized and for a single electron occupancy to lowest order in t and it gives an R-R coupling:

<K t
J E E

8
( )

0
c d

2 4

2 5 (6)

where we have assumed that t is a small parameter. This corresponds to a ferromagnetic interaction.
For an occupancy of two electrons there is a qualitative change. The two electrons are antiparallel to satisfy Pauli exclusion principle and the

minimal energy for the conduction band electrons is obtained when the R f4 magnetic moments are antiparallel. This leads to an effective anti-
ferromagnetic exchange coupling between the R magnetic moments in adjacent layers,

>K t
J E E

| |
( )

0.
c d

2

2 2 (7)
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We introduce the idea of collisional models for Brownian particles, in which a particle is sequentially placed in
contact with distinct thermal environments and external forces. Thermodynamic properties are exactly obtained,
irrespective of the number of reservoirs involved. In the presence of external forces, the entropy production
presents a bilinear form in which Onsager coefficients are exactly calculated. Analysis of Brownian engines
based on sequential thermal switchings is proposed and considerations about their efficiencies are investigated,
taking into account distinct external forces protocols. Our results shed light to an alternative route for obtaining
efficient thermal engines based on finite times Brownian machines.
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I. INTRODUCTION

Stochastic thermodynamics has proposed a general and
unified scheme for addressing central issues in thermodynam-
ics [1–5]. It includes not only an extension of concepts from
equilibrium to nonequilibrium systems but also it deals with
the existence of new definitions and bounds [6–9], general
considerations about the efficiency of engines at finite time
operations [1–3], and others aspects. In all cases, the concept
of entropy production [1,4,10] plays a central role, being
a quantity continuously produced in nonequilibrium steady
states (NESS), whose main properties and features have been
extensively studied in the last years, including its usage for
typifying phase transitions [11–14].

Basically, a NESS can be generated under two funda-
mental ways: From fixed thermodynamic forces [15,16] or
from time-periodic variation of external parameters [17–20].
In this contribution, we address a different kind of periodic
driving, suitable for the description of engineered reservoirs,
at which a system interacts sequentially and repeatedly with
distinct environments [21–23]. Commonly referred as colli-
sional models, they have been inspired by the assumption that
in many cases (e.g., the original Brownian motion) a particle
collides only with few molecules of the environment and then
the subsequent collision will occur with another fraction of
uncorrelated molecules. Collisional models have been viewed
as more realistic frameworks in certain cases, encompassing
not only particles interacting with a small fraction of the envi-
ronment but also those presenting distinct drivings over each
member of system [24–27] or even species yielding a weak
coupling with the reservoir. More recently, they have been
(broadly) extended for quantum systems for mimicking the
environment, represented by a weak interaction between the

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.

system and a sequential collection of uncorrelated particles
[28–30].

With the above in mind, we introduce the concept of re-
peated interactions for Brownian particles. More specifically,
a particle under the influence of a given external force is
placed in contact with a reservoir during the time interval
and afterwards it is replaced by an entirely different (and
independent) set of interactions. Exact expressions for ther-
modynamic properties are derived and the entropy production
presents a bilinear form, in which Onsager coefficients are
obtained as function of period. Considerations about the ef-
ficiency are undertaken and a suited regime for the system
operating as an efficient thermal machine is investigated.

The present study sheds light for fresh perspectives in
nonequilibrium thermodynamics, including the possibility of
experimental buildings of heat engines based on Brownian
dynamics [31–36] with sequential reservoirs. Also, they pro-
vide us the extension and validation of recent bounds between
currents and entropy production, the so called thermodynamic
uncertainty relations (TURs) [8,9,37–41], which has aroused
a recent and great interest.

This paper is organized as follows: Secs. II and III present
the model description and its exact thermodynamic properties.
In Sec. IV we extend analysis for external forces and consider-
ations about efficiency are performed in Sec. V. Conclusions
and perspectives are drawn in Sec. VI.

II. MODEL AND FOKKER-PLANCK EQUATION

We are dealing with a Brownian particle with mass m
sequentially placed in contact with N different thermal reser-
voirs. Each contact has a duration of τ/N and occurs during
the intervals τi−1 � t < τi, where τi = iτ/N for i = 1, .., N ,
in which the particle evolves in time according to the follow-
ing Langevin equation:

m
dvi

dt
= −αivi + Fi(t ) + Bi(t ), (1)

where quantities vi, αi, and Fi(t ) denote the particle velocity,
the viscous constant and external force, respectively. From

2643-1564/2020/2(4)/043016(9) 043016-1 Published by the American Physical Society
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now on, we shall express them in terms of reduced quantities:
γi = αi/m and fi(t ) = Fi(t )/m. The stochastic force ζi(t ) =
Bi(t )/m accounts for the interaction between particle and the
ith environment and satisfies the properties

〈ζi(t )〉 = 0 (2)

and

〈ζi(t )ζi′ (t
′)〉 = 2γiTiδii′δ(t − t ′), (3)

respectively, where Ti is the bath temperature. Let Pi(v, t ) be
the velocity probability distribution at time t , its time evolu-
tion is described by the Fokker-Planck (FP) equation [3,16,42]

∂Pi

∂t
= −∂Ji

∂v
− fi(t )

∂Pi

∂v
, (4)

where Ji is given by

Ji = −γivPi − γikBTi

m

∂Pi

∂v
. (5)

It is worth mentioning that above equations are formally iden-
tical to description of the overdamped harmonic oscillator
subject to the harmonic force fh = −k̄x just by replacing
x → v, k̄/α → γi, 1/α → γi/m.

From the FP equation and by performing appropriate par-
tial integrations together boundary conditions in which both
Pi(v, t ) and Ji(v, t ) vanish at extremities, the time variation of
the energy system Ui = 〈Ei〉 in contact with the ith reservoir
is given by

dUi

dt
= −m

2

∫
v2

[
∂Ji

∂v
+ fi(t )

∂Pi

∂v

]
dv. (6)

The right side of Eq. (6) can be rewritten as dUi/dt = −(Ẇi +
Q̇i ), where Ẇi and Q̇i denote the work per unity of time and
heat flux from the system to the environment (thermal bath)
given by

Ẇi = −m〈vi〉 fi(t ) and Q̇i = γi
(
m〈v2

i 〉 − kBTi
)
, (7)

respectively. In the absence of external forces Ẇi = 0 and all
heat flux comes from/goes to the thermal bath.

By assuming the system entropy S is given by Si(t ) =
−kB

∫
Pi(v, t ) ln[Pi(v, t )]dv and from the expression for Ji,

one finds that its time derivative is given by

dSi

dt
= −kB

∫ (
Ji

Pi

)(
∂Pi

∂v

)
dv. (8)

As for the mean energy, above expression can be rewritten in
the following form:

dSi

dt
= m

γiTi

( ∫
J2

i

Pi
dv + γi

∫
vJidv

)
. (9)

Equation (9) can be interpreted according to the following
form: dSi/dt = �i(t ) − 	i(t ) [16,42], where the former term
corresponds to the entropy production rate �i(t ) and it is
strictly positive (as expected). The second term is the the flux
of entropy and can also be rewritten more conveniently as

	i(t ) = Q̇i

Ti
= γi

(
m

Ti

〈
v2

i

〉 − kB

)
. (10)

If external forces are null and the particle is placed in
contact to a single reservoir, then the probability distribution
approaches for large times the Gibbs (equilibrium) distribu-
tion Peq

i (v) = e−E/kBTi/Z , with E = mv2/2 its kinetic energy
and Z the partition function. In such case, 〈v2

i 〉 = kBTi/m
and therefore �eq = 	eq = 0 (as expected). Conversely, it
will evolve to a nonequilibrium steady state (NESS) when
placed in contact with sequential and distinct reservoirs, in
which heat is dissipated and the entropy is produced and hence
�NESS = 	NESS > 0.

III. EXACT SOLUTION FOR ARBITRARY
SET OF SEQUENTIAL RESERVOIRS

From now on, quantities will be expressed in terms of
the “reduced temperature” 
i = 2γikBTi/m and kB = 1. Since
we are dealing with a linear force on the velocity, the NESS
will also be characterized by a Gaussian probability distribu-
tion Pi(v, t ) = e−(v−〈vi〉)2/2bi (t )/

√
2πbi(t ) in which both mean

〈vi〉(t ) and the variance bi(t ) ≡ 〈v2
i 〉(t ) − 〈vi〉2(t ) will be in

general time-dependent. Their expressions can be calculated
from Eqs. (4) and (5) and read

d

dt
〈vi〉 = −γi〈vi〉 + fi(t ) (11)

and

d

dt
bi(t ) = −2γibi(t ) + 
i, (12)

respectively, where appropriate partial integrations were
performed. Their solutions are given by the following expres-
sions:

〈vi〉(t ) = e−γi (t−τi−1 )

[
v′

i−1 +
∫ t

τi−1

eγi (t ′−τi−1 ) fi(t
′)dt ′

]
(13)

and

bi(t ) = Ai−1e−2γi (t−τi−1 ) + 
i

2γi
, (14)

respectively, where quantities v′
i−1 ≡ 〈vi〉(τi−1) and Ai’s are

evaluated by taking into account the set of continuity rela-
tions for the averages and variances, 〈vi〉(τi ) = 〈vi+1〉(τi ) and
bi(τi ) = bi+1(τi ) (for all i = 1, ..., N), respectively. Since the
system returns to the initial state after a complete period,
〈v1〉(0) = 〈vN 〉(τ ) and b1(0) = bN (τ ), all coefficients can be
solely calculated in terms of model parameters, temperature
reservoirs and the period. Also, the above conditions state that
the probability at each point returns to the same value after
every period.

For simplicity, from now on we shall assume the same
viscous constant γi = γ for all i’s. In the absence of external
forces, all v′

i’s vanish and the entropy production only depends
on the coefficients Ai’s and 
i’s. Hence, the coefficient Ai

becomes

Ai+1 = xAi + 1

2γ
(
i − 
i+1), (15)
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where x = e−2γ τ/N and all of them can be found from a linear
recurrence relation

Ai = xi−1A1 + 1

2γ

i∑
l=2

xi−l (
l−1 − 
l ), (16)

for i = 2, ....N . As the particle returns to the initial configura-
tion after a complete period, AN then reads

AN = x−1A1 + x−1

2γ
(
1 − 
N ). (17)

By equaling Eqs. (16) and (17) for i = N , all coefficients Ai’s
can be finally calculated and are given by

A1 = 1

2γ

xN

1 − xN

N∑
l=1

x−l (
l − 
l+1) (18)

and

Ai= 1

2γ

xi−1

1 − xN

[
i−1∑
l=1

x−l (
l − 
l+1)+
N∑

l=i

xN−l (
l − 
l+1)

]
,

(19)

for i = 1 and i > 1, respectively. As we are focusing on the
steady-state time-periodic regime, thermodynamic quantities
can be averaged over one period τ . The mean entropy produc-
tion � then reads

� = 1

τ

N∑
i=1

∫ τi

τi−1

	i(t ) dt = (1 − e−2γ τ/N )

2γ τ

N∑
i=1

Ai


i
. (20)

From Eqs. (18) and (19), it follows that

N∑
i=1

Ai


i
= xN

1 − xN

N∑
i,l=1

x−l

(

i+l−1 − 
i+l


i

)
, (21)

and we arrive at an expression for � solely dependent on the
model parameters

� = − N

2γ τ

(
1 − x

x

)
+ 1

2γ τ
· xN−1(1 − x)2

1 − xN

N∑
i,l=1

x−l 
i+l


i
.

(22)
To show that � � 0, we resort to the inequality∑N

i=1 
i+l/
i � N N

√∏N
i=1 
i+l/
i for showing that∑N

i=1 
i+l/
i � N , and hence Eq. (22) fulfills the condition

� � − N

2γ τ

(
1 − x

x

)
+ N

2γ τ

(
1 − x

x

)
= 0, (23)

in consistency with the second law of thermodynamics.
As an concrete example, we derive explicit results for

the two sequential reservoirs case. From Eqs. (13) and (14),
coefficients A1 and A2 reduce to the following expressions:

A1 = 
2 − 
1

2γ

(
1 − e−γ τ

1 − e−2γ τ

)
= 
2 − 
1

2γ

(
1

1 + eγ τ

)
, (24)

where A2 = −A1 and hence

	1(t ) = γ

(

2 − 
1


1

)(
1

1 + e2γ τ

)
e−2γ t , (25)

for 0 � t < τ/2 and

	2(t ) = γ

(

1 − 
2


2

)(
1

1 + e2γ τ

)
e−2γ (t− τ

2 ), (26)

τ/2 � t < τ , respectively, whose average entropy production
reads

� =
[

1
2

2τ
tanh

(
γ τ

2

)](
1


1
− 1


2

)2

. (27)

Note that � � 0 and it vanishes when 
1 = 
2. In the limit of
slow (τ � 1) and fast (τ << 1) oscillations, � approaches to
the following asymptotic expressions:

� ≈ 
1
2

2τ

(
1


1
− 1


2

)2

and

1
2γ

4

(
1


1
− 1


2

)2

,

(28)
respectively, and such a latter expression is independent on the
period.

Equation (27) can be conveniently written down as a
flux-times-force expression, where the thermodynamic force
attempts to the difference of temperatures of reservoirs. Given
that the viscous coefficient is the same for all switchings, the
thermodynamic force can be more conveniently expressed in
terms of difference of 
i’s. More specifically, we have that
� = JT fT , where fT = (1/
2 − 1/
1) and JT can also be
rewritten as JT = LT T fT , where LT T is the Onsager coeffi-
cient given by

LT T = 
1
2

2τ
tanh

(
γ τ

2

)
. (29)

Note that LT T � 0 (as expected).
Figure 1 depicts the average entropy production � versus

τ for distinct values of 
2 and 
1 = 1, γ = 1. Note that it
is monotonically increasing with fT and reproduces above
asymptotic limits.

FIG. 1. Mean entropy production � versus τ for distinct temper-
ature sets 
1 = 1 and 
2 and γ = 1.
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IV. FORCED BROWNIAN AND SEQUENTIAL
RESERVOIRS

Next, we extend analysis for the case of a Brownian par-
ticle in contact with sequential reservoirs and external forces.
We shall focus on the two stage case and two simplest external
forces protocols: constant and linear drivings. More specifi-
cally, the former is given by

fi(t ) =
{

f1; 0 � t < τ/2,

f2; τ/2 � t < τ,
(30)

where f1 and f2 denote their strengths in the first and second
half period, respectively, whereas the latter case accounts for
forces evolving linearly over the time according to the slopes:

fi(t )

γ
=

{
λ1t ; 0 � t < τ/2,

λ2( τ
2 − t ), τ/2 � t < τ,

(31)

with λ1 and λ2 being their amplitudes. It has been considered
in Ref. [41] to compare the performance of distinct bounds
between currents and the entropy production (TURs). In the
presence of external forces, FP equation has the same form of
Eq. (14), but now 〈vi〉(t )’s will be different from zero.

A. Constant external forces

From Eq. (13), the expressions for 〈vi〉(t )’s are given by

〈v〉 =

⎧⎪⎨
⎪⎩

〈v1〉(t ) = eγ τ/2

γ

( f2− f1

1+eγ τ/2

)
e−γ t + f1

γ
,

〈v2〉(t ) = eγ τ/2

γ

( f1− f2

1+eγ τ/2

)
e−γ (t−τ/2) + f2

γ
,

(32)

for the first or second half of each period, respectively.
The average work and heat per time are given by Ẇ =

Ẇ 1 + Ẇ 2 and Q̇ = Q̇1 + Q̇2, respectively, and straightfor-
wardly evaluated from Eq. (7), whose Ẇ 1 and Q̇1 read

Ẇ 1 = −m f1

τ

∫ τ/2

0
〈v1〉 dt

= m f1

γ 2τ
( f1 − f2) tanh

(
γ τ

4

)
− m f 2

1

2γ
(33)

and

Q̇1 = m

4γ τ
(
2 − 
1) tanh

(
γ τ

2

)
+ m

2γ 2τ
( f1 + f2)2

× tanh

(
γ τ

4

)
+ 2m f 2

1

γ 2τ

[
γ τ

4
− tanh

(
γ τ

4

)]
, (34)

respectively. Analogous expressions are obtained for Ẇ 2 and
Q̇2 just by exchanging 1 ↔ 2. Note that Q̇1 + Q̇2 + Ẇ 1 +
Ẇ 2 = 0, in consistency with the first law of thermodynamics.

In the same way as before, the steady entropy production
per period � can be evaluated from Eq. (10) (by taking kB =
1) and reads

� = 2γ

m

(
Q̇1


1
+ Q̇2


2

)
, (35)

and we arrive at the following expression

� = 1

2τ

(
2 − 
1)2


1
2
tanh

(
γ τ

2

)
+ 1

γ τ

(
1


1
+ 1


2

)

× tanh

(
γ τ

4

)
( f1 + f2)2

+
(

f 2
1


1
+ f 2

2


2

)[
1 − 4

γ τ
tanh

(
γ τ

4

)]
. (36)

Since γ τ � 0 and 1 − tanh(x)/x � 0, it follows that � � 0.
Note that � reduces to Eq. (27) as f1 = f2 = 0.

Bilinear form and Onsager coefficients

The shape of Eq. (36) is similar to the linear irreversible
thermodynamics [18,19,43], in which the entropy production
is written down as a sum of flux-times-force expression. This
similarity provides to reinterpret Eq. (36) in the following
form:

� = JT fT + J1 f1 + J2 f2, (37)

where forces fT = (1/
1 − 1/
2) and f1(2) have associated
fluxes JT , J1(2) given by JT = LT T fT [identical to Eq. (29)],

J1 = L11 f1 + L12 f2 and J2 = L21 f1 + L22 f2, (38)

respectively, where L11, L12, L21, and L22 denote their Onsager
coefficients given by

L11 = 1


1

[
1 − 3

γ τ
tanh

(
γ τ

4

)]
+ 1

γ τ
2
tanh

(
γ τ

4

)
(39)

and

L12 = L21 = 1

γ τ

(
1


1
+ 1


2

)
tanh

(
γ τ

4

)
, (40)

respectively. Coefficients L22 and L21 have the same shape of
L11 and L12 by replacing 1 ↔ 2, respectively. Besides, L11

and L22 � 0 (as should be) and they satisfy the inequality
4L11L22 − (L12 + L21)2 � 0, in consistency with the positivity
of the entropy production.

B. Time-dependent external forces

By repeating the previous calculations for linear external
forces the mean velocities 〈vi〉(t )’s are given by

〈v〉 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

〈v1〉(t ) = 1
γ
{λ1(γ t − 1)

+e−γ t [λ1 + (λ2e
γ τ

2 − λ1)α(γ , τ )]},

〈v2〉(t ) = 1
γ
{−λ2

[
γ
(
t − τ

2

) − 1
]

+e−γ (t− τ
2 )[(λ1e

γ τ

2 − λ2)α(γ , τ ) − λ2]},

(41)

where

α(γ , τ ) = 2 − e
γ τ

2 (γ τ − 2)

2(eγ τ − 1)
,

respectively. Although more complex than the previous case,
the mean work and heat per time are evaluated analogously
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(a) (b)

(c) (d)

(e) (f)

FIG. 2. Panels (a) and (b) depict the efficiency η versus f1 for distinct periods τ (for �
 = 0.5) and �
’s (for τ = 1), respectively. In
both cases, 
1 = 2 and f2 = 1. Symbols •, “stars,” and “squares” denote the f1mE , f1mP, and f1mS , respectively. Panels (c) and (d) show the
corresponding power P , whereas (e) and (f) the average entropy production rate �. Dashed lines show the values of f1 the system can not be
operated as a thermal machine.

from expressions for 〈vi〉(t )’s and bi(t )’s, whose values aver-
aged over a cycle read

Ẇ = −Q̇ = −A{eγ τ ϕ+(γ , τ, ξ )

+ 12e
γ τ

2 (γ 2τ 2ξ − 4) + ϕ−(γ , τ, ξ )}, (42)

where parameters A, ξ and ϕ±(γ , τ, ξ ) read

A = m(λ1 + λ2)2

24γ 2τ (eγ τ − 1)
, ξ = λ1λ2

(λ1 + λ2)2
,

and

ϕ±(γ , τ, ξ ) = γ 2τ 2(2ξ − 1)(3 ± γ τ ) + 24(1 ± γ τξ ),

respectively.

Bilinear form and Onsager coefficients

As in the previous case, the entropy production has also the
shape of Eqs. (37) and (38) given by � = JT fT + J1λ1 +
J2λ2, being LT T the same to Eq. (29), whereas the other

Onsager coefficients read

L11 = 1


1

[
γ 2τ 2

12
− γ τ (2eγ τ + 1)

4(eγ τ − 1)
+ 1

1 + e− γ τ

2

+ 1

γ τ
tanh

(
γ τ

4

)]
+ 1


2

[
e

γ τ

2 (γ τ − 2) + 2
]2

4γ τ (eγ τ − 1)
, (43)

and

L12 =
(
2e

γ τ

2 − γ τ − 2
)(

2e
γ τ

2 − γ τe
γ τ

2 − 2
)
(
1 + 
2)

4γ τ (eγ τ − 1)
1
2
,

(44)
respectively. Coefficients L22 and L21 are again identical to
L11 and L12 by exchanging 1 ↔ 2. Also, it is straightforward
to verify that L11 and L22 are strictly positive and 4L11L22 −
(L12 + L21)2 � 0.

V. EFFICIENCY

Distinct works have tackled the conditions in which pe-
riodically driven systems can operate as thermal machines
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(a) (b)

(c) (d)

(e) (f)

FIG. 3. Panels (a) and (b) depict the efficiency η versus λ1 for distinct periods τ (for �
 = 0.5) and �
’s (for τ = 1), respectively. In
both cases, 
1 = 2 and λ2 = 1. Symbols •, “stars,” and “squares” denote the λ1mE , λ1mP, and λ1mS , respectively. Panels (c) and (d) show the
corresponding power P , whereas (e) and (f) the average entropy production rate �. Dashed lines show the values of λ1 the system can not be
operated as a thermal machine.

[18,43–47]. The conversion of a given type of energy into an-
other one requires the existence of a generic force X1 operating
against its flux J1X1 � 0 counterbalancing with driving forces
X2 and XT in which J2X2 + JT XT � 0. A measure of efficiency
η is given by

η = − J1X1

J2X2 + JT XT

= − L11X 2
1 + L12X1X2

L21X2X1 + L22X 2
2 + LT T X 2

T

, (45)

where in such case XT = fT and we have taken into account
Eq. (37) for relating fluxes and Onsager coefficients. Taking
into account that the best machine aims at maximizing the
efficiency and minimizing the dissipation � for a given power
output P = −
1J1X1, it is important to analyze the role of
three load forces, X1mP, X1mE , and X1mS , in which the power
output and efficiency are maximum and the dissipation is
minimum, respectively [18]. Their values can be obtained
straightforwardly from expressions for P and Eq. (45), respec-
tively. Due to the present symmetric relation between Onsager

coefficients L12 = L21 (in both cases), they acquire simpler
forms and read 2X1mP = −L12X2/L11,

X1mE = 1

L11L12X2

[ − L11
(
L22X 2

2 + LT T X 2
T

) + A(X2, XT )
]
,

(46)
with A(X2, XT ) being given by

A(X2, XT ) =
√

L11
(
L22X 2

2 + LT T X 2
T

)
×

√[
L11

(
L22X 2

2 + LT T X 2
T

) − L2
12X 2

2

]
, (47)

and X1mS = −L12X2/L11 = 2X1mP, respectively, where Xi =
fi and λi for the constant and linear drivings, respectively. The
efficiencies at minimum dissipation, maximum power and its
maximum value become ηmS = 0,

ηmP = L2
12X 2

2

2
(
2L22L11 − L2

12

)
X 2

2 + 4LT T L11X 2
T T

, (48)
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and

ηmE = 1

L2
12X 2

2

[
2L11

(
L22X 2

2 + LT T X 2
T T

)−L2
12X 2

2 −2A(X2, XT )
]
,

(49)

respectively, and finally their associated power outputs read
PmS = 0, PmP = 
1L2

12X 2
2 /4L11, and

PmE = 
1

L11L2
12X 2

2

× [
L11

(
L22X 2

2 + LT T X 2
T

) − A(X2, XT ) − L2
12X 2

2

]
× [

L11
(
L22X 2

2 + LT T X 2
T

) − A(X2, XT )
]
, (50)

respectively. We pause to make a few comments: First, above
expressions extend the findings from Ref. [18] for a couple
of driving forces. Second, both efficiency and power vanish
when X1 = X1mS and X1 = 0 and are strictly positive between
those limits. Hence the physical regime in which the system
can operate as an engine is bounded by the lowest entropy
production �mS = LT T X 2

T + (L22 − L2
12/L11)X 2

2 and the value
�

∗ = LT T X 2
T + L22X 2

2 . Third, despite the long expressions
for Eqs. (49) and (50), powers PmP,PmE and efficiencies
ηmP, ηmE are linked through a couple of simple expressions
(in similarity with Refs. [18,46]):

ηmP = ηmE

1 + η2
mE

and
PmE

PmP
= 1 − η2

mE , (51)

and they imply that 0 � ηmP < ηmE (with 0 � ηmE � 1 and
0 � ηmP � 1/2) and 0 � PmE � PmP. Fourth and last, the
achievement of most efficient machine ηmE = 1 implies
that the system has to be operated at null power PmE = 0
and hence the projection of a machine operating for finite
PmP/PmE will imply at a loss of its efficiency.

Our purpose here aims at not only extending relevant
concepts about efficiency for Brownian particles in contact
with sequential reservoirs, but also to show that a desired
compromise between maximum power and maximum effi-
ciency can be achieved by adjusting conveniently the model
parameters (such as the period and the driving). From ex-
pressions for Onsager coefficients, aforementioned quantities
are evaluated, as depicted in Figs. 2 and 3 for distinct pe-
riods τ and temperature differences �
’s for constant and
linear drivings, respectively. In both cases, quantities follow
theoretical predictions and exhibit similar portraits, in which
efficiencies and power outputs present maximum values at
f1mE (λ1mE ) and f1mP(λ1mP ), respectively. The loss of effi-
ciency from the maximum ηmE as f1(λ1) goes up (down)
is signed by the increase of dissipation (as expected) until
vanishing when � = �

∗
. For the constant driving, absolute

values of forces and efficiencies increase as the period τ

[see, e.g., panels (a)] and/or temperature differences [see, e.g.,
panels (b)] are lowered. In such a case, 
1 ≈ 
2 = 
, �
 =

1 − 
2 << 1 and the thermodynamic force fT approaches
to fT ≈ �
/
2. Onsager coefficients become simpler in the
limit of fast switchings, τ → 0 and L11, L22, L12 approach

to (
1 + 
2)/(4
1
2). Some remarkable quantities then ap-
proach to the asymptotic values f1mS → − f2 = 2 f1mP and

ηmP → f 2
2 (
1 + 
2)

2
[

f 2
2 (
1 + 
2) + 2�
2

] , (52)

respectively. For 
1 ≈ 
2, ηmP → 1/2, ηmE → 1, and PmP

reads PmP → f 2
2 /8 and thereby the limit of an ideal machine

is achieved for low periods and equal temperatures. Similar
features are verified for the linear driving, including increas-
ing efficiencies as both τ and �
 decreases. However, they
are marked by a reentrant behavior for τ << 1 and �
 �= 0
[see, e.g., Figs. 3(a) and 5]. It moves for lower τ ’s as �


goes down and the limit of ideal machine, ηmP → 1/2 and
ηmE → 1, is also recovered when both τ → 0 for �
 → 0.

(a)

(b)

FIG. 4. For 
1 = 2, f2 = 1 and distinct �
’s, the comparison
between maximum efficiency [panel (a)] and efficiency at maximum
power [panel (b)] for constant drivings. Insets: The corresponding
power outputs P’s versus τ .
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(a)

(b)

FIG. 5. For 
1 = 2, λ2 = 1, and distinct �
’s, the comparison
between maximum efficiency [panel (a)] and efficiency at maximum
power [panel (b)] for linear drivings. Insets: The corresponding
power outputs P’s versus τ .

Other differences between protocols are appraised in
Figs. 4 and 5. For finite difference of temperatures, the con-
stant driving is always more efficient than the linear one and
their power outputs are also superior. The maximum efficiency
curves (linear drivings) are also reentrant, whose maxima
values increase and deviate for lower τ ’s as �
 decreases.

We close this section by remarking that although short
periods indicates a general route for optimizing the efficiency
of thermal machines in contact to sequential reservoirs, the
present description provides to properly tune the period and
forces to obtain the desirable compromise between maximum
efficiency and power.

VI. CONCLUSIONS

The thermodynamics of a Brownian particle periodically
placed in contact with sequential thermal reservoirs is in-
troduced. We have obtained explicit (exact) expressions for
relevant quantities, such as heat, work, and entropy produc-
tion. Generalization for an arbitrary number of sequential
reservoirs and the influence of external forces were consid-
ered. Considerations about the efficiency were undertaken, in
which Brownian machines can be properly operated ensuring
the reliable compromise between efficiency and power for
small switching periods.

As a final comment, we mention the several perspectives
to be addressed. First, it might be very interesting to extend
such a study for other external forces protocols (e.g., sinu-
soidal time-dependent ones) as well as for time asymmetric
switchings, to compare their efficiencies, mainly with the
linear driving case. Finally, it would be remarkable to verify
the validity of recent proposed uncertainties relations (TURs)
for Fokker-Planck equations [39,41], in such a class of
systems.
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The construction of efficient thermal engines operating at finite times constitutes a fundamental and timely
topic in nonequilibrium thermodynamics. We introduce a strategy for optimizing the performance of Brownian
engines, based on a collisional approach for unequal interaction times between the system and thermal reser-
voirs. General (and exact) expressions for thermodynamic properties and their optimized values are obtained,
irrespective of the driving forces, asymmetry, temperatures of reservoirs, and protocol to be maximized. Distinct
routes for the engine optimization, including maximizations of output power and efficiency with respect to the
asymmetry, the force, and both of these, are investigated. For the isothermal work-to-work converter and/or a
small difference in temperature between reservoirs, they are solely expressed in terms of Onsager coefficients.
Although the symmetric engine can operate very inefficiently depending on the control parameters, the usage of
distinct contact times between the system and each reservoir not only can enhance the machine performance
(signed by an optimal tuning ensuring the largest gain) but also enlarges substantially the machine regime
operation. The present approach can pave the way for the construction of efficient Brownian engines operating
at finite times.

DOI: 10.1103/PhysRevResearch.3.043152

I. INTRODUCTION

A long-standing dilemma in thermodynamics and related
areas concerns the issue of mitigating the impact of thermal
noise or wasted heat in order to improve the machine perfor-
mance. This constitutes a highly relevant problem, not only
for theoretical purposes but also for the construction of exper-
imental setups [1–3]. Giving that the machine performance
is commonly dependent on particular chemical compositions
and operation conditions, notably for small-scale engines, the
role of fluctuations being crucial for such engines, distinct
approaches have been proposed and investigated in the realm
of stochastic and quantum thermodynamics [4,5]. A second
fundamental point concerns the fact that, even if all sources
of dissipation could be mitigated, the performance of any
thermal machine would still be limited by Carnot efficiency,
which requires the occurrence of infinitely slow quasistatic
processes, and consequently the engine operates at null power.
In contrast, realistic systems operate at finite time and power.
Such a conundrum (control or mitigation of dissipation and
engine optimization) has contributed to the discovery of sev-
eral approaches based on the maximization of power output
instead of the efficiency [4–20].

Thermal machines based on Brownian particles have
been successfully studied not only for theoretical purposes

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.

[6,7,15,21] but also for the building of reliable experimen-
tal setups [22–27]. They are also remarkable for depicting
the limitations of classical thermodynamics and disclose
the scales at which thermal fluctuations become relevant.
In several situations, thermal machines involve isothermal
transformations [22,23,25]. Such a class of processes are
fundamental in thermodynamics since they are minimally
dissipative. However, isothermal transformations are slow, de-
manding a sufficiently large number of stages for achieving
the desired final state. For this reason, distinct protocols, such
as increasing the coupling between the system and the thermal
bath, have been undertaken for speeding it up and simultane-
ously controlling the increase in dissipation [28–32].

Here, we introduce a strategy for optimizing the per-
formance of irreversible Brownian machines operating in
isothermal parts via control of the interaction time between
the system and the environment. Our approach is based on a
Brownian particle sequentially placed in contact with distinct
thermal baths and subject to external forces [33] for unequal
times. Such a description, also referred to as collisional, has
been successfully employed in different contexts, such as
systems that interact only with a small fraction of the environ-
ment and those presenting distinct drivings over each member
of the system [34–37]. Depending on the parameters of the
model (period, driving, and difference of temperatures), the
symmetric version can operate very inefficiently. Our aim is
to show that the machine performance improves substantially
by tuning properly the interaction time between the particle
and each reservoir. Besides the increase in the power and/or
efficiency, the asymmetry in the contact time also enlarges the
regime of operation of the machine substantially. Contrast-
ing with previous works [29–32], the optimization is solely

2643-1564/2021/3(4)/043152(13) 043152-1 Published by the American Physical Society
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obtained via the control of interaction time, and no external
parameters are considered. We derive general relations for
distinct kinds of maximization, including the maximization of
the efficiency and power with respect to the force, the asym-
metry, and both of these. For the isothermal work-to-work
converter and/or a small difference in temperature between
reservoirs, they are solely expressed in terms of Onsager
coefficients. The present approach can pave the way for the
construction of efficient Brownian engines operating at finite
times.

This paper is organized as follows: In Sec. II we present
the thermodynamics of Brownian particles subject to asym-
metric time switching. In Sec. III, the efficiency is analyzed
for two cases: the work-to-work converter processes and
distinct temperature reservoirs. Optimization protocols are
presented and exemplified for distinct drivings. Finally, con-
clusions are drawn in Sec. IV, and explicit calculations of
the Onsager coefficients and linear regimes are presented in
Appendixes A–C.

II. THERMODYNAMICS OF ASYMMETRIC
INTERACTION TIMES

We consider a Brownian particle with mass m sequen-
tially and cyclically placed in contact with different thermal
reservoirs, each at a temperature Ti for time interval τi. Here,
i = 1, . . . , N label the reservoirs and also the order of contact
between the reservoirs and the particle. While in contact with
the ith reservoir, the velocity vi(t ) of the particle evolves in
time according to the Langevin equation

dvi

dt
= −γivi + fi(t ) + ζi(t ), (1)

where γi, fi(t ), and ζi(t ) denote the viscous constants, external
forces, and stochastic forces (interaction between the particle
and the ith reservoir), respectively, all divided by the mass of
the particle. Stochastic forces are assumed to satisfy the white
noise properties

〈ζi(t )〉 = 0 (2)

and

〈ζi(t )ζi′ (t
′)〉 = 2γiTiδii′δ(t − t ′). (3)

The system evolves to a nonequilibrium steady-state
regime (NESS) characterized by a nonvanishing production
of entropy. The time evolution of the velocity probability dis-
tribution at time t , Pi(v, t ), is described by the Fokker-Planck
equation [38–40]

∂Pi

∂t
= −∂Ji

∂v
− fi(t )

∂Pi

∂v
, (4)

where Ji is the probability current

Ji = −γivPi − γikBTi

m

∂Pi

∂v
. (5)

As can be verified by direct substitution, the NESS is charac-
terized by a Gaussian probability distribution Pi(v, t ):

Pi(v, t ) = 1√
2πbi(t )

e− (v−〈vi 〉)2

2bi (t ) , (6)

for which the mean 〈vi〉(t ) and the variance bi(t ) ≡ 〈v2
i 〉(t ) −

〈vi〉2(t ) are time dependent and obey the following equations
of motion:

d

dt
〈vi〉(t ) = −γi〈vi〉(t ) + fi(t ) (7)

and

d

dt
bi(t ) = −2γibi(t ) + �i, (8)

where �i = 2γikBTi/m. Obviously, the continuity of the prob-
ability distribution must be assured, and we will use it to
calculate bi(t ) and 〈vi〉(t ) in the following sections.

In order to derive explicit expressions for macroscopic
quantities, we start from the definitions of the average energy
Ui = m〈v2

i 〉/2 and entropy Si(t ) = −kB〈ln[Pi(v, t )]〉, respec-
tively. In both cases, the time variation can be straightfor-
wardly obtained from the Fokker-Planck equation, applying
vanishing boundary conditions for both Pi(v, t ) and Ji(v, t )
in the infinity-speed limit [38]. The former is related to the
average power dissipated Ẇi and the heat dissipation during
the same period Q̇i through the first law of thermodynamics
relation

dUi

dt
= −[Ẇi(t ) + Q̇i(t )], (9)

where Ẇi(t ) and Q̇i(t ) are given by the following expressions:

Ẇi(t ) = −m〈vi〉(t ) fi(t ) (10)

and

Q̇i(t ) = mγi

(〈
v2

i

〉
(t ) − �i

2γi

)
. (11)

Similarly, the rate of variation of the entropy can be written as
[39,40]

dSi

dt
= 	i(t ) − 
i(t ), (12)

where 	i(t ) and 
i(t ) denote the entropy production rate and
the flux of entropy, respectively, which expressions are given
by

	i(t ) = 2kB
�i

∫ t

τ̃i−1

J2
i

Pi
dv (13)

and


i(t ) = −2γikB
�i

∫ t

τ̃i−1

vJidv = 2γikBQ̇i(t )

m�i
= Q̇i(t )

Ti
, (14)

respectively, where τ̃i = ∑i
j=1 τ j (with τ0 ≡ 0). Both expres-

sions are valid during the contact of the Brownian particle
with the ith reservoir.

As stated before, the present collisional approach for
Brownian machines can be considered for an arbitrary set of
reservoirs and external forces, whose generic solutions 〈vi〉(t )
and bi(t ) in the nonequilibrium steady-state regime are

〈vi〉(t ) = e−γi (t−τ̃i−1 )ai + e−γit Fi(t ) (15)

and

bi(t ) = Aie
−2γi (t−τ̃i−1 ) + �i

2γi
, (16)
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where ai and Ai are integration constants to be determined
from the boundary conditions and Fi(t ) can be viewed as a
“time-integrated force,” which is related to the external forces
through the expression

Fi(t ) =
∫ t

τ̃i−1

eγit ′
fi(t

′)dt ′. (17)

Here, the variable t is interpreted as the time modulus the
period τ = τ̃N .

Since the probability distribution is continuous, the condi-
tions 〈vi〉(τi ) = 〈vi+1〉(τi ) and bi(τi ) = bi+1(τi ) must hold for
i = 1, . . . , N − 1. In addition, the steady-state condition (pe-
riodicity) implies that 〈v1〉(0) = 〈vN 〉(τ ) and b1(0) = bN (τ ).
Hence the ai and Ai can be determined as the solution of
two uncoupled linear systems of N equations each. Here, we
shall focus on the case of N = 2 reservoirs—the simplest case
for tackling the efficiency of a thermal engine, in which the
interaction with the first and second reservoirs occurs during
τ1 and τ2 = τ − τ1, respectively. For simplicity, from now on,
we consider that the viscous constants are equal γ1 = γ2 = γ .
Therefore the average velocities and their variances are

〈v1〉(t ) = (eγ τ − 1)F1(t ) + F1(τ1) + F2(τ )

eγ t (eγ τ − 1)
, (18)

〈v2〉(t ) = eγ τ F1(τ1) + (eγ τ − 1)F2(t ) + F2(τ )

eγ t (eγ τ − 1)
,

and

b1(t ) = − (�1 − �2)(1 − e−2γ τ2 )

2γ (1 − e−2γ τ )
e−2γ t + �1

2γ
, (19)

b2(t ) = (�1 − �2)(1 − e−2γ τ1 )

2γ (1 − e−2γ τ )
e−2γ (t−τ1 ) + �2

2γ
,

respectively. The expressions for 〈v1〉(t ) and b1(t ) hold for
0 � t � τ1, while the expressions for 〈v2〉(t ) and b2(t ) are
valid for τ1 � t � τ . It is worth pointing out that the particle
will be exposed to the contact with reservoir 1 and force f1(t )
for a longer (shorter) time than with reservoir 2 and force
f2(t ) if τ1 � τ2 (τ1 � τ2). Furthermore, while the average
velocities 〈vi〉(t ) depend on the external force (but not on the
temperature of the reservoirs), its variances bi(t ) depend on
the temperatures (but not on the external forces).

Having the expressions for the mean velocities and vari-
ances, thermodynamic quantities of interest can be directly
obtained. The average work in each part of the cycle is given
by

Ẇ 1 = 1

τ

∫ τ1

0
〈v1〉(t ) f1(t )dt, (20)

Ẇ 2 = 1

τ

∫ τ

τ1

〈v2〉(t ) f2(t )dt . (21)

Using Eq. (18) and expressing each external force as fi(t ) =
Xigi(t ), with Xi and gi(t ) denoting force strength and its
driving, respectively, we finally arrive at the following expres-
sions:

Ẇ 1 = − m

τ (eγ τ − 1)

[
X 2

1

(
(eγ τ − 1)

∫ τ1

0
g1(t )e−γ t dt

∫ t

0
g1(t ′)eγ t ′

dt ′ +
∫ τ1

0
g1(t )e−γ t dt

∫ τ1

0
g1(t ′)eγ t ′

dt ′
)

+ X1X2

∫ τ1

0
g1(t )e−γ t dt

∫ τ

τ1

g2(t ′)eγ t ′
dt ′

]
, (22)

Ẇ 2 = − m

τ (eγ τ − 1)

[
X 2

2

(∫ τ

τ1

g2(t )e−γ t dt
∫ τ

τ1

g2(t ′)eγ t ′
dt ′ + (eγ τ − 1)

∫ τ

τ1

g2(t )e−γ t dt
∫ t

τ1

g2(t ′)eγ t ′
dt ′

)

+ X1X2eγ τ

∫ τ

τ1

g2(t )e−γ t dt
∫ τ1

0
g1(t ′)eγ t ′

dt ′
]
. (23)

The expressions above, Eqs. (22) and (23), are exact and
are valid for any kind of drivings g1(t ) and g2(t ) and stage
duration τ1 and τ2. Usually, in the linear regime, Ẇ i is written
as the product of a flux Ji = LiiXi + Li jXj by a force Xi; that

is, Ẇ i = −kBTiJiXi. Since in the present case Ẇ i is always
bilinear in the forces Xi, such an expression is also valid even
far from the linear regime. Thus the Onsager coefficients Li j

may be written as

L11 = 2γ

�1τ (eγ τ − 1)

[
(eγ τ − 1)

∫ τ1

0
g1(t )e−γ t dt

∫ t

0
g1(t ′)eγ t ′

dt ′ +
∫ τ1

0
g1(t )e−γ t dt

∫ τ1

0
g1(t ′)eγ t ′

dt ′
]
,

L22 = 2γ

�2τ (eγ τ − 1)

[∫ τ

τ1

g2(t )e−γ t dt
∫ τ

τ1

g2(t ′)eγ t ′
dt ′ + (eγ τ − 1)

∫ τ

τ1

g2(t )e−γ t dt
∫ t

τ1

g2(t ′)eγ t ′
dt ′

]
,

L12 = 2γ

�1τ (eγ τ − 1)

∫ τ1

0
g1(t )e−γ t dt

∫ τ

τ1

g2(t ′)eγ t ′
dt ′,

L21 = 2γ eγ τ

�2τ (eγ τ − 1)

∫ τ1

0
g1(t ′)eγ t ′

dt ′
∫ τ

τ1

g2(t )e−γ t dt .

(24)
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Reciprocal relations are verified as follows: Since forces f1(t )
and f2(t ) solely act from 0 to τ1 and τ1 to τ , respectively, both
upper and lower integral limits in Eqs. (20) and (21) can be
replaced for τ and 0, respectively, and hence all expressions
from Eq. (20) to Eq. (24) can be evaluated over a com-
plete cycle. By exchanging the indexes 1 ↔ 2, we verify that
Li j ↔ Lji.

Similarly, general expressions can be obtained for the av-
erage heat dissipation during the contact of the Brownian
particle with each reservoir. Since the heat is closely related
to the entropy production rate [see, e.g., Eq. (14)], we curb
our discussion to the latter quantity. The average entropy
production over a complete cycle is then given by

	 = 1

τ

[∫ τ1

0

1(t ) dt +

∫ τ

τ1


2(t ) dt

]
. (25)

By inserting Eq. (14) into Eq. (25) and using Eq. (11), 	

can be decomposed into two terms: one associated with the
difference in temperature of the reservoirs

	T = kB
τ

[
2γ 2

�1

∫ τ1

0
b1(t ) dt + 2γ 2

�2

∫ τ

τ1

b2(t ) dt − γ τ

]
,

(26)
and the other coming from the external forces

	F = kB
τ

[
2γ 2

�1

∫ τ1

0
〈v1〉2(t ) dt + 2γ 2

�2

∫ τ

τ1

〈v2〉2(t ) dt

]
.

(27)
Now, from Eqs. (19) and (26), one obtains the general form
for 	T :

	T = kB
�1�2

τ

sinh (γ τ1) sinh (γ τ2)

sinh (γ τ )

(
1

�1
− 1

�2

)2

, (28)

which is strictly positive (as expected). The component
(1/�1 − 1/�2) can be regarded as the “thermodynamic force”
f� associated with the difference in temperature of the reser-
voirs. Particularly, in the linear regime (�2 � �1 = �), 	T

can be conveniently written down in terms of Onsager coeffi-
cient 	T = L�� f� , where L�� is given by

L�� = kB
�2

τ

sinh (γ τ1) sinh (γ τ2)

sinh (γ τ )
. (29)

Note that L�� is strictly positive and it reduces to
kB�2 tanh [ γ τ

2 ]/2τ for τ1 = τ2 (symmetric case). Further-
more, it is straightforward to verify that the dissipation term
	T is a monotonous decreasing function of τ and it is always
larger for the symmetric case (τ1 = τ2). Both properties of 	T

are illustrated in Fig. 1, where 	T is shown as a function of
τ for various values of the asymmetry parameter κ = τ1/τ2

(notice that 	T is invariant over the switch of the interaction
times τ1 ↔ τ2 or, equivalently, κ ↔ 1/κ). There is one caveat
which concerns the validity of the results of Fig. 1. Collisional
models usually neglect the time for changing the contact be-
tween the system and thermal baths. However, if τ is very
small, such an approximation can no longer hold. We shall
assume throughout this paper that τ is large enough for the
collisional approximation to be valid.

0

5

10

15

20

25

0 5 10 15 20

ΠT

τ

FIG. 1. Mean entropy production component 	T as a function of
the period τ for γ = 1, �1 = 1, and �2 = 100 and distinct asymme-
tries. From top to bottom: κ = 1.0, 0.5, 0.3, 0.2, and 0.1.

The entropy production component coming from external
forces also assumes a general (bilinear) form given by

	F = L̃11X 2
1 + (L̃12 + L̃21)X1X2 + L̃22X 2

2 . (30)

The coefficients L̃i j are shown in Appendix A, Eq. (A2). It
should be noticed that Eq. (30) is exact for all force regimes
(not only in the linear regime). For equal temperatures, they
coincide with the Onsager coefficients [Eq. (24)]. A de-
tailed analysis for distinct linear regimes (low temperature
difference and/or low forces) is undertaken in Appendix A.
Furthermore, since τ2 = τ − τ1, the coefficients above fulfill
the reciprocal relations L̃11 ↔ L̃22 and L̃12 ↔ L̃21 by exchang-
ing 1 ↔ 2 for the generic drivings gi(t ), the interaction times
τi, and the temperature of the reservoirs Ti.

III. EFFICIENCY

The optimization of engines, which converts energy (usu-
ally heat or chemical work) into mechanical work, constitutes
one of the main issues in thermodynamics, engineering, chem-
istry, and other fields. Here, we exploit the role of asymmetric
contact times between the Brownian particle and the thermal
reservoirs as a reliable strategy for optimizing the machine
performance. More specifically, the amount of energy (heat
and work) received by the particle is partially converted into
output work (or, equivalently, the output power per cycle)P =
Ẇ2 � 0 during the second half stage. A measure of efficiency
is given by the ratio of the amount of output work to the total
energy injected:

η = − P
Ẇ1 + Q̇i

, (31)

where Q̇i is the average heat extracted from the reservoir i
(i = 1 or 2 depending on whether reservoir 1 or 2 delivers heat
to the Brownian particle), whereas for the other way round
(both reservoirs absorbing energy from the particle), Q̇i does
not appear in Eq. (31), as shall be discussed in Sec. III A.
It is worth mentioning that in the case of more than two
reservoirs, the numerator of the efficiency should be the total
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power extracted from the systems (sum of all Ẇi > 0) and the
denominator is the total power injected into the system (sum
of all Ẇi < 0) plus the total heat injected into the system (sum
of all Q̇i < 0).

Below, we are going to investigate the machine optimiza-
tion with respect to the loading force X2 and asymmetry
coefficient κ = τ1/τ2 for two distinct scenarios: equal and
different temperatures.

A. Isothermal work-to-work converter

Many processes in nature, such as biological systems, op-
erate at homogeneous (or approximately equal) temperatures,
in which an amount of chemical work or energy is converted
into mechanical work and vice versa (see, e.g., Refs. [41,42]).
This highlights the importance of searching for optimized pro-
tocols operating at equal temperatures. Here, we exploit the
present Brownian machine operating at equal temperatures,
but subject to distinct external forces. From Eqs. (11) and (19),
it follows that Q̇1 � 0 and Q̇2 � 0, and therefore no heat is
delivered to the particle. Such an engine reduces to a work-
to-work converter: The particle receives input power Ẇ1 < 0
which is partially converted into output power P � 0. From
Eq. (24), the output power and efficiency can be expressed in
terms of the Onsager coefficients according to the following
expressions:

P = Ẇ 2 = −kBT
[
L22(κ )X 2

2 + L21(κ )X1X2
]

(32)

and

η = −L21X1X2 + L22X 2
2

L11X 2
1 + L12X1X2

. (33)

Both of them can be expressed in terms of the ratio X2/X1

between forces, the output power being a function of such a ra-
tio multiplied by X 2

1 . As mentioned previously, there are three
routes to be considered with respect to the engine optimization
(holding X1 and τ fixed): the time asymmetry optimization
(conveniently carried out in terms of the ratio κ = τ1/τ2), the
output force X2 optimization, and both optimizations together.
We shall analyze all cases in Secs. III A 1 to III A 4.

1. Maximization with respect to the asymmetry

Since the Brownian particle must be in contact with the
first reservoir long enough for the injected energy to be larger
than the energy dissipated by the viscous force, for any set of
X1 and X2 there is a minimum value κm for which P � 0. On
the other hand, depending on the kind of driving, it can extend
up κ → ∞, for which L21 and L22 vanish [see Eq. (24)].

The choice of optimal asymmetries is expected to be de-
pendent on the quantity chosen to be maximized. Usually,
there are two quantities of interest: maximum efficiency or
maximum power output. Starting with the latter case, the
optimal asymmetry κMP which maximizes P is the solution
of the following equation:

L′
21(κMP )

L′
22(κMP )

= −X2

X1
, (34)

where L′
i j (κ ) ≡ ∂Li j (κ )/∂κ . In this section, Li j’s (together

with their derivatives) have been expressed in terms of κ

to specify which quantity (P or η) has been maximized. In
general, Eq. (34) may have more than one solution for each
choice of the ratio X2/X1, and one should be careful to identify
the global maximum. However, in the following discussion
(as in the examples presented in Sec. III A 3), we consider the
cases which present a single maximum.

Similarly, from Eq. (33), we obtain the value of the
asymmetry that maximizes the efficiency κMη from the tran-
scendental equation

2212(κMη )X 2
2 + 2111(κMη )X 2

1

+ [2211(κMη ) + 2112(κMη )]X1X2 = 0,
(35)

where i jkl (κ ) = L′
i j (κ )Lkl (κ ) − L′

kl (κ )Li j (κ ). Although ex-
act, for a given choice of the drivings gi(t ) and the strengths
Xi, Eqs. (34) and (35), in general, have to be solved numer-
ically for κMP and κMη, respectively. After these values are
obtained, we can evaluate the power PMP,κ and efficiency
ηMP,κ at maximum power as

PMP,κ = kBT L′
21(κMP )

L′2
22(κMP )

[L21(κMP )L′
22(κMP )

− L22(κMP )L′
21(κMP )]X 2

1 (36)

and

ηMP,κ = L′
21(κMP )[L′

22(κMP )L21(κMP ) − L22(κMP )L′
21(κMP )]

L′
22(κMP )[L11(κMP )L′

22(κMP ) − L12(κMP )L′
21(κMP )]

.

(37)
Analogously, we can write the power at maximum effi-

ciency PMη,κ and maximum efficiency ηMη,κ as

PMη,κ = −kBT
[
L22(κMη )X 2

2 + L21(κMη )X1X2
]

(38)

and

ηMη,κ = −L22(κMη )X 2
2 + L21(κMη )X1X2

L11(κMη )X 2
1 + L12(κMη )X1X2

, (39)

respectively. In Sec. III A 3, we will exemplify our exact ex-
pressions for maximum efficiencies and powers for two kinds
of drivings.

2. Maximization with respect to the output force

For given asymmetry and drivings, the Onsager coeffi-
cients are constant. Hence the maximization of the output
power and the efficiency turns out to be similar to the approach
from Refs. [16,33]. Below, we recast the main results.

As previously, the engine regime (P > 0) also imposes
boundaries to optimization with respect to the force strength.
Here, the output force X2 must lie in the interval Xm � X2 � 0,
where Xm = −L21X1/L22. In general, Xm is different from the
value of the output force that minimizes the entropy produc-
tion X2mS (for X1 and κ constants). According to Eq. (30), such
a difference is given by X2m − X2mS = (L12 − L21)X1/2L22.
Note that they coincide, Xm = X2mS , for symmetric Onsager
coefficients L12 = L21, but they are different when L12 �= L21.
Similarly to Sec. III A 1, the optimization can be performed
to ensure maximum power PMP,X2 (with efficiency ηMP,X2 ) or
maximum efficiency ηMη,X2 (with power PMη,X2 ), by adjusting

043152-5



NOA, STABLE, OROPESA, ROSAS, AND FIORE PHYSICAL REVIEW RESEARCH 3, 043152 (2021)

the output forces to optimal values X2MP and X2Mη, respec-
tively. These optimal output forces can be expressed in terms
of the Onsager coefficients as

X2Mη = L11

L12

(
−1 +

√
1 − L12L21

L11L22

)
X1 (40)

and

X2MP = −1

2

L21

L22
X1, (41)

respectively. Hence the maximum efficiency ηMη,X2 and the
efficiency at maximum power ηMP,X2 are given by

ηMη,X2 = −L21

L12
+ 2L11L22

L2
12

(
1 −

√
1 − L12L21

L11L22

)
(42)

and

ηMP,X2 = L2
21

4L11L22 − 2L12L21
, (43)

while the power at maximum efficiency PMη,X2 and the maxi-
mum power PMP,X2 can obtained by inserting X2Mη or X2MP

into the expression for P. In fact, these quantities are not
independent of each other; instead they are related as

ηMP,X2 = PMP,X2

2PMP,X2 − PMη,X2

ηMη,X2 . (44)

Furthermore, for symmetric Onsager coefficients L12 = L21,
there are two additional simple relations given by

ηMP,X2 = ηMη,X2

1 + η2
Mη,X2

and
PMη,X2

PMP,X2

= 1 − η2
Mη,X2

. (45)

As shown in Appendix B, L12 = L21 for constant drivings for
any value of κ . Conversely, they are in general different (L12 �=
L21) for linear drivings (see Appendix C). For the symmetric
time case (κ = 1), however, the equality holds also for linear
drivings [33].

3. Constant and linear drivings

In order to access the advantages of the asymmetry in
the time spent by the Brownian particle in contact with each
reservoir, we consider two different driving models. In the first
model, the drivings are constant, and the external forces can
be written as

f1(t ) = X1, for 0 � t < τ1, (46)

f2(t ) = X2, for τ1 � t < τ. (47)

In Appendix B, we present explicit expressions for the average
velocities 〈vi〉(t ) and Onsager coefficients Li j (which coincide
with the coefficients L̃i j for isothermal reservoirs). The sec-
ond class of Brownian engines deals with drivings evolving
linearly in time and given by the following expressions:

f1(t ) = X1γ t, for 0 � t < τ1, (48)

f2(t ) = X2γ (t − τ1), for τ1 � t < τ. (49)

The main expressions for such a case are listed in Appendix C.
Figures 2 and 3 depict typical plots of the efficiency and power

(a) (b)

(c) (d)

FIG. 2. Efficiency [(a) and (b)] and output power [(c) and (d)]
(averaged over one period) for the isothermal work-to-work con-
verter with X1 = 1, τ = 1, γ = 1, and different asymmetries κ (from
left to right, κ = 1.50, 1.00, and 0.67). (a) and (c) depict the results
for constant drivings, whereas (b) and (d) depict those for linear
drivings model. In all panels, squares, circles, and stars denote X2mS ,
X2Mη, and X2MP, respectively.
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FIG. 3. Efficiency [(a) and (b)] and output power [(c) and (d)]
(averaged over one period) for the isothermal work-to-work con-
verter with X1 = 1, τ = 1, γ = 1, and different values of X2 (from
left to right, X2 = −0.5, −1.0, and −2.0). (a) and (c) depict the
main results for the constant drivings model, while (b) and (d) depict
those for the linear drivings model. In all panels, circles and stars
denote κ2Mη and κ2MP, respectively. For such a set of parameters, the
associated κ2mS’s are out of the engine regime.
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FIG. 4. For the isothermal work-to-work converter, the output
power (left panels) and efficiency (right panels) for the constant
[(a) and (b)] and linear [(c) and (d)] drivings models as a function
of the inverse of the asymmetry parameter κ and loading forces X2.
Dotted lines represent constant value loci; dashed and solid lines
represent maximization with respect to κ and X2, respectively. Pa-
rameters: τ = 1, γ = 1, X1 = 1.

output for both force models as a function of the output force
X2 and asymmetry κ , respectively.

As discussed above, the engine regime operates for X2m <

X2 < 0. An immediate advantage of the time asymmetry con-
cerns the minimum output force X2m, which decreases with
κ , implying that the engine regime interval increases with
the asymmetry (see Fig. 2). Such a trend is consistent with
the absorption of energy (average work rate Ẇ1) for longer
and longer times as κ increases. Furthermore, the minimum
entropy production (represented by the squares in Fig. 2)
coincides with the minimum loading force (vanishing power
output and efficiency) for constant drivings, but not for the
linear case (although, for the values of the parameters used
in Fig. 2, X2mS is so close to Xm that the difference is not
discernible—it is of the order of 10−3).

The maximum efficiencies are almost constant for the con-
stant force model [Fig. 2(a)] and slightly increase with κ

[Fig. 2(b)] for the linear force model. However, for small |X2|,
the efficiency is larger for the smaller values of κ . The effect of
the time asymmetry on the output power is more pronounced.
For both force models, the maximum power output clearly
increases with κ .

Figure 4 depicts, for constant and linear drivings, a heat
map for the power output and efficiency as a function of both
the asymmetry and loading forces. For aesthetic reasons, they
have been expressed in terms of 1/κ (instead of κ) in the verti-
cal axis. It is noteworthy that the maximum efficiency curves,
represented by the dashed (solid) lines for the maximization
with respect to κ (loading force), are close to each other.
Consequently, the choice of the parameter to maximize the
efficiency is not important for either of the models presented
here. Moreover, as previously discussed, the maximum effi-

ciency is almost constant for the constant drivings model but
increases with κ for the linear drivings one. In contrast to the
maximum efficiencies, the maximum power curves [Figs. 4(a)
and 4(c) for constant and linear drivings, respectively] present
rather different behaviors depending on the optimization pa-
rameter. The PMP,κ curves (dashed lines) always lie below
the PMP,X2 (solid lines) ones, and they approach each other
as κ → ∞.

Finally, it is worth pointing out that while both driv-
ings provide similar efficiencies, the constant driving case is
clearly more advantageous than the linear one in terms of the
output power.

4. Simultaneous maximization of the asymmetry and the force

One may also raise the relevant issue of maximizing the
power output and efficiency with respect to the asymmetry
and output force strength simultaneously. Although this is not
possible in some cases (as explained below), we will proceed
with presenting the framework assuming that such maximiza-
tion is possible. As before, we shall restrict the analysis to
drivings presenting a single physical solution for Eqs. (34) and
(35). If this is not the case, each maximum of these equations
should be analyzed individually to assert which is the global
maximum in each case.

Under the assumption above, the maximum power output
must satisfy simultaneously Eqs. (34) and (41), that is, we
must find the optimal value of the asymmetry κ∗

MP which
satisfies the following condition:

L′
21(κ∗

MP )

L′
22(κ∗

MP )
= 1

2

L21(κ∗
MP )

L22(κ∗
MP )

. (50)

Once the optimal asymmetry κ∗
MP is obtained, the optimal

force X ∗
2MP is calculated from Eq. (41) and given by

X ∗
2MP = −1

2

L21(κ∗
MP )

L22(κ∗
MP )

X1. (51)

Graphically, the condition above is precisely the crossing
point between lines for which the power (or efficiency) is
maximized with respect to X2 and κ . However, in some cases
(as illustrated by the constant and linear drivings presented
above) these two lines do not cross at all. The physical reason
is that the power output keeps growing as κ → ∞ (with an
appropriate choice of value of X2 for each κ). In other words,
for such models, it is advantageous to apply a very large
output force (in modulus) for a short period. Conversely, if the
force model involves a rapidly decaying input driving g1(t )
and growing output driving g2(t ), an optimal output power
may be found. In such a case, the power and efficiency at
maximum power are readily evaluated as

P∗ = kBT

4

L2
21(κ∗

MP )

L22(κ∗
MP )

X 2
1 (52)

and

η∗ = L2
21(κ∗

MP )

4L11(κ∗
MP )L22(κ∗

MP ) − 2L21(κ∗
MP )L12(κ∗

MP )
. (53)

Thereby, the optimal output power increases quadratically
with the input force while the efficiency is completely de-
termined by the driving force model. It is noteworthy that,
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FIG. 5. For the exponential driving, depiction of output power
(a) and efficiency (b) vs the inverse of the asymmetry coefficient
κ and the output force X2 for τ = 1, γ = 1, and X1 = 1. Dotted
lines represent constant value loci; dashed and solid lines represent
maximization with respect to κ and X2, respectively.

despite the apparent temperature dependency of the power
output in Eq. (52), the temperature cancels out when we
use the expressions for the Onsager coefficients [see, e.g.,
Eq. (24)]. Similar expressions can be obtained for the si-
multaneous maximization of efficiency [by equaling the ratio
X2/X1 from Eqs. (35) and (40)]. Since the expressions are
more involved, we abstain from presenting them here. In order
to illustrate the previous ideas, we consider an exponential
driving given by

f1(t ) = X1e−9γ t , for 0 � t < τ1, (54)

f2(t ) = X2eγ (t−τ1 ), for τ1 � t < τ. (55)

Figures 5(a) and 5(b) depict, for the above exponential
drivings, the heat maps of the output power and efficiency as
functions of κ and X2, respectively. Contrasting to the previ-
ous models, the crossing between maximum power curves is
evident for the exponential drivings model above, and thereby
the global optimization is possible. Although for the exponen-
tial model given by Eqs. (54) and (55) the crossing between
maximum efficiency curves is absent, it does appear for other
exponential driving choices [e.g., for f1(t ) = X1e−7γ t and
f2(t ) = X2e3γ (t−τ1 )] and follow the theoretical prescription
above.

B. Thermal engine

In this section, we derive general findings for thermal en-
gines in which the particle is also exposed to distinct thermal
baths in each stage. Although the power output P is the
same as before (it does not depend on the temperatures),
the efficiency may change because of the appearance of heat
flow. Hence, in addition to the input energy received as work,
the engine may also receive energy from the hot reservoir.
Consequently, the maximization of power output with respect
to the output force X2MP or the asymmetry κMP is the same
as before, but the corresponding efficiencies may differ (if
Q̇1 < 0 or Q̇2 < 0) from such a case, following Eq. (31)
instead. Anyhow, the efficiency of the engine for reservoirs
with different temperatures is always smaller than or equal to
that for isothermal reservoirs.

From Eq. (11), the average heat dissipated by the Brownian
particle per cycle while in contact with the i reservoir Q̇i can
be obtained as

Q̇1 = mγ

τ

[∫ τ1

0
〈v1〉2dt − C(τ1)(�1 − �2)

]
, (56)

Q̇2 = mγ

τ

[∫ τ

τ1

〈v2〉2dt + C(τ1)(�1 − �2)

]
, (57)

where C(τ1) = csch(γ τ ) sinh(γ τ1) sinh(γ τ2)/2γ 2 is strictly
positive. Therefore, since the first term on the right-hand side
of Eqs. (56) and (57) is positive, heat always flows into the
colder reservoir. As with the hot reservoir, the heat may flow
from or into the reservoir. For simplicity, we shall restrict
our analysis to the case �1 > �2, that is, the first reservoir
being the hot one, but it is worth pointing out that all of the
discussion below is valid for �1 < �2 if we analyze Eq. (57)
instead of Eq. (56).

For �1 > �2, Eq. (56) ensures that heat flows into the
system if

∫ τ1

0 〈v1〉2dt < C(τ1)(�1 − �2). Physically, this con-
dition is a balance between kinetic energy that flows into the
system due to the forces and the dissipation. If X1 is strong
enough (or if the difference in temperature of the reservoirs is
small enough), energy flows into both reservoirs. Thereby, the
engine effectively reduces to an isothermal work-to-work con-
verter, so that the efficiency is still described by Eq. (33) and
all results and findings from Sec. III A regarding the efficiency
optimization hold. Moreover, for small enough temperature
differences, the engine efficiency is larger than the Carnot
efficiency. This is possible because work-to-work conversion
is not bounded by the thermodynamics laws the same way
heat-to-work conversion is [43]. Otherwise, the inequality
above is satisfied, and energy flows from the first reservoir into
the engine. For �1 < �2, the same energy balance occurs, but
we need to assert the positiveness or negativeness of Eq. (57).

Furthermore, although exact, the achievement of general
expressions for optimized efficiencies outside the isothermal
work-to-work regime is more cumbersome than achieving the
ones obtained for such a regime, making a general analysis un-
feasible. Nevertheless, the discussion of a simple asymptotic
limit is instructive. If the second term on the right-hand side
of Eq. (56) [or Eq. (57)] is the dominant one, |�1 − �2|  1
and |Q̇1|  |Ẇ 1| (or |Q̇2|  |Ẇ 1|). Therefore the efficiency
becomes η ≈ −P/Q̇1 (or η ≈ −P/Q̇2), which maximization,
with respect to X2, yields X2Mη ≈ X2MP and follows Eq. (41).
Hence the corresponding ηMη approaches to the following
expression:

ηMη,X2 ≈ T2

8γ 2TiC(τ1)

L2
21

L22
τX 2

1 � 1, (58)

where Ti is the temperature of the hot reservoir. When the
hot bath is the first reservoir, the fact that the efficiency
is small is directly observable since the factor T2/T1 � 1.
However, when the second reservoir is the hotter one, the
temperature ratio becomes 1, and the smallness of the effi-
ciency comes from the Onsager coefficients: L2

21/L22 ∝ 1/T2.
It is also worth mentioning that the apparent dependence
on the period cancels out because the Onsager coefficients
are proportional to 1/τ [see Eq. (24)]. Therefore, for high
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(a) (b)

(c) (d)

FIG. 6. Efficiency as a function of the force strength X2 for the
constant [(a) and (b)] and linear [(c) and (d)] drivings, respectively.
Parameters: τ = 1, γ = 1, and X1 = 1 and distinct temperatures
[�1 = 2.0 and �2 = 1.5 in (a) and (c) and �1 = 1.5 and �2 = 2.0 in
(b) and (d)]. Circles denote maximum efficiencies, and their X2MP’s
are the same as in Fig. 2. From left to right, κ = 1.50, 1.00, and 0.67).
Dashed vertical lines stand for the values of X2 for which Q̇i changes
sign (i being the index of the hot reservoir).

temperature differences, the engine efficiency is very small
for any value of the asymmetry.

In order to illustrate our findings for reservoirs with differ-
ent temperatures, we consider the constant and linear drivings
models presented above. Figure 6 exemplifies, for distinct
temperature reservoirs, the efficiency for the same values of
κ used in Fig. 2 for constant [Figs. 6(a) and 6(b)] and linear
drivings [Figs. 6(c) and 6(d)], respectively. In Figs. 6(a) and
6(c) the temperature of the first reservoir is larger than that of
the second reservoir, while Figs. 6(b) and 6(d) depict the other
way around.

In accordance with general findings from Sec. III B, for
constant drivings there are two regimes (the vertical lines in
Fig. 6 denote the values of X2 which separate them) for which
the heat exchanged between the Brownian particle and the hot
reservoir changes sign. Conversely, they are not present for
the linear drivings model [Figs. 6(c) and 6(d)] because the
heat exchange with the hot reservoir does not change sign
for the parameters used in the figures. Since 〈vi〉2 increases
with X 2

2 , the term coming from the difference of temperatures
in Eq. (56) dominates over it when |X2| is small, and hence
the machine is less efficient than the isothermal work-to-work
converter. Conversely, for large |X2| the engine may become
as efficient as the isothermal work-to-work converter if the
exchanged heat with the hot reservoir changes sign [left of
the lines in Figs. 6(a) and 6(b)]. Anyhow, by comparing
the performance of the isothermal case with the different-
temperature case, we see that the decay in efficiency for linear
drivings is more pronounced than that for constant drivings.

(b)(a)

FIG. 7. Efficiency vs the time asymmetry κ for the (a) constant
and (b) linear drivings, respectively, for τ = 1, γ = 1, X1 = 1, and
different temperatures (�1 = 2.0 and �2 = 1.5). Circles denote max-
imum efficiencies, and their X2MP’s are the same as in Fig. 3. From
left to right, X2 = −0.5, −1.0, and −2.0. Dashed vertical lines stand
for the values of κ for which Q̇1 changes sign. For such a set of
parameters, κ2mS are out of the engine regime.

As for isothermal reservoirs, the machine performance
always improves as κ increases, encompassing not only an
extension of its operation regime X2m but also a more pro-
nounced increase in efficiencies, again, more substantial for
linear drivings. Moreover, the asymmetry may be used to
mitigate the drop in the efficiency produced by the different
temperatures of the thermal reservoirs.

In Fig. 7, we show the efficiency as a function of the
asymmetry for various values of X2. Similarly to the previous
figure, the vertical lines denote the values of κ for which
the heat from the hot reservoir changes sign and delimit the
isothermal work-to-work converter regime. The discussion of
whether the isothermal work-to-work converter regime lies to
the left or right of the vertical lines is not so obvious because
both C(τ1) and 〈v1〉 depend on the asymmetry. However, the
work-to-work regime lies to the right of the lines, since the
function C(τ1) reaches its maximum for κ = 1 (τ1 = τ/2) and
the first term on the right-hand side of Eq. (56) is expected to
increase given that its limit of integration increases with κ .

Figure 8 presents heat maps of the efficiency for different
temperature reservoirs as a function of the output force and
asymmetry. By drawing a comparison with the isothermal
work-to-work converter (Fig. 4), it reveals that the difference
in temperature makes the choice of the optimization parame-
ter (force strength or time asymmetry) more relevant. While
both optimized lines lie almost on top of each other for the
isothermal case, Fig. 8 shows that they are clearly distinct,
particularly for the linear drivings. Another point to be ad-
dressed concerns that high efficiencies are restricted to larger
|X2|’s for constant drivings when temperatures are different.
This contrasts to its extension to smaller values for isothermal
reservoirs [the hot (red) region in Fig. 4(b) has more spread
than that in Fig. 8(a)]. Conversely, for linear drivings, the
decrease in the efficiency extends for all values of κ and X2

when compared with the isothermal work-to-work converter
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FIG. 8. Depiction of efficiency as a function of the inverse of
the asymmetry coefficient κ and the output force X2, for (a) constant
and (b) linear drivings, respectively. Solid and dashed lines denote
the maximization with respect to X2 and κ , respectively. Parameters:
�1 = 2.0 and �2 = 1.5, τ = 1, γ = 1, and X1 = 1.

[note that efficiency in Fig. 4(d) is three times larger than that
in Fig. 8(b)]. However, larger efficiencies in such a case are
obtained solely for larger values of |X2| in a certain range
of κ .

Lastly, we draw a comparison between the efficiency given
by Eq. (31) with Eq. (45) from Ref. [33], which is based
on the ratio between the entropy production fluxes. Although
both expressions behave similarly and approach each other as
� → 0 (or � � 1), it is worth mentioning that the latter
overestimates the efficiency as � increases.

IV. CONCLUSIONS

We introduced an alternative strategy for optimizing the
performance of Brownian engines, based on the idea of
asymmetric interaction time between the system (Brownian
particle) and the thermal baths. Exact expressions for thermo-
dynamic quantities and their maximized values were obtained,
irrespective of the kind of driving and asymmetry. The time
asymmetry can always be tuned to obtain a gain larger than
in the symmetric case. In addition to the improvement of the
power output and efficiency, the time asymmetry also enlarges
the range of forces for which the system operates as an engine.
Another advantage of asymmetric times is that they can be
conveniently chosen for compensating part of the limitations
due to the machine design, such as its operation period and the
driving considered. Results for constant and linear drivings
confirm that the appropriate tuning of the asymmetry pro-
duces gains for the efficiency substantially larger than those
achieved for the symmetric case. It is important to point out
that the symmetric engine does not necessarily operate inef-
ficiently, as exemplified in Fig. 2. However, the tuning of the
asymmetry, for given values of the other parameters (output
force and period), provides a reliable route for enhancing the
engine performance.

Contrariwise to usual machines, for which the heat flow
due to the gradient of temperature is fundamental for the
power extraction and enhancing the efficiency, in the present
case the efficiency is higher for isothermal reservoirs. The
reason for such behavior concerns that the energy exchange

between the Brownian particle and the different thermal reser-
voirs occurs in different stages. Since the heat transfer and the
output force are uncoupled, the heat flux cannot be converted
into useful work. For instance, one would require drivings
dependent on the velocity in order to be able to extract work
from heat in the present model. Although the robustness of our
findings has been verified for a few examples of drivings, our
approach can be straightforwardly extended for other thermal
machines, where in principle similar findings are expected.
This is reinforced by recent results unveiling the importance
of asymmetric times for optimizing the efficiency at maximum
power of a quantum-dot thermal machine, which gain pro-
vides efficiencies larger than the Curzon-Ahlborn efficiency
[44].

We finish this paper highlighting a couple of perspectives.
While in this paper we analyzed the maximization of the out-
put power and efficiency with respect to the time asymmetry
and the output force strength, keeping the other parameters of
the machine fixed, it might be worthwhile to study the maxi-
mization under different physical conditions, such as holding
the dissipation or efficiency fixed. Finally, it might also be
interesting to extend the role of asymmetric times for other
kinds of drivings (e.g., velocity-dependent drivings providing
extraction of useful work from heat) as well as for massive
Brownian particles (underdamped case) in order to compare
their performances.
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APPENDIX A: ONSAGER COEFFICIENTS AND LINEAR
REGIMES

In this Appendix, we address the relation between coeffi-
cients L̃i j and Onsager coefficients Li j . Our starting point is
the steady-state entropy production averaged over one period,
which is given by

	 = 2γ kB
m

(
Q̇1

�1
+ Q̇2

�2

)
= 	F + 	T . (A1)

The coefficients L̃i j are straightforwardly obtained from 	F

performing the integration in Eq. (27) [in which the 〈vi〉(t )’s
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are given by Eq. (18)] as

L̃11 = γ

τ

[
(e2γ (τ−τ1 ) − 1)Ĝ1(τ1)2

�2(eγ τ − 1)2 + γ

�1

∫ τ1

0

2e−2γ t
[
(eγ τ − 1)Ĝ1(t ) + Ĝ1(τ1)

]2

(eγ τ − 1)2 dt

]
,

L̃22 = γ

τ

[
(1 − e−2γ τ1 )Ĝ2(τ )2

�1(eγ τ − 1)2 + γ

�2

∫ τ

τ1

2e−2γ t
[
(eγ τ − 1)Ĝ2(t ) + Ĝ2(τ )

]2

(eγ τ − 1)2 dt

]
,

L̃12 + L̃21 = 2γ e−γ τ1 Ĝ1(τ1)Ĝ2(τ )

τ (eγ τ − 1)2

[
sinh(γ τ1)

�1
+ sinh(γ (τ − τ1))

�2

]

+ 2γ 2

�1�2τ (eγ τ − 1)

[
�2Ĝ2(τ )

∫ τ1

0
Ĝ1(t )e−2γ t dt + �1Ĝ1(τ1)

∫ τ

τ1

Ĝ2(t )eγ (τ−2t ) dt

]
,

(A2)

where Ĝi(t ) = ∫ t
τi−1

gi(t ′)dt ′. For equal temperatures �1 =
�2 = �, 	 reduces to the following expression:

	 = 	F = −2γ kB
m�

(Ẇ 1 + Ẇ 2)

= L11X 2
1 + (L12 + L21)X1X2 + L22X 2

2 .

(A3)

Hence, for isothermal reservoirs, the entropy production can
be written in terms of the Onsager coefficients even in the
nonlinear (force) regime and thereby L̃i j = Li j . Conversely,
for the thermal linear regime, it is convenient to express �1

and �2 in terms of the difference of temperatures �1 = � −
� and �2 = � + �. In such a case, Eq. (A1) becomes

	 ≈ 2γ kB
m�

[
−(Ẇ 1 + Ẇ 2) + (Q̇1 − Q̇2)

�

�

]
. (A4)

Let us assume that L̃i j can be expanded in a power series of
the temperature difference, L̃i j = L(0)

i j + L(c)
i j �, where L(0)

i j

is the coefficient for �1 = �2 = � and L(c)
i j is the first-order

correction. In terms of such coefficients, the average entropy
production 	 is given by

	 = 	F + 	T

= [
L(0)

11 X 2
1 + (

L(0)
12 + L(0)

21

)
X1X2 + L(0)

22 X 2
2

]
+ [

L(c)
11 X 2

1 + (
L(c)

12 + L(c)
21

)
X1X2 + L(c)

22 X 2
2

]
�

+ 4L��

�2
(�)2.

(A5)

By comparing Eqs. (A4) and (A5), it follows that

L(0)
11 X 2

1 + (
L(0)

12 + L(0)
21

)
X1X2 + L(0)

22 X 2
2 = −2γ kB

m�
(Ẇ 1 + Ẇ 2),

(A6)
and hence Onsager coefficients Li j correspond to zeroth-order
coefficients L(0)

i j evaluated from 	F . Once again, they do not

depend on �, since Ẇ i does not depend on the temperature
at all.

In the true linear regime (both temperature gradient and
force strength are small), the correction of 	F is of third
order (XiXj�); thus it can be neglected. Hence the entropy
production components 	F and 	T are approximately

	F ≈ −2γ kB
m�

(Ẇ 1 + Ẇ 2) (A7)

and

	T ≈ 4L��

�2
(�)2, (A8)

respectively. In addition, the coefficients L̃i j and Li j are ap-
proximately equal, L̃i j ≈ Li j .

APPENDIX B: CONSTANT DRIVINGS

For the machine operating at constant drivings, defined by
the forces from Eqs. (46) and (47), the velocities 〈vi〉(t ) are
given by

〈v1〉(t ) = X1

γ
+ e−γ (t−τ1 ) − e−γ (t−τ )

eγ τ − 1

X1 − X2

γ
, (B1)

〈v2〉(t ) = X2

γ
+ e−γ (t−τ−τ1 ) − e−γ (t−τ )

eγ τ − 1

X1 − X2

γ
, (B2)

for i = 1 and 2, respectively. The associated Onsager coeffi-
cients are straightforwardly obtained from Eq. (24) and are
given by

L11 = 2τ1

�1τ
− L12,

L22 = 2τ2

�2τ
− L21,

L12 = 4csch
(

γ τ

2

)
sinh

(
γ τ1

2

)
sinh

(
1
2γ τ2

)
γ�1τ

, (B3)

L21 = 4csch
(

γ τ

2

)
sinh

(
γ τ1

2

)
sinh

(
1
2γ τ2

)
γ�2τ

.

Furthermore, for isothermal reservoirs, L12 and L21 are equal
for any value of asymmetry parameter κ = τ1/τ2.

APPENDIX C: LINEAR DRIVINGS

Similarly to the constant drivings model, the average ve-
locities for the linear driving model [defined by Eqs. (48) and
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(49)] are obtained from Eq. (18) and are given by

〈v1〉(t ) = 1

γ

{
X1(γ t − 1) + e−γ t

eγ τ − 1

{
X1

[
eγ τ + e

γ κτ

1+κ

( γ κτ

1 + κ
− 1

)]
− X2

[
e

γ κτ

1+κ + eγ τ
( γ τ

1 + κ
− 1

)]}}
(C1)

and

〈v2〉(t ) = 1

γ

{
X2

[
1 − γ

(
t − κτ

1 + κ

)]
+ e−γ (t− κτ

1+κ
)

eγ τ − 1

{
X1

[
e

γ τ

1+κ + eγ τ
( γ κτ

1 + κ
− 1

)]
− X2

[
e

γ τ

1+κ

( γ τ

1 + κ
− 1

)
+ eγ τ

]}}
. (C2)

Likewise, Onsager coefficients Li j are also straightforwardly calculated from Eq. (24) and read

L11 = 2γ 3τ 3
1 + [

6 − 3γ 2τ 2
1

]
coth

(
γ τ

2

) + 6csch
(

γ τ

2

)[
γ τ1 sinh

(
γ (τ1−τ2 )

2

) − cosh
(

γ (τ1−τ2 )
2

)]
3γ�τ

,

L22 = 2γ 3τ 3
2 + [

6 − 3γ 2τ 2
2 − 6 cosh(γ τ1)

]
coth

(
γ τ

2

) + 6γ τ2csch
(

γ τ

2

)
sinh

(
γ (τ2−τ1 )

2

) + 6 sinh(γ τ1)

3γ�τ
,

L12 = 2

γ τ�1(1 − eγ τ )
[1 + γ τ1 − eγ τ1 ][1 − eγ τ2 (1 − γ τ2)],

L21 = 2

γ τ�2(1 − eγ τ )
[1 + γ τ2 − eγ τ2 ][1 − eγ τ1 (1 − γ τ1)].

(C3)

Notably, contrasting to the constant drivings case, coefficients L12 and L21 are different from each other when �1 = �2. Only for
symmetric switching times (τ1 = τ2) does it turn out that L12 = L21.
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Phase behavior of a lattice-gas model for biaxial nematics
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We employ a lattice-gas extension of the Maier-Saupe model with discrete orientation states to study the
phase behavior of a statistical model for biaxial nematogenic units in mean-field theory. The phase behavior
of the system is investigated in terms of the strength of isotropic interaction between anisotropic objects, as
well as the degree of biaxiality and the concentration of those units. We obtain phase diagrams with isotropic
phases and stable biaxial and uniaxial nematic structures, various phase coexistences, many types of critical and
multicritical behaviors, such as ordinary vapor-liquid critical points, critical end points, and tricritical points,
and distinct Landau-like multicritical points. Our results widen the possibilities of relating the phenomenological
coefficients of the Landau–de Gennes expansion to microscopic parameters, allowing an improved interpretation
of theoretical fittings to experimental data.

DOI: 10.1103/PhysRevE.105.044705

I. INTRODUCTION

Nematic mesophases are probably the simplest states of
matter observed in liquid-crystalline systems that exhibit
long-range orientational order in the absence of translational
symmetry breaking [1–4]. Indeed, uniaxial nematic struc-
tures are characterized macroscopically by the existence of
orientation-dependent physical properties (for example, opti-
cal or magnetic anisotropies), which lead to the definition of
the director of a nematic phase. Notwithstanding, the breaking
of isotropy in the plane perpendicular to the uniaxial director
may lead to the elusive biaxial state, whose possibility was
theoretically pointed out by Freiser [5] about 50 years ago.
Experimentally, the existence of the biaxial phase was initially
confirmed for lyotropic systems [6]. More recently, there have
been claims of the identification of the phase in thermotropic
systems composed of bent-core molecules, although this re-
mains debatable (see Ref. [7] and references therein). In any
case, these claims catalyzed various experimental, computa-
tional, and theoretical investigations [8,9] of candidate biaxial
systems.

Most theoretical and computational studies looking for
biaxial phases focus on the orientational order, leaving aside
effects associated with a varying density of nematogens. Ap-
proaches based on the phenomenological Landau–de Gennes
expansion [10] are able to partially remedy this situation by
exploiting variations in the expansion coefficients, although
these are difficult to connect with microscopic parameters.
Our aim in this paper is to investigate the equilibrium phase
diagrams of a statistical model in which nematogens with
noncylindrical symmetry can move from site to site in a lattice

*carreras@if.usp.br
†edusantos18@esp.puc-rio.br
‡apvieira@if.usp.br

whose occupation can be controlled. In our model, pairs of
nematogens interact via an isotropic potential which can be
repulsive or attractive, as well as via an anisotropic potential
which favors a biaxial arrangement, leading, at sufficiently
high occupation and sufficiently low temperature, to a biaxial
phase.

Lattice models of nematic order have a long history in
the literature. For uniaxial systems, the pioneering work of
Lebwohl and Lasher [11] inspired a number of other inves-
tigations, including a lattice-gas extension by Bates [12,13].
For biaxial systems, the Luckhurst-Romano model [14], based
on the truncation of an anisotropic potential to second-
rank terms, has been likewise influential. As a rule, Monte
Carlo calculations for nearest-neighbor versions of these
models on fully occupied cubic lattices lead to the same
qualitative predictions as those obtained from mean-field
versions [15,16], despite sometimes substantial quantitative
discrepancies [11,17].

A quite general bilinear anisotropic interaction potential
V12 between two nematogens labeled as 1 and 2 was pro-
posed by Straley [18]. In the two-tensor formulation of Sonnet
et al. [19], it takes the form

V12 = − 9
4 A{q1:q2 + ζ (q1:b2 + b1:q2) + λb1:b2}. (1)

In Eq. (1), A > 0 sets the energy scale, while the second-rank
tensors q and b are defined in terms of mutually orthogonal
unit vectors n̂1, n̂2, and n̂3 pointing along the first, second, and
third principal axes of each nematogen as

q = n̂1 ⊗ n̂1 − 1
3 I and b = n̂2 ⊗ n̂2 − n̂3 ⊗ n̂3, (2)

I being the 3 × 3 identity matrix. The operation q1:q2 is the
Frobenius inner product [20], given by Tr(q1q2), where TrM
is the trace of matrix M. The adimensional parameters ζ and
λ gauge the importance of biaxial couplings. If ζ = λ = 0,
Eq. (1) is reduced to the Maier-Saupe interaction energy [15],
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defined solely by the relative orientation of the first principal
axes of both nematogens. This is appropriate when dealing
with nematogens whose form may be properly approximated
as uniaxial. Otherwise, if the nematogens are intrinsically
biaxial, a proper description of the interaction energy requires
setting either ζ or λ to nonzero values, so that the relative
orientations of other principal axes are also relevant. Here we
work with the condition λ = ζ 2, corresponding to the London
approximation for dispersion forces [19], which allows us to
write V12 in the form

V12 = −9

4
A

(
q1 + �

3
b1

)
:

(
q2 + �

3
b2

)
. (3)

By resorting to a simplified view of a biaxial nematogen as a
rectangular platelet, the biaxiality parameter � = 3ζ can be
interpreted in terms of the sides of the platelet, so that � = 0
would correspond to a “rodlike” object, � = 3 to a “disklike”
object, and � = 1 to a maximally biaxial object [21].

In the same spirit as the lattice-gas version of the Lebwohl–
Lasher model investigated by Bates [12], we allow each site of
a regular lattice to be empty or occupied by a single nemato-
gen, adding an isotropic interaction to the potential in Eq. (3)
to obtain the contribution of two neighboring sites i and j to
the total interaction energy of the system,

Vi j = γiγ j

{
U − 9

4
A

(
qi + �

3
bi

)
:

(
q j + �

3
b j

)}
. (4)

The occupation variable γi is equal to 0 if site i is empty and
to 1 if the site is occupied. In this work we allow the isotropic
interaction parameter U to be either negative, representing at-
tractive interactions, or positive, representing repulsion. This
last case could lead to long-range sublattice ordering in cu-
bic lattices, an unphysical feature for a fluid phase. At the
mean-field level, however, describing such kind of arrange-
ment would require the explicit introduction of sublattices.
Instead, we proceed with the simplest mean-field strategy,
which would be appropriate for describing a frustrated lattice
or, for that matter, a fluid phase.

In order to perform detailed calculations, besides using
Eq. (4) to describe the pair interactions, we also employ
the Zwanzig approximation [22], which restricts the possi-
ble orientations of a nematogen to the coordinate axes. This
approximation has been applied in different contexts [21,23–
31], always leading to qualitative results which fully agree
with continuous versions of the corresponding models when
a comparison is possible. In particular, when dealing with
intrinsically biaxial nematogens, these models are capable of
reproducing the qualitative characteristics of nematic phase
diagrams, such as sequences of biaxial-uniaxial-isotropic
phase transitions with increasing temperature, and a well-
defined Landau multicritical point, which signals a direct
transition between the isotropic and the biaxial phases [28,31].

Therefore, in this work we investigate the phase diagrams
of what may be characterized as a lattice-gas (LG) extension
of the Maier-Saupe-Zwanzig model (MSZ), which from now
on we will call the LGMSZ model. The LG extension intro-
duces dilution as an extra ingredient in our model, allowing
the study of phenomena such as vapor-liquid, vapor-nematic,
and nematic-nematic (low-high concentration) coexistence.

The study of such coexistences is not possible if we treat a
model based on a fully occupied lattice.

This paper is organized as follows. Section II presents the
model description and sketches its mean-field solution. In
Sec. III we present a detailed analysis of the dilution effects,
in the absence of isotropic interactions. Section IV is dedi-
cated to the study of the effects of isotropic interactions for
molecular systems with fixed degrees of biaxiality. In Sec. V
we present an analysis of the effects of the biaxiality degree in
the multicritical points present in the phase diagrams. Con-
clusions are drawn in Sec. VI. A few technical details are
relegated to Appendices A and B.

II. THE LGMSZ MODEL

We consider a lattice system with N sites and Nm non-
spherical objects such that N � Nm. Each lattice site can be
either empty or occupied by an asymmetric object, the state
of site i being described by an occupation variable γi taking
the values 0 (empty site) or 1 (occupied site). Then, based
on Eq. (4), we define the LGMSZ model by means of the
effective Hamiltonian

H =
∑
(i, j)

Vi j = −A
∑
(i, j)

γiγ j�i:� j + U
∑
(i, j)

γiγ j, (5)

where A and U are coupling parameters, with A > 0, the sum
is performed over pairs (i, j) of neighboring sites i and j in the
lattice, and the quantity �i is a second-rank tensor associated
with the nematogen at site i. Specifically, �i is represented
by a 3 × 3 square matrix with real entries. For nematogens,
�i is a symmetric traceless matrix, its eigenvalues ωi are
real, and their sum is zero [1,8]. Then we can assume that
ω1 = (−1 + �)/2, ω2 = (−1 − �)/2, and ω3 = 1, where the
parameter � gauges the asymmetry or biaxiality degree of the
object [21]: � = 0 for rodlike shapes, � = 3 for platelike
shapes, and � �= 0, 3 for bricklike shapes. Biaxial objects
with � = 1 present a maximal degree of asymmetry. Instead
of working with continuous orientational states, we follow
the Zwanzig prescription [22] in assuming that the principal
axes of a nematogen are restricted to align in the directions
of the Cartesian axes, which leads to an effective spinlike
model with six states described by diagonal matrices �i [21].
Notice that, in the limit � = 0, Eq. (5) reduces to a discretized
version of the Lebwohl-Lasher lattice-gas model introduced
by Bates [12] (with a rescaling of energy, as our parameter A
would be equivalent to 2ε/3, ε being the energy scale of the
anisotropic interaction in Ref. [12]).

The first term in Eq. (5) represents a dilute version of the
MSZ model, and the orientation-dependent interaction may
give rise to distinct nematic phases. The second term is the
isotropic contribution to the pair potential. For the particular
case of U < 0, representing attractive isotropic interactions,
one can find phase transitions between isotropic fluid states, in
analogy with previous studies [12,13]. In the present work we
assume that the parameter U can also be positive, representing
repulsive interactions. In this latter case, as we are interested
in modeling fluid phases only, we refrain from trying to ac-
count for any kind of sublattice ordering whatsoever.

Determining the thermodynamic properties of the lattice
system defined by Eq. (5) is rather intricate, due to the
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complex interplay between the various interactions. There-
fore, we think it is appropriate to study the model in a
mean-field treatment, which is equivalent to considering the
fully connected Hamiltonian

Hmf = − A

2N

N∑
i, j=1

γiγ j�i:� j + U

2N

N∑
i, j=1

γ jγ j, (6)

where the sums over pairs of neighboring sites are replaced
by sums over all pairs of sites, and the coupling parameters
are replaced by new ones that are inversely proportional to the
number of sites to ensure that energy is extensive. This form of
effective, long-range model has been proposed to investigate
the phase behavior of statistical models with nematic-like
phases [21,24,28–30,32]. Therefore, our main interest is to
study the thermodynamics of phases transitions of the mean-
field model in Eq. (6).

The canonical ensemble is the usual route to investigate the
macroscopic behavior of Hamiltonian systems in statistical
mechanics. Nevertheless, because of its lattice-gas character,
the configurations of microscopic variables of our model are
subject to the restriction that the sum of γi over all lattice
sites should be equal to Nm, which leads to complications
in evaluating the canonical partition function. As a result, it
is more convenient to consider the formalism of the grand
canonical ensemble, where the number of nematogens may
fluctuate due to the coupling to a particle reservoir [21,24,30].
Then we must determine the grand partition function

� =
∑
{γi}

∑
{�i}

exp

(
βHmf + βμ

∑
i

γi

)
, (7)

where β = 1/kBT , kB is the Boltzmann constant (which we
take to be equal to 1 in suitable units), T is the temperature,
and μ is the chemical potential. In this ensemble, the sum over
configurations in Eq. (7) is no longer restricted, and mean-
field calculations are feasible, as indicated in Appendix A.

As a result, we obtain the Landau–de Gennes (grand-
canonical) free-energy functional

ψ (S, η, φ) = A

4
(3S2 + η2) + U

2
φ2 − μφ

+ 1

β

[
(1 − φ) ln

(
1 − φ

6

)
+ φ ln (φ)

]

− φ

β
ln [(S, η)], (8)

where

(S, η) = 2 exp

[
−3βA

4
(S + η)

]
cosh

[
3βA

4

(
S − η

3

)
�

]

+ 2 exp

[
−3βA

4
(S − η)

]
cosh

[
3βA

4

(
S + η

3

)
�

]

+ 2 exp

(
3βA

2
S

)
cosh

(
βA

2
η�

)
, (9)

φ is the concentration of nematogens,

φ = 1

N

〈
N∑

i=1

γi

〉
, (10)

and the scalar parameters S and η are associated with the
symmetric and traceless tensor order parameter [10]

Q = 〈�〉 = 1

2

⎛
⎜⎝

−S − η 0 0

0 −S + η 0

0 0 2S

⎞
⎟⎠, (11)

in which 〈·〉 denotes the ensemble average.
The equilibrium values of S, η, and φ are determined by

locating the absolute minima of ψ (S, η, φ), leading to the
mean-field (MF) equations

∂ψ

∂S
= ∂ψ

∂η
= ∂ψ

∂φ
= 0, (12)

which take the self-consistent forms S = F1(S, η, φ; β,μ,�),
η = F2(S, η, φ; β,μ,�), and φ = F3(S, η, φ; β,μ,�). De-
pending on the solutions to these mean-field equations, the
structure of the eigenvalues Qx, Qy, Qz of Q may be such that
(1) Qx = Qy = Qz = 0, corresponding to the isotropic phase;
(2) Qx = Qy �= Qz (or similar relations with permutations of
the indices x, y and z), corresponding to an uniaxial nematic
phase; and (3) Qx, Qy, and Qz all distinct, corresponding to
a biaxial nematic phase. If the eigenvalue with the largest
absolute value is positive (negative), the nematic solution is
calamitic (discotic). We use this terminology for both uniaxial
and biaxial cases throughout the paper. In terms of the quanti-
ties S and η, the isotropic solution is given by S = η = 0, and
uniaxial solutions are such that S �= 0 with η = 0 or η = ±3S,
while the remaining cases represent biaxial solutions.

We emphasize that the values of S, η, and φ at the absolute
minima of ψ represent thermodynamic equilibrium values
for fixed reciprocal temperature β, chemical potential μ, and
biaxiality degree �. The (grand-canonical) free-energy F =
F (β,μ,�) of the system corresponds to the convex envelope
of ψ determined after inserting values of S, η and φ associated
with the minima of the free-energy functional.

III. BEHAVIOR IN THE ABSENCE OF THE ISOTROPIC
INTERACTION

We start the investigation by assuming zero isotropic inter-
action, U = 0, which simplifies the analysis of the problem
by reducing the number of parameters. Some aspects of this
case were discussed by Rodrigues et al. [30], but taking into
account only a specific range of model parameters. Here we
will present phase diagrams with many distinct topologies by
exploring a wider range of values of thermodynamic fields.
The results with zero isotropic interaction are helpful in under-
standing the situation involving both isotropic and anisotropic
couplings, to be analyzed in the next section.

By considering intrinsically rodlike nematogens, for which
� = 0, we find the phase diagram shown in Fig. 1(a), which
is qualitatively equivalent and quantitatively similar to the
one obtained by Monte Carlo simulations for the Lebwohl-
Lasher lattice-gas model of Ref. [12], in the absence of
isotropic interactions. At high concentration (φ � 0.75), as
T decreases, the observed phase sequence is isotropic (ISO),
followed by a biphasic region of coexisting rod-rich uniax-
ial nematic (N+

U) and rod-poor isotropic phases, followed by
a pure uniaxial nematic and finally a reentrant coexistence
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FIG. 1. Phase diagram in terms of temperature T (in units of A) and concentration φ of nematogens, for different values of biaxiality degree
and in the absence of isotropic interactions (U = 0). ISO: isotropic phase. N+

U : calamitic uniaxial nematic phase. NB: biaxial nematic phase.
Short-dashed lines are the boundaries of biphasic region (gray). Red dot-dashed line: critical end point (CE). LTC is a Landau tricritical point.

region. At lower rod concentration the coexistence region is
stable at low temperatures. The coexistence lines signaling
the discontinuous transition from the isotropic phase to the
uniaxial nematic phase are determined by Eq. (12) evalu-
ated at (S, η, φ) = (SU, 0, φU) and at (S, η, φ) = (0, 0, φI ),
supplemented by ψ (SU, 0, φU) = ψ (0, 0, φI ), where φI and
φU are, respectively, the concentrations of the isotropic and
uniaxial phases at the transition point, and SU is the value
of S at that point. Notice that, since the nematogens are
intrinsically uniaxial, we can assume η = 0 without loss of
generality. It is worth mentioning that in the uniaxial limit
of � = 0 we see a single isotropic phase, with no sign of
vapor-liquid coexistence, in agreement with Monte Carlo [33]
and mean-field [34] calculations for the off-lattice hard-sphere
Maier-Saupe model.

For the case of objects that are noncylindrical, � �= 0 and
� �= 3, it is possible to observe stable biaxial phases (NB), as
shown in Fig. 1(b) for biaxiality degree � = 19/20. In this
diagram, at high concentrations and high temperatures, there

is a small biphasic region of coexisting uniaxial and isotropic
phases. As temperature decreases, we have a second-order
transition from the N+

U phase to a pure NB phase, and finally
the biphasic region ISO-NB appears. The conditions for de-
termining the first-order transition between ISO and NB are
given by Eq. (12) evaluated at (S, η, φ) = (SB, ηB, φB) and at
(S, η, φ) = (0, 0, φI ), as well as ψ (SB, ηB, φB) = ψ (0, 0, φI ),
where SB and ηB are the values taken by S and η in the
biaxial state at the transition point. On the other hand, the
second-order transition between uniaxial and biaxial phases
is located by Eq. (12) and ∂2ψ/∂η2 = 0, all evaluated at
(S, η, φ) = (So, 0, φo), where So and φo are the values of S and
φ at the transition point. We also find that the N+

U-NB transi-
tion line meets the ISO-NB biphase region at a critical end
point (CE), in which a critical nematic state separating uni-
axial and biaxial phases coexists with a noncritical isotropic
state. Critical end points are among the various possible
multicritical points that can be found in thermodynamic sys-
tems with many components [2,35–37]. In our case, we have
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critical end points related to nematic transitions in a lattice-gas
model with orientation-dependent interactions. These kinds
of multicritical points were also reported in a Maier-Saupe
model that mimics binary mixtures of uniaxial and biaxial
nematogens [21].

For anisotropic objects with maximal biaxiality degree,
� = 1, stable uniaxial phases are absent and the phase di-
agrams present the general aspect shown in Fig. 1(c). In
this case, for high temperatures and high concentration, the
ISO-NB transition is continuous and determined by the con-
ditions ∂ψ/∂φ = ∂ψ/∂η = ∂2ψ/∂η2 = 0, evaluated at the
transition point (S, η, φ) = (0, 0, φo). This line of continuous
transitions is actually a line of multicritical Landau points.
On the other hand, for low T and intermediate concentra-
tions, we observe an ISO-NB coexistence region associated
with a first-order transition at which ∂ψ/∂η = ∂ψ/∂φ = 0 at
(S, η, φ) = (SB, ηB, φB), ∂ψ/∂φ = 0 at (S, η, φ) = (0, 0, φI ),
and ψ (SB, ηB, φB) = ψ (0, 0, φI ). The discontinuous and con-
tinuous transitions meet at a multicritical point which we call
Landau tricritical (LTC) point. Roughly speaking, according
to the solutions of mean-field equations, the multicritical point
LTC has properties common to both Landau points [10] and
tricritical points [35,36]. Notice that in the limit of a pure
system (i.e., φ → 1) consisting of biaxial objects with � = 1,
our findings are in agreement with earlier mean-field results,
which shown a direct ISO-NB transition through a single,
isolated Landau point in the �-T phase diagram [21,28].

It is possible to determine the conditions that characterize a
Landau tricritical point by following the discussion presented
by Rodrigues et al. [30]. Indeed, in our context, an LTC point
is the endpoint of a line of Landau points, and a Landau
point happens when the stable solutions of MF equations for
ISO and N±

U become degenerate. Each point on a Landau
line satisfies ∂ψ/∂φ = d2ψ/dS2 = d3ψ/dS3 = 0, evaluated
at (S, η, φ) = (0, 0, φL ). Observe that these conditions involve
partial derivatives as well as total derivatives (with respect
to S) of the free-energy functional ψ . We must treat φ as
an implicit function of S while calculating the total deriva-
tives. Thus, one can find � = 1, (βA − 1)eβμ − 1 = 0, and
βAφL = 1, which are the same results obtained in Ref. [30].
The solutions to these equations define a line of Landau
points, which is represented by a solid line in Fig. 1(c). In the
limiting case of maximum concentration of biaxial objects,
i.e., βμ � 1 or equivalently φL → 1, we recover the results
obtained in previous treatments [21,28], apart from differ-
ences in the definitions of parameters. Nevertheless, we also
have to check whether the solution leading to a Landau point
corresponds to a minimum of the free-energy functional. This
can be done by analyzing the behavior of the total fourth-order
derivative of ψ with respect to η at (S, η, φ) = (0, 0, φL),
which gives d4ψ/dη4 = −3A4β3φL(1 − 2φL)/8. This total
derivative should be positive for stable states, but we notice
that it may change its sign from positive, for φL > 1/2, to
negative, for φL < 1/2, indicating that the Landau point is
stable only if φL > 1/2 (implying βA < 2). Thus, precisely at
φL = 1/2, both d2ψ/dη2 and d4ψ/dη4 are zero, setting the
conditions for locating a tricritical point that is also a Landau
point. The coordinates of the LTC point are (βA)LTC = 2,
φLTC = 1/2, and μLTC = 0. The stability of the LTC point
can be checked by looking at the sixth-order derivative of ψ
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FIG. 2. Lines of multicritical points in the plane �-T for zero
isotropic interaction. The line of Landau points (black solid) meets
the lines of critical end points (red dot-dashed) at a Landau tricritical
(LTC) point, which is present only for maximal biaxiality degree
� = 1.

with respect to η, which gives d6ψ/ dη6 = 2A > 0, therefore
corresponding to a free-energy minimum.

We plotted all the lines of multicritical points obtained
until now in the �-T plane shown in Fig. 2. It is worth
mentioning that, as we are assuming zero isotropic interaction,
the space of thermodynamic fields is spanned by tempera-
ture T , chemical potential μ, and biaxiality �. Due to that,
the lines presented in Fig. 2 are critical solutions of MF
equations with varying chemical potential. Besides, although
we have focused the discussion on calamitic nematic phases,
for which 0 < � < 1, the results for discotic nematics (see,
e.g., Ref. [38]) with 1 < � < 3 lead to phase diagrams with
analogous topologies. Observe that for systems with maxi-
mal biaxiality degree, the LTC point occurs when the line of
Landau points meets the two lines of critical end points. The
Landau tricritical point is present only for maximal biaxiality
� = 1.

We mention that the sequence of diagrams shown in
Figs. 1(a)–1(c) for increasing biaxility parameter is reminis-
cent of the diagrams obtained from the mean-field treatment
of the off-lattice Krieger-James model for ferronematics as the
relative strength of the quadrupolar over dipolar interactions
is increased [39]. In the latter model, a ferromagnetic phase
replaces the biaxial phase of the LGMSZ model.

IV. BEHAVIOR IN THE PRESENCE OF THE ISOTROPIC
INTERACTION

We now discuss phase diagrams in the presence of an
isotropic interaction U �= 0. In addition to uniaxial and biax-
ial structures, we may observe coexistence between isotropic
fluid-like phases, which we call isotropic liquid (IL) and
isotropic vapor (IV), as well as between nematic phases with
different nematogen concentrations.
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FIG. 3. Phase diagrams in terms of temperature T and concentration φ of nematogens, for an intrinsically uniaxial system (� = 0). Red
long-dashed line: triple point. Black short-dashed line: first-order transitions. C is a simple critical point.

A. Phase diagrams for uniaxial prolate nematogens (� = 0)

For intrinsically uniaxial, rodlike objects, a sufficiently at-
tractive (U < 0) isotropic interaction leads to the appearance
of a vapor-liquid (or a high-density–low-density transition)
coexistence analogous to the van der Walls condensation;
see Fig. 3(a). The vapor-liquid transition is determined
by ∂ψ/∂φ = 0 at (S, η, φ) = (0, 0, φIV) and at (S, η, φ) =
(0, 0, φIL ), in addition to ψ (0, 0, φIV) = ψ (0, 0, φIL ). These
first-order lines meet at a simple critical point (C), located at
φC = 1/2, βC = −4/U , μC = U/2 with ψC = U [2 ln (12) −
1]/8.

We also find a vapor-liquid-uniaxial triple point, which is
determined by evaluating Eq. (12) at (S, η, φ) = (0, 0, φIV), at
(S, η, φ) = (0, 0, φIL ) and at (S, η, φ) = (SU, 0, φU), in addi-
tion to imposing ψ (0, 0, φIV) = ψ (0, 0, φIL ) = ψ (SU, 0, φU).
For T values lower than the triple-point temperature, the IV-IL
discontinuous transition becomes metastable with respect to
the IV-N+

U first-order transition. As the strength |U | of the
attractive interaction increases, the region of stability of N+

U
decreases and tends to become limited to a very small region
near φ = 1; see Fig. 3(a). This reduction in the area of the
uniaxial phase was observed by Bates, using Monte Carlo
simulations, in a lattice-gas extension of the Lebwohl-Lasher
model [12] and later in the model proposed by Humphries
et al. [13].

For repulsive isotropic interactions (U > 0), it is possible
to notice the appearance of a very narrow coexistence re-
gion between uniaxial nematic phases, as shown in Fig. 3(b).
This biphasic coexistence region between uniaxial structures
presents an ordinary critical point C, which can be found
by imposing the conditions ∂ψ/∂S = ∂ψ/∂φ = d2ψ/dφ2 =
d3ψ/dφ3 = 0, evaluated at (S, η, φ) = (SC, 0, φC).

We plot the lines of critical points and of triple points in the
U -T plane in Fig. 4. These lines meet at higher-order critical
points, which we call multicritical end points (MCEs), in anal-
ogy with critical end points appearing when lines of first-order

and second-order transitions meet. For U < U (1)
MCE ≈ −2.596,

we find phase diagrams with a simple critical point related to
an IV-IL biphase region, in addition to a vapor-liquid-uniaxial
triple point. This kind of phase phenomenon is associated with
an attractive character of the isotropic interaction. Neverthe-
less, for U > U (1)

MCE, it is no longer possible to distinguish
between the IV and IL phases, and from a thermodynamic per-
spective there is a single isotropic phase. Then we have phase
diagrams which only show ISO-NU coexistence regions.

In the case of repulsive isotropic interactions with U <

U (2)
MCE ≈ 1.035, the phase diagrams also exhibit first-order
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FIG. 4. Lines of critical and of triple points in the U -T plane, for
the case of rodlike nematogens (� = 0). We notice that the lines of
critical points meet the lines of triple points at higher-order multi-
critical end points (MCEs). The inset shows the case for repulsive
isotropic interaction (U > 0).
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FIG. 5. Phase diagrams in terms of temperature T (in units of A) and concentration φ of nematogens, for different values of the biaxiality
degree. The red long-dashed line represents a triple point. The red dot-dashed line is associated with a critical end point (CE), while C is a
critical point and TC is a tricritical point. The inset shows the isotropic-uniaxial coexistence region.

transitions between isotropic and uniaxial phases. However,
for U (2)

MCE < U < U (3)
MCE = 3/2, as illustrated in Fig. 3(b), it

is possible to find phase diagrams exhibiting a coexistence
region between uniaxial structures, with an associated critical
point, as well as a triple point connecting one isotropic and
two uniaxial states. As U increases, we notice a decrease in
the area of the low-temperature isotropic-uniaxial coexistence
region, together with the decrease in the temperature of the
critical and the triple points, until the ISO-NU coexistence
disappears completely as U → U (3)

MCE. For this limiting value
of U , the temperatures both of the critical point and of the
triple point become zero.

The sequence of diagrams in Figs. 3(a) and 3(b) ob-
tained from the LGMSZ model as the isotropic interaction is
tuned from attractive to repulsive, including the phase coexis-
tences, is qualitatively equivalent to the ones obtained from
the off-lattice Maier-Saupe model augmented by isotropic
interactions [34,40]. Other systems with similar sequences
are mixtures of rodlike colloidal particles and hard-sphere
polymers with varying diameters [41], binary mixtures of

thermotropic nematogens with increasing dissimilarity [42],
and long hard rods with short-range attractions with changing
rod length or attraction range [43,44].

B. Phase diagrams for 0 < � < 1

As previously mentioned, the discrete-state Maier-Saupe
model presents phase diagrams with stable biaxial struc-
tures when the nematogens are intrinsically biaxial [21,28].
Then, we expect that the presence of dilution and isotropic
interactions may lead to phase diagrams with more elabo-
rate topologies. Indeed, for systems with attractive isotropic
interactions, we obtain phase diagrams of the type shown
in Fig. 5(a). In this case, we have a critical point C as-
sociated with an IV-IL biphasic region, and an IV-IL-N+

U
triple point, analogous to those discussed in Sec. IV A for
intrinsically uniaxial nematogens. We also find an IV-NB

discontinuous transition, determined by the conditions in
Eq. (12), evaluated at (S, η, φ) = (0, 0, φIV) and at (S, η, φ) =
(SB, ηB, φB), supplemented by ψ (0, 0, φIV) = ψ (SB, ηB, φB).
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The coexistence between the biaxial phase and the isotropic
vapor is verified at low temperatures, below the tem-
perature of a critical end point CE (TCE ≈ 0.56 in the
figure), whose location is set by Eq. (12), evaluated at
(S, η, φ) = (0, 0, φIV) and at (S, η, φ) = (SCE, 0, φCE), sup-
plemented by ψ (0, 0, φIV) = ψ (SCE, 0, φCE) and ∂2ψ/∂η2 =
0 at (S, η, φ) = (SCE, 0, φCE). The biaxial nematic phase is
stable for high concentrations and small temperatures.

Let us now consider repulsive isotropic interactions,
(A,U ) = (1, 1), with biaxiality degree � = 4/5. The phase
diagram is shown in Fig. 5(b), where it is possible to identify
a triple point in which isotropic, uniaxial, and biaxial phases
coexist, as well as a tricritical point (TC), which satisfies
the conditions ∂ψ/∂φ = ∂ψ/∂S = d2ψ/dη2 = d4ψ/dη4 =
0, evaluated at (S, η, φ) = (STC, 0, φTC). The total derivatives
are determined by treating S and φ as implicit functions of
η. The boundaries of the coexistence region associated with
uniaxial and biaxial phases are determined by Eq. (12) evalu-
ated at (S, η, φ) = (SU, 0, φU) and at (S, η, φ) = (SB, ηB, φB),
as well as ψ (SU, 0, φU) = ψ (SB, ηB, φB). We also show in
Fig. 5(c) the phase diagram corresponding to the repul-
sive case with � = 19/20 and (A,U ) = (1, 13/10). There
are biphasic regions associated with ISO and N+

U, N+
U,

and NB, and ISO and NB. Besides, there is a triple point
marking the coexistence of ISO, N+

U and NB. Finally, we
observe the presence of a biaxial-biaxial coexistence region,
whose boundaries are determined by Eq. (12) evaluated at
(S, η, φ) = (S1, η1, φ1) and at (S, η, φ) = (S2, η2, φ2), sup-
plemented by ψ (S1, η1, φ1) = ψ (S2, η2, φ2).

C. Phase diagrams for � = 1

Following our discussion in Sec. III, we can obtain the
conditions leading to Landau points for the maximal biaxi-
ality degree and investigate the possible presence of Landau
tricritical points. Indeed, we find analogous features when
nonzero isotropic interactions are considered. Nevertheless,
the parameter U plays an important role in the criteria for
determining the LTC point. After performing the calculation,
we find that the coordinates of the Landau point satisfy (βA −
1)eβμ = eU/A and βAφ = 1. For μ → ∞, i.e., in the limit of a
fully occupied lattice, we recover the expected phase diagram
with βA = 1 at the Landau point, whereas for U/A → 0, we
obtain the results discussed in Sec. III. As we already know,
the stability of a Landau point is related to the existence
of an absolute minimum of the free-energy functional, and
high-order derivatives should be considered because we are
dealing with a multicritical point. The fourth-order derivative
is

d4ψ

dη4

∣∣∣∣
(0,0,φ)

= −3

8
A3β2

[
U + A2β − A(2 + βU )

A2β + U (βA − 1)

]
. (13)

This fourth-order derivative changes sign when A(A − U )β =
2A − U , which sets the condition for a possible LTC point.
Notice that, as long as the isotropic interaction is attractive
(U < 0), there is always a candidate Landau tricritical point
(since β must be positive). However, as in the case U = 0, the
stability of that point for U �= 0 must be checked by looking

at the sixth-order derivative of ψ with respect to η,

d6ψ

dη6

∣∣∣∣
(0,0,φ)

= (U − 2A)4(8A2 − 30AU + 15U 2)

64A(A − U )4
. (14)

We then note that, since A > 0, any LTC points are locally
unstable if the isotropic interaction is repulsive (U > 0) and
such that 0.32 � U/A � 1.68.

For U < 0, the LTC point is always locally stable, although
it may not correspond to an absolute minimum of the free-
energy functional. This is the case for U = −5, as shown by
the phase diagram in Fig. 6(a). There is a wide coexistence
region associated with isotropic phases of vapor and liquid,
and an ordinary critical point (C). For high concentrations, as
T decreases, there exists a continuous transition from the IL
phase to the NB phase. Additionally, for a fixed sufficiently
low temperature, by varying the concentration we enter a
coexistence region between the IV and the NB phases. The
line of continuous transition consists of Landau points, and
that line meets the coexistence regions at a Landau critical
end point (LE). On the other hand, for isotropic interaction
U = −3, we obtain the phase diagram exhibited in Fig. 6(b).
In this diagram, we now observe an LTC point, i.e., the LE
point is not stable, and there also exists a triple point related
to the IL, IV, and NB phases. When the isotropic interaction
is sufficiently repulsive, we have a biaxial-biaxial coexistence
region, as shown in Fig. 6(c). This biphasic region presents a
critical point C and a Landau critical end point LE. For phase
diagrams with U > 2, there are no coexistence regions and we
observe only second-order transitions between the ISO and
NB phases; see Appendix B.

Notice that the sequence of phase-diagram topologies
shown in Figs. 6(a)–6(c) as the isotropic interaction is tuned
from attractive to repulsive for maximally biaxial nematogens
is equivalent to the sequence observed for off-lattice dipolar
fluids [45–52], the biaxial phase being replaced by the ferro-
magnetic or ferroelectric phases.

For the particular case � = 1 we can plot a graph in the
U -T plane showing the multicritical points found for maximal
biaxiality; see Fig. 7. The corresponding phase diagrams in
the φ-T plane present a line of Landau points regardless of
the character of the isotropic interaction. The stability limits
of points belonging to these Landau lines are (1) at high
temperatures, the point (φ, T ) = (1, 1) (fully occupied lat-
tice) and (2) at low temperatures, a multicritical point whose
nature depends on the value of U . In the U -T plane, the
stable Landau points occupy an extensive region which we
call the Landau zone. The boundaries of this region are the line
(φ, T ) = (1, 1) and the lines of Landau critical end points and
Landau tricritical points, which meet at multicritical Landau
points ML2 and ML3. We also find a higher-order multicritical
end point MCE related to a line of triple points. These triple
points are associated with coexisting vapor, liquid and biaxial
phases. Observe that the MCE point occurs when the line of
triple points meets a line of critical points.

V. MULTICRITICAL POINTS IN THE
BIAXIALITY-TEMPERATURE PLANE

We may summarize the different topologies of the φ-T
phase diagrams of the model by constructing diagrams of
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FIG. 6. Phase diagram in terms of temperature T (in units of A) and concentration φ of nematogens, for maximal biaxiality degree � = 1.
The red long-dashed line represents a triple point. The red dot-dashed line represents a Landau critical end point (LE). C is a critical point.

multicritical points in the plane �-T for a fixed value of U ,
as shown in Fig. 8. Thus, given a nematic-like system with
parameters (A,U ), we can determine the multicritical points
in the φ-T phase diagrams for different values of �. Due to the
large parameter space, we focus on only some representative
values of the isotropic interaction U .

A. Case with U < 0

By assuming attractive isotropic interactions with
(A,U ) = (1,−3), we obtain the �-T diagram shown in
Fig. 8(a). We notice that the line of triple points meets the
lines of critical end points at higher-order multicritical points
M±

1 . Besides, the line of ordinary critical points meets the
line of triple points at the higher-order multicritical end point
MCE. For � < �+

1 ≈ 0.994, where �±
1 are the values of

� at M±
1 , phase diagrams in the φ-T plane exhibit ordinary

critical points related to vapor-liquid biphasic regions, critical
end points (CEs), and vapor-liquid-uniaxial triple points,
a topology exemplified in Fig. 5(a). Precisely at � = �+

1 ,

the lines of CE and triple points meet at the temperature
T +

1 ≈ 0.7298. For values of model parameters corresponding
to M±

1 , φ-T phase diagrams do not exhibit a coexistence
region between the isotropic vapor and the uniaxial phases.
In the range �+

1 < � < 1, the temperature of the CE point
is higher than that of the triple point, which now represents a
coexistence of isotropic (vapor and liquid) and biaxial phases.
For maximal biaxiality � = 1, only isotropic and biaxial
phases are stable, and φ-T phase diagrams are characterized
by an ordinary vapor-liquid critical point, a Landau line, and,
depending on the value of U < 0, a Landau tricritical point,
as in Fig. 6(b), or a Landau end point, as in Fig. 6(a).

On the other hand, for 1 < � < �−
1 ≈ 1.006, the φ-T

phase diagrams may exhibit uniaxial discotic phases, whose
region of stability increases with �. In addition, we have CE
points and vapor-liquid-biaxial triple points, producing the
same topology as in Fig. 5(a). When � = �−

1 , the lines of
CE and triple points meet at the temperature T −

1 ≈ 0.7322.
For �−

1 < � < �MCE ≈ 1.063, the φ-T phase diagrams
also present CE points and vapor-liquid-biaxial triple points
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FIG. 7. Lines of multicritical points in the U -T plane for the case
of maximal biaxiality parameter � = 1. The gray region marked as
a “Landau zone” consists of Landau points associated with different
concentrations. ML2 and ML3 are higher-order Landau multicritical
points. MCE is a higher-order multicritical end point.

whose temperature approaches that of the vapor-liquid critical
point as � → �MCE. For biaxiality degree � = �MCE, the
vapor-liquid-biaxial triple point and the ordinary vapor-liquid
critical point meet at the temperature TMCE = 3/4, and we
cannot distinguish isotropic vapor and liquid phases. For ne-
matic systems with �MCE < � < 3, the topology of the φ-T
phase diagrams is the same as the one shown in Fig. 1(b),
the only multicritical point being a CE point separating re-
gions of coexistence between the low-concentration isotropic
phase and the high-concentration biaxial (at low temperatures)
or uniaxial (at higher temperatures) phases. For the intrin-
sically uniaxial cases � = 0 or � = 3, the phase diagrams
exhibit only isotropic and uniaxial phases, as exemplified in
Sec. IV A.

B. Case with U > 0

Now, by considering repulsive isotropic interactions with
(A,U ) = (1, 1), we obtain the multicritical lines shown in
Fig. 8(b). Here lines of CE, tricritical, and triple points meet at
multicritical points M±

2 . We also have the multicritical points
M±

3 , where lines of CE, triple, and ordinary critical points
meet. The topology of the φ-T phase diagrams is essentially
symmetric with respect to the axis � = 1, except for the
change in character of the uniaxial phases, from calamitic (for
0 � � < 1) to discotic (for 1 < � � 3).

In the ranges 0 < � < �+
2 ≈ 0.525 or �−

2 ≈ 1.3743 <

� < 3, where �±
i is the biaxiality parameter at M±

i , the topol-
ogy of the φ-T phase diagrams is the same as the one shown
in Fig. 1(b), and the temperature of the CE point increases
as the value of � becomes closer to 1. For biaxiality in the
ranges �+

2 < � < �+
3 ≈ 0.872 or �−

3 ≈ 1.115 < � < �−
2 ,

there exist isotropic-uniaxial and uniaxial-biaxial coexistence
regions, as well as a tricritical (TC) point, as illustrated in
Fig. 5(b). Finally, for �+

3 < � < �−
3 , the TC point is replaced

by a low-concentration CE point (or a Landau end point

if � = 1) and an ordinary critical point associated with a
biaxial-biaxial coexistence region, a topology exemplified in
Fig. 6(c). For biaxiality exactly equal to �+

3 or �−
3 , the lines

of critical and CE points meet the line of TC points and the
biaxial-biaxial coexistence region is absent.

VI. CONCLUSIONS

We considered a lattice-gas version of the Maier-Saupe
model for biaxial nematics with discrete orientations, in
addition to an energetic term that described an isotropic inter-
action. The model is investigated in mean-field theory through
a fully connected spinlike system with inclusion of dilution
effects. The free energy functional, and the mean-field equa-
tions were obtained exactly.

For systems without isotropic interactions, U = 0, we have
drawn phase diagrams in terms of temperature and concentra-
tion of nematogens, with fixed value of �. The case � = 1
is particularly interesting due to the absence of a nematic
uniaxial phase, and we find a line of Landau points which is
limited by a Landau tricritical point (LTC). In the cases � = 0
or 3 the nematogens are intrinsically uniaxial, so that the phase
diagrams show no biaxial nematic phase. Any other value of
� leads to a diagram which presents a critical end point (CE)
at high concentration.

Systems with U �= 0 present a great variety of multicritical
points depending on the character of the isotropic interaction
and the biaxiality degree of the nematogens. To clarify this
idea, diagrams of multicritical points were constructed in the
U -T plane for some values of �, and these diagrams show the
different multicritical points that can be found in the phase
diagrams.

Although our calculations are of a mean-field nature, we
do not anticipate much qualitative difference between our
results and those which would be obtained from improved
approximations or from Monte Carlo simulations. Our basis
for this is twofold. First, there is a general agreement be-
tween our results for limiting cases and those from previous
work employing either improved off-lattice approximations
(see, e.g., Refs. [39] and [40]) or Monte Carlo simula-
tions (see, e.g., Refs. [12] and [33]). Second, mean-field
calculations for dilute lattice systems are especially sensi-
tive to effects related to percolation, as the infinite range of
mean-field interactions leads to a percolation threshold at an
infinitesimal particle concentration, in sharp contrast to the
finite percolation threshold of three-dimensional lattices with
nearest-neighbor interactions. Therefore, we expect predic-
tions of ordered phases at low concentration to be mean-field
artifacts. However, except for very strong repulsive isotropic
interactions, our calculations do not lead to such predictions.
Monte Carlo simulations focusing on both these exceptional
cases as well as on the predicted multicritical points would be
most welcome.

It would be also interesting to extend the present work
to deal with the limit in which the orientational interactions
are described by the potential in Eq. (1) with ζ = 0 and
λ �= 0. This would allow comparison with the results ob-
tained by Skutnik et al. [53] for a three-dimensional model
with short-range interactions via constant-pressure Monte
Carlo simulations. Such a comparison would point to possible
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multicritical phenomena which could be further investigated
via simulations.

Finally, we point out that our model could in principle be
used to fit experimental data from lyotropic systems, provid-
ing estimates of coupling energies and biaxiality parameters,
if we allow for variation of the parameter � with both temper-
ature and concentration of components in a lyotropic mixture.
Models for this variation should be informed by calculations

similar to those provided by Amaral et al. for the change in
micelle form induced by cosurfactant addition [54].
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APPENDIX A: MEAN-FIELD CALCULATIONS FOR LGMSZ MODEL

The mean-field version of the LGMSZ model is obtained by assuming a fully connected lattice Hamiltonian

Hmf = − A

2N

∑
i, j

γiγ j�i:� j + U

2N

∑
i, j

γiγ j, (A1)

where the sums now run over all lattice sites. The grand partition function is

� =
∑
{γi}

∑
{�i}

exp

(
βA

2N

∑
i, j

γiγ j�i:� j − βU

2N

∑
i, j

γiγ j + βμ
∑

i

γi

)
. (A2)

In order to obtain an integral representation of the grand partition function in the mean-field limit, we introduce the concentration
of nematogens as

φ = 1

N

N∑
i=1

γi, (A3)

and use the integral representation of the Dirac δ function,

δ

(
Nφ −

N∑
i=1

γi

)
= 1

2π i

∫ +i∞

−i∞
exp

[
−φ̂

(
Nφ −

N∑
i=1

γi

)]
dφ̂, (A4)

where i = √−1 represents the imaginary unit. We also have the Gaussian identity

exp

(
βA

2N

∑
i, j

γiγ j�i:� j

)
∝

∫
exp

(
−βAN

2
‖Q‖2 + βA

∑
i

γiQ:�i

)
d[Q], (A5)

where the constant of proportionality is irrelevant, and ‖ · ‖ is
the Frobenius norm. Using the identities in Eqs. (A4) and (A5)
and performing the partial trace over the occupation variables

{γi}, we can write the grand partition function in the form

� ∝
∫

I(Q, φ)e−Nβ�(Q,φ) dφ d[Q], (A6)
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where

�(Q, φ) = A

2
‖Q‖2 + U

2
φ2 − μφ, (A7)

I(Q, φ) = N

2π i

∫ +i∞

−i∞
eN f (Q,φ,φ̂) dφ̂, (A8)

and

f (Q, φ, φ̂) = −φ̂φ + ln

(
6 + eφ̂

∑
�

eβAQ:�

)
. (A9)

In the thermodynamic limit N � 1, we expect the integral
in Eq. (A8) to be dominated by the highest stationary point
of f (Q, φ, φ̂) with respect to φ̂. As for a complex function
the only stationary points are saddle points, the integral is
therefore dominated by the highest saddle point. The saddle
point, φ̂o, can be determined by the condition f ′(Q, φ, φ̂o) =
0, where the derivative is taken with respect to φ̂. Then

φ̂o = ln

(
6φ

1 − φ

)
+ ln

(∑
�

eβAQ:�

)
, (A10)

where φ̂o ∈ R, because 0 < φ < 1. In a neighborhood of φ̂o

we can write

f (Q, φ, φ̂) ≈ f (Q, φ, φ̂o) + 1
2 f ′′(Q, φ, φ̂o)(φ̂ − φ̂o)2,

(A11)

so that the integral I(Q, φ) takes the form

I(Q, φ) ≈ N

2π i
eN f (Q,φ,φ̂o)

×
∫ +i∞

−i∞
exp

[N

2
f ′′(Q, φ, φ̂o)(φ̂ − φ̂o)2

]
dφ̂.

(A12)

The integral in Eq. (A12) can be solved by the method of
steepest descents. For φ ≈ φ̂o, we write

φ̂ − φ̂o = ρeiϕ, (A13)

in which ϕ is the angle according to which the integration con-
tour passes through the saddle point φ̂o so that, in the complex
plane defined by φ̂, f ′′(Q, φ, φ̂o) is a real number. Taking into
account that in this particular problem f ′′(Q, φ, φ̂o) = φ(1 −
φ), implying ϕ = π/2 (see Ref. [55], p. 491), we obtain

I(Q, φ) ≈
√

N

2π

eN f (Q,φ,φ̂o)

√
φ(1 − φ)

. (A14)

Finally we get an integral representation of the grand par-
tition function,

� ∝
∫

R(φ)e−Nβψ (φ,Q) dφ d[Q], (A15)

where

ψ (φ, Q) = A

2
‖Q‖2 + U

2
φ2 − μφ − f (Q, φ, φ̂o)

β
, (A16)

with

f (Q, φ, φ̂o) = −φ ln φ − (1 − φ) ln

(
1 − φ

6

)

+ φ ln

[∑
�

exp (βAQ:�)

]
. (A17)

The symmetric traceless tensor Q can be parameterized by
the scalar quantities S and η as

Q = 1

2

⎛
⎜⎜⎝

−S − η 0 0

0 −S + η 0

0 0 2S

⎞
⎟⎟⎠. (A18)

In terms of these parameters, the isotropic phase is character-
ized by S = η = 0, the uniaxial phase by S �= 0 and η = 0
(or η = ±3S), and the biaxial phase by η �= 0. Using this
parametrization in Eq. (A16), we obtain the free-energy func-
tional ψ (S, η, φ) in Eq. (8).

APPENDIX B: LOW-TEMPERATURE ANALYSIS

Let us consider a diluted liquid crystal whose constituent
units interact via the Hamiltonian of the LGMSZ model,
which was presented in Sec. II. Investigating the low-
temperature limit T → 0 amounts to comparing the internal
energy of the different phases, as minimizing this quantity for
a given choice of the Hamiltonian parameters determines the
stable phase. We must also consider the possibility that the
internal energy is minimized under phase coexistence.

In the isotropic phase, the energy is minimized by having
�i:� j = 0 for any pair of particles (i, j), so the internal en-
ergy as a function of φ is given by

EI(φ) = UN

2
φ2. (B1)

On the other hand, for T → 0, �i:� j = (1 + �2)/2 in the
fully occupied nematic phase (biaxial if 0 < � < 3 or uniax-
ial if � = 0 or � = 3) for any pair (i, j). The internal energy
of the nematic phase is

EN(φ) = −AN

4
(3 + �2)φ2 + UN

2
φ2. (B2)

As for the coexistence between an isotropic phase with φ = 0
and a nematic phase with φ �= 0, the lever rule gives an inter-
nal energy

EI-N = (1 − φ)EI(0) + φEN(1) = φEN(1). (B3)

The sign of the energy difference EI-N − EN = φ(1 −
φ)EN(1) determines the stability of the nematic phase to-
wards phase coexistence as T → 0. Just when EN(1) = 0 the
nematic phase becomes metastable with respect to isotropic-
nematic coexistence. This corresponds to

EN(1) = 0 ⇒ U = A

2
(3 + �2). (B4)

Therefore, if U/A > (3 + �2)/2 the nematic phase is sta-
ble, otherwise there appears an isotropic-nematic coexistence
region.
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[25] Daniel D Rodrigues, André P Vieira, and Silvio R Salinas. Magnetic field and dilution
effects on the phase diagrams of simple statistical models for nematic biaxial systems.
Crystals, 10(8):632, 2020.



109 Bibliography

[26] Hao Qi and Torsten Hegmann. Formation of periodic stripe patterns in nematic liquid
crystals doped with functionalized gold nanoparticles. Journal of Materials Chemistry,
16(43):4197–4205, 2006.

[27] Yukihide Shiraishi, Naoki Toshima, Kenji Maeda, Hiroaki Yoshikawa, Jun Xu, and Shun-
suke Kobayashi. Frequency modulation response of a liquid-crystal electro-optic device
doped with nanoparticles. Applied Physics Letters, 81(15):2845–2847, 2002.

[28] Shunsuke Kobayashi and Naoki Toshima. Nanoparticles and lcds: it’s a surprising world.
Information Display, 23(9):26, 2007.

[29] S Kaur, SP Singh, AM Biradar, Amit Choudhary, and K Sreenivas. Enhanced electro-
optical properties in gold nanoparticles doped ferroelectric liquid crystals. Applied physics

letters, 91(2):023120, 2007.

[30] A Kumar, J Prakash, DS Mehta, AM Biradar, and W Haase. Enhanced photolumines-
cence in gold nanoparticles doped ferroelectric liquid crystals. Applied Physics Letters,
95(2):023117, 2009.

[31] Hao Qi, Brandy Kinkead, and Torsten Hegmann. Effects of functionalized metal and
semiconductor nanoparticles in nematic liquid crystal phases. In Emerging Liquid Crystal

Technologies III, volume 6911, pages 38–48. SPIE, 2008.

[32] Lena M Lopatina and Jonathan V Selinger. Theory of ferroelectric nanoparticles in ne-
matic liquid crystals. Physical review letters, 102(19):197802, 2009.

[33] Lena M Lopatina and Jonathan V Selinger. Maier-saupe-type theory of ferroelectric
nanoparticles in nematic liquid crystals. Physical Review E, 84(4):041703, 2011.

[34] Maxim V Gorkunov and Mikhail A Osipov. Mean-field theory of a nematic liquid crystal
doped with anisotropic nanoparticles. Soft Matter, 7(9):4348–4356, 2011.

[35] Akihiko Matsuyama and Ryota Hirashima. Phase separations in liquid crystal-colloid
mixtures. The Journal of chemical physics, 128(4):044907, 2008.

[36] AN Zakhlevnykh, MS Lubnin, and DA Petrov. On a simple molecular–statistical model
of a liquid-crystal suspension of anisometric particles. Journal of Experimental and The-

oretical Physics, 123:908–917, 2016.

[37] Silvia Orlandi, Erika Benini, Isabella Miglioli, Dean R Evans, Victor Reshetnyak, and
Claudio Zannoni. Doping liquid crystals with nanoparticles. a computer simulation of the
effects of nanoparticle shape. Physical Chemistry Chemical Physics, 18(4):2428–2441,
2016.



Bibliography 110

[38] Grigoriy Kimaev. Coarse-grained molecular Monte Carlo simulations of liquid crystal-
nanoparticle mixtures. Master’s thesis, University of Waterloo, 2015.

[39] Grzegorz Pawlik, Antoni C Mitus, and Andrzej Miniewicz. Modelling of enhanced pho-
toinduced reorientation of nematic liquid crystal molecules in twisted geometry: Monte
carlo approach. Molecular Crystals and Liquid Crystals, 554(1):56–64, 2012.

[40] MSS Pereira, AA Canabarro, IN De Oliveira, ML Lyra, and LV Mirantsev. A molecular
dynamics study of ferroelectric nanoparticles immersed in a nematic liquid crystal. The

European Physical Journal E, 31:81–87, 2010.

[41] Robert Zwanzig. First-order phase transition in a gas of long thin rods. The Journal of

Chemical Physics, 39(7):1714–1721, 1963.

[42] Roger A Horn, and Charles R Johnson. Topics in matrix analysis. Cambridge University
Press, 1994.

[43] MJ De Oliveira and AM Figueiredo Neto. Reentrant isotropic-nematic transition in ly-
otropic liquid crystals. Physical Review A, 34(4):3481, 1986.

[44] N David Mermin and Herbert Wagner. Absence of ferromagnetism or antiferromag-
netism in one or two-dimensional isotropic Heisenberg models. Physical Review Letters,
17(22):1133, 1966.

[45] Egbert F Gramsbergen, Lech Longa, and Wim H de Jeu. Landau theory of the nematic-
isotropic phase transition. Physics Reports, 135(4):195–257, 1986.

[46] N Boccara, R Mejdani, and L De Seze. Solvable model exhibiting a first-order phase
transition. Journal de Physique, 38(2):149–151, 1977.

[47] Joseph P Straley. Ordered phases of a liquid of biaxial particles. Physical Review A,
10(5):1881, 1974.
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