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#### Abstract

In the present master's thesis we study logical contextuality and inequality-free proofs of quantum contextuality and nonlocality. The former concept can be understood as the possibilistic version of contextuality, while the latter refers to proofs of quantum probabilistic non-classicalities that are not based on violation of any noncontextuality (or Bell) inequality. The present work aims to build a bridge between these two concepts through what we call possibilistic paradoxes, which are sets of possibilistic conditions whose occurrence implies contextuality. As our main result, we demonstrate the existence of possibilistic paradoxes whose occurrence is a necessary and sufficient condition for logical contextuality in a very important class of scenarios. We discuss some consequences arising from the completeness of such possibilistic paradoxes. Finally, we review some inequality-free proofs under the light of the developed formalism.


Keywords: Contextuality; Bell Nonlocality; Logical Contextuality; Inequality-free proofs; Hardy-like proofs.

## Resumo

Na presente dissertação de mestrado estudamos contextualidade lógica e provas livres de desigualdades. O primeiro conceito pode ser entendido como uma versão possibilistica da noção de contextualidade, enquanto o segundo refere-se a provas de não-classicalidades probabilisticas em mecânica quântica que não envolvem a violação de alguma desigualdade de não-contextualidade (ou desigualdade de Bell). O presente trabalho conecta estes dois conceitos através do que chamamos de paradoxos possibilísticos, que são conjuntos de condições possibilísticas cuja ocorrência implica contextualidade. Como principal resultado, demonstramos a existência de paradoxos possibilísticos cuja ocorrência é uma condição necessária e suficiente para contextualidade lógica em uma classe importante de cenários. Discutimos algumas consequências advindas da completude de tais paradoxos. Por fim, revisamos algumas provas livres de desigualdades sob o ponto de vista do formalismo desenvolvido.

Palavras-Chave: Contextualidade; Não-Localidade de Bell; Contextualidade Lógica; Provas Livres de Desigualdades; Hardy-like Provas.

## Notations and Abbreviations

- NC: Noncontextuality;
- NCI: Noncontextuality inequatity;
- $[n] \equiv\{m \in \mathbb{N}: m \leq n\} ;$
- $0 \notin \mathbb{N}$
- $\mathbb{R}^{+} \equiv\{x \in \mathbb{R}: x \geq 0\} ;$
- $\operatorname{Prob}\left(O^{C}\right):=\left\{p: O^{C} \rightarrow \mathbb{R}^{+}: \sum_{s \in O^{C}} p(s)=1\right\} ;$
- If $C$ and $O$ are nonempty sets, $O^{C}$ denotes the set of functions from $C$ to $O$;
- If $p: C \rightarrow O$, and $U \subseteq C,\left.s\right|_{U}$ denotes the restriction of $s$ onto $U$, i.e. $\left.s\right|_{U}: U \rightarrow O$ such that $\left.s\right|_{U}(u)=s(u)$ for all $u \in U$;
- If $p$ is a probability distribution over some $O^{C}, \bar{p}$ denotes the possibilistic collapse of $p$ [Def. 13];
- LC: Logical contextuality;
- SC: Strong contextuality;
- PP: Possibilistic paradox;
- OM: Ontological models.
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## Introduction

Quantum theory is perhaps the most successful scientific theory of today. Part of this success is due to its clear mathematical foundation and the agreement of its predictions with experimental results. As examples of this incredible predictive power, we may cite the seminal von-Klitzing's contributions to the study of quantized Hall effects [1, 2], which allowed the determination of the fine structure constant $\alpha$ with the extraordinary precision of 0.15 parts per billion [3]. Furthermore, a large fraction of the technological development from the second half of the twentieth century onwards is due to the systematic study of quantum nature of matter and light, ranging from basic science, e.g. the use of optomechanical oscillators in the LIGO/Virgo collaboration for the first experimental observation of gravitational waves from a binary black hole merger [4], to electronic devices used in our daily life today and possibly in the future, e.g. quantum computers [5].

In contrast to its successful predictions and applications, the quantum mechanical description of physical reality is still not fully understood. In fact, despite having been developed for nearly a century, several aspects of the theory still remain a mystery today. Quantum foundations is the discipline of science whose goal is to understand the quantum description of nature. In particular, it seeks to shed light on the most counter-intuitive aspects of the theory, demonstrating where and how such a description really deviates from what could be called classical. The term "classical" usually refers to concepts that are present in non-quantum physical theories and are on the ground of our daily intuition.

In the present master thesis the concept we are interested in is probability. This interest can be justified by the fact that, pragmatically speaking, quantum theory is a probabilistic theory, in the sense that it "only" provides a set of rules for the computation of statistical properties of observable quantities in different experimental situations. Its mathematical formalism provides very clear ways of calculating such properties. However, the "nature" of quantum probabilities is quite different from our daily intuition about probabilistic descriptions. In particular, in some specific situations, it is quite difficult to explain the obtained quantum results in terms of any model in which measurements are understood as interventions that reveal pre-existing system properties. At the core of these differences are the concepts of contextuality and nonlocality.

Quantum nonlocality is an often abbreviation to the statement that quantum probabilistic predictions are incompatible with any model jointly satisfying the properties of realism, locality, and free will. The occurrence of this intrinsically non-classical property was first noted by John Stewart Bell, in a seminal paper published more than fifty years ago [6]. In his paper, Bell aimed to shed light in a paradox proposed by A. Einstein, B. Podolsky, and N. Rosen (EPR), whose authors' conclusions were that quantum mechanical description of physical reality could not be considered complete [7]. Bell, on the other hand, showed in his aforementioned paper that any completion for quantum mechanics must be nonlocal. In other words, Bell's conclusion was that
local observables of multipartite quantum systems cannot have predefined values independently of which (or whether) interventions are made in different spatially separated parts.

In a sense, Bell's fundamental idea was to transform abstract or even philosophical arguments into a mathematical theorem. In particular, Bell demonstrated the existence of an inequality (known as Bell inequality) obeyed by every local realistic theory (up to free will) but violated by quantum predictions. In this direction, an important step in quantum nonlocality was taken by Clauser-Horne-Shinomy-Holt (CHSH), who proposed another inequality (known as CHSH inequality) with enormous importance from both theoretical and experimental point of view [8]. In particular, the pioneering experimental verification of quantum nonlocality in the Aspect et al. works are based on violations of such an inequality [9-11].

Quantum contextuality generalizes the notion of quantum nonlocality removing the need of space-like separations to exclude the possibility of completions for quantum theory by any model in a wide class of possible ones. More precisely, such a non-classical property refers to the impossibility of reproducing quantum mechanical predictions by models in which measurement outcomes revel pre-existing system properties whose values are independent of the measurement context, i.e. independent of which (or whether) other compatible measurements are jointly performed. The occurrence of this type of non-classicality in quantum theory was first noted by Bell [12] and Kochen-Specker [13]. The notion of contextuality as "generalized nonlocality", however, was established only after the contribution of Klyachko-Can-Binicioglu-Shumovsky (KCBS) [14], where a CHSH-like demonstration of quantum contextuality was proposed.

Nowadays, both contextuality and nonlocality are understood in a unified way from a more operational point of view, where both concepts emerge as non-classical properties that can appear in quantum statistics. Such a point of view became popular from the so-called "black-box paradigm" for nonlocality [15, 16], the sheaf-theoretical approach by Abramsky-Brandenburger [17], and the graph-theoretical approach by Cabello-Severini-Winter [18, 19]. Therefore, throughout this master's thesis we will understand contextuality (and nonlocality as a particular case) as a non-classical property of probabilistic data tables. Other possible notions, such as Spekkens' generalized notion [20] or Contextuality-by-Default (CbD) [21], will be not considered in the present work.

The assumption of noncontextuality (NC) imposes strong constraints on the possible empirically observed probabilities. A powerful way to express such restrictions is through linear inequalities that are obeyed whenever a description in terms of NC models is possible. Such inequalities generalizes the notion of Bell inequalities for nonlocality, and they are usually called noncontextuality inequalities (NCI). Currently, the best known instances of NCIs are the aforementioned CHSH and KCBS. Furthermore, any set of NCIs that defines an H-representation for the NC polytope provides also necessary and sufficient conditions for contextuality [Sec. 1.3].

A different and more intuitive approach to obtain contradictions between quantum predictions and NC models is by using the possibilistic information of quantum probabilistic data. In other words, only the information of which results are possible/impossible can be sufficient to demonstrate its contextual character. Such an approach gave rise to so-called "inequalityfree proofs", pioneered by Heywood and Redhead [22]; Greenberger, Horne, Shimony, and Zeilinger [23,24]; and Hardy [25,26]. We highlight the latter, which stands out for its simplicity and generality, being considered the simplest or the best proof of quantum nonlocality [27]. Hardy's main ideas were to demonstrate how a small set of possibilistic conditions implies nonlocality, and then explicit show how such conditions can be realized within a quantum mechanical system.

Several generalizations and developments of Hardy's ideas have been proposed in the last decades [28-32]. In particular, we highlight the contribution due to Cabello et al. [33]. In that paper, the authors proposed a "Hardy-like proof" to quantum contextuality in a scenario without space-like separation, namely the KCBS scenario [14]. In addition to theoretical developments, inequality-free proofs of quantum contextuality and nonlocality have been subject to several experimental verification [34-38].

Another central concept in this work is that of logical contextuality (LC). This concept arises naturally in the formalism of Abramsky-Brandenburger [17]. In this formalism the authors, based on a generalization of Fine's theorem [39] and in some insights provided by sheaf theory, stated contextuality as a phenomenon that arise whenever local consistence does not imply global consistent in a set of distributions (that is, normalized functions from a nonempty set to a commutative semiring). The usual notion of contextuality is recovered when sets of probability distributions are considered. If instead sets of possibility distributions are considered (i.e. when the semiring is the Booleans), we deal with the concept of logical contextuality. The importance of this concept is that it provides a very systematic and general way of defining (non)contextuality from the possibilistic structure of probabilistic data.

Both inequality-free proofs and LC are related with violations on logical constrains imposed by the assumption of NC. The connection between these two concepts, on the other hand, it is not yet so clear. In an inequality-free proof we have a set of possibilistic conditions that implies contextuality. Here, we call any of these sets of conditions a possibilistic paradox (PP). It is clear that the occurrence of some PP implies LC, suggesting that these are the possibilistic analogue of NCI. To make this analogy more accurate and for a better understanding of LC, however, some questions still need to be addressed. The main one is the following: what are (if any) set(s) of $\mathrm{PP}(\mathrm{s})$ whose occurrence is a necessary and sufficient condition for LC? A partial answer to this question was proposed by Mansfield and Fritz [40] for some bipartite Bell scenarios from a generalization of the PP proposed in the Hardy's proof [26].

The main goal of this master's thesis is to present the results published in Ref. [41], where the author together with his advisor proposed a generalization of the results of Ref. [40]. In summary, it was demonstrated that the occurrence of a specific set of PPs is a necessary and sufficient condition for LC in an important class of scenarios, namely the scenarios whose contexts have at most two dichotomic measurements (called here simple scenarios). In addition, we discuss some interesting consequences arising from the completeness of the proposed sets of PPs. The PPs we propose have a very clear and friendly form, and they are defined as $n$ cycle generalizations of those present in the Hardy [25,26] and Cabello et al. [33] inequality-free proofs. As a consequence of this result, we conclude that the only strongly contextual behaviours for the $n$-cycle scenarios are analogous to the Popescu-Rohrlich boxes. Moreover, with a minor modification of the proposed PPs, its completeness still holds for the $n$-cycle scenarios with non-dichotomic measurements. Finally, we discuss some inequality-free proofs of quantum contextuality and nonlocality under the light of the presented formalism.

In addition to presenting the aforementioned results, in this master's thesis we review the main definitions and results on contextuality and nonlocality, under the probabilistic and possibilistic approaches in two respective chapters, in order to understand their similarities and differences. We finish this work with some final remarks, where a summary of conclusions and possible continuations in future contributions is presented.

## Chapter 1

## Probabilistic Contextuality and Nonlocality

This chapter aims to provide a bird eye review on contextuality and nonlocality. Our presentation emphasizes the mathematical foundation of such concepts, rather than philosophical and/or historical discussions. Furthermore, in our discussion the statistical data are themselves the object of study. From this point of view, it is possible to treat contextuality and nonlocality in a unified way, where the latter is a particular form of the former. The main idea is that both concepts are related to the impossibility of consistent global descriptions of probabilistic data.

### 1.1. Contextuality: Compatibility Hypergraph Approach

Suppose an experimenter in a laboratory with a finite set of measurements to be performed in a hypothetical physical system. Every available measurement can be labeled by an element in a finite set $X$, and, when it is performed, a macroscopic effect is observed. Consider that there are only a finite number of macroscopically distinguishable outcomes, in such a way that we can label them by elements in a finite set $O$. Moreover, some sets of measurements can be jointly performed (called compatible sets), while others cannot (called incompatible sets). The information of which measurements are available, its possible outcomes, and which compatible sets we can jointly perform define a compatibility scenario and its associated compatibility hypergraph.

Definition 1. A compatibility scenario (or just a scenario) is defined by triple ( $X, \mathcal{C}, O$ ), where $X$ and $O$ are finite sets, and $\mathcal{C}$ is a family of subsets of $X$ such that $\cup \mathcal{C}=X$, and $C \subseteq C^{\prime}$ implies $C=C^{\prime}$ whenever $C, C^{\prime} \in \mathcal{C}$. The compatibility hypergraph of a scenario is the hypergraph whose set of vertices is $X$ and the set of hyperedges is $\mathcal{C}$.

Given a compatibility scenario $(X, \mathcal{C}, O)$, each element of $\mathcal{C}$ defines a maximal set of compatible measurements, called a context. The family $\mathcal{C}$ is usually called the compatibility cover of the scenario. Joint outcomes for the measurements in a context $C$ can be represented by functions from $C$ to $O$, and the set of these functions is denoted by $O^{C}$. Since $O^{C} \simeq O^{|C|}$, joint outcomes can also be represented by strings with $|C|$ elements, one for each element of $C$. In what follows, it will be useful to keep both representations in mind.

Given a joint outcome $s \in O^{C}$, if we want to refer to a specific information concerning a subset of measurements $U \subseteq C$, then we just need to restrict the function $s$ to the subset $U$. Following the notation adopted in Ref. [17], we denote this restriction by $\left.s\right|_{U}$. Intuitively, this operation transforms the string $(s(m): m \in C)$ into $(s(m): m \in U)$.

(2, 2, $\ell$ )

$(2,3, \ell)$

Figure 1.1: Compatibility graph for Bell scenarios $(2, k, \ell)$ [Example 1].


Figure 1.2: Compatibility graph for $n$-cycle scenarios [Example 2].

Remark. In what follows, if ( $X, \mathcal{C}, O$ ) is a compatibility scenario and $\Omega \subseteq X$ is non-empty, $O^{\Omega}$ will always denote the set of functions from $\Omega$ to $O$.

Example 1 (Bell scenarios). A Bell scenario is defined by a pair ( $\mathfrak{B}_{n, k},\{0, \ldots, \ell-1\}$ ), where $\mathfrak{B}_{n, k}$ denotes the $n$-partite hypergraph, where each part has $k$ vertices, and the hyperedges are constructed taking one, and only one, vertex of each part, and $\ell$ is the number of possible outcomes for each measurement. We simply refer to a Bell scenario by a triple ( $n, k, \ell$ ).

In a Bell scenario, the parts of $\mathfrak{B}_{n, k}$ are associated to different spatially separated parts. One may think, for instance, that each of these parts is a different laboratory with an experimenter (Alice, Bob, Charlie, ...) performing measurements in his/her part of a multipartite physical system.

Example 2 ( $n$-cycle scenarios). The $n$-cycle scenario is defined by a pair $\left(\mathfrak{C}_{n},\{0,1\}\right.$ ), where $\mathfrak{C}_{n}$ denotes the cyclic graph with $n$ vertices.

The $n$-cycle scenarios will have a very important role in our discussion. One of the reasons is that the scenarios corresponding to $n=4$ and $n=5$ have an almost paradigmatic role in foundations and quantum information theory. These scenarios are also known as CHSH ( $n=4$ ) and KCBS ( $n=5$ ), due to the seminal works of Clauser-Horne-Shimony-Holt [8] and Klyachko-Can-Binicioglu-Shumovsky [14], respectively. It is interesting to notice that $\mathfrak{B}_{2,2} \simeq \mathfrak{C}_{4}$, meaning that the CHSH scenario can be interpreted as a bipartite Bell scenario.

A compatibility scenario is said to be simple if its contexts have at most two measurements, $e . g$. bipartite Bell scenarios ( $2, k, \ell$ ) and $n$-cycle. In this case, the associated compatibility hypergraph is just a graph (see Fig. 1.1 and Fig. 1.2). If the compatibility hypergraph of a scenario has no cycles as induced subgraphs we then say that the scenario is acyclic.

A measurement event refers to the choice of some compatible set to be performed followed by the observation of some joint outcome. This situation may be illustrated by a laboratory where a source prepares the system in some way, and then the experimenter provides an input of compatible measurements obtaining a joint outcome as output. For instance, in the bipartite


Figure 1.3: Pictorial visualization of a measurement event for the bipartite Bell scenario (2,2,2) (a) and KCBS (b).

Bell scenarios one may think in pairs of particles, $A$ and $B$, created at a common source, and then sent to the laboratories of two experimentalists, Alice and Bob, respectively (see Figure 1.3 (a)). In a scenario without space-like separation, for instance the KCBS scenario, one may think in Alice preparing the system $S$ in some way while Bob performs joint measurements pressing buttons according to the compatibility relations of the scenario (see Figure 1.3 (b)).

A single measurement event in general does not provide sufficient information to compare experimental results with theoretical predictions. In fact, a measurement event provides one (and only one) joint outcome, while (in general) our theories predict probability distributions. The experimenter needs to repeat the same experimental procedure (preparation followed by measurements) a number of times in order to estimate probabilities by relative frequencies.

Given a compatibility scenario ( $X, \mathcal{C}, O$ ), we say that $p$ is a probability distribution for the context $C \in \mathcal{C}$ if it is a normalized function from the set of joint outcomes $O^{C}$ to the non-negative real numbers, that is, $p: O^{C} \rightarrow \mathbb{R}^{+}$such that

$$
\sum_{s \in O^{C}} p(s)=1 .
$$

We denote by $\operatorname{Prob}\left(O^{C}\right)$ the set of probability distributions for the context $C \in \mathcal{C}$. If $U \subseteq C$ is a subset of measurements of the context $C$, we then define the marginal probability distribution for $U$ given $p \in \operatorname{Prob}\left(O^{C}\right)$ as

$$
\left.p\right|_{U}(u):=\sum_{s \in O^{C}:\left.s\right|_{U}=u} p(s),
$$

for all $u \in O^{U}$. That is, the summation in the above equation is over the joint outcomes for the context $C$ compatible with a given information provided in the subset $U \subseteq C$ by $u \in O^{U}$.

The probabilistic information obtained from a physical system prepared in some way given a compatibility scenario defines what we call a behaviour.

Definition 2. A behaviour for a scenario $(X, \mathcal{C}, O)$ is defined by a collection of probability distributions over the set of joint outcomes, i.e. $\mathrm{B}=\left\{p_{C} \in \operatorname{Prob}\left(O^{C}\right): C \in \mathcal{C}\right\}$.

The above definition simply refers to sets of probability distributions that can be associated to a given scenario. Not all behaviours, however, are physically relevant. In particular, we have sufficiently strong reasons to consider only behaviours obeying a nondisturbance (ND) condition.

Definition 3. A behaviour $\mathrm{B}=\left\{p_{C} \in \operatorname{Prob}\left(O^{C}\right): C \in \mathcal{C}\right\}$ for a scenario $(X, \mathcal{C}, O)$ obeys the nondisturbance condition if marginal distributions agree on overlapping contexts, i.e.

$$
\begin{equation*}
\sum_{s \in O C} p_{C}(s)=\sum_{s^{\prime} \in O^{C}:\left.s^{\prime} s^{\prime}\right|_{C \cap C^{\prime}}=u} p_{C^{\prime}}\left(s^{\prime}\right) \tag{1.1}
\end{equation*}
$$

for all $C, C^{\prime} \in \mathcal{C}$ and $u \in O^{C \cap C^{\prime}}$.

For scenarios with space-like separation, ND has a very clear physical meaning. In fact, notice that the probability distributions of each part are marginal distributions of the probability distributions of the behaviour, and then ND implies that neither part is able to infer from its probabilistic data which measurements were chosen by the other ones. In other words, the probabilistic data of a ND behaviour cannot be used to send any message (or signal) between the parts. For this reason, in Bell scenarios ND is sometimes called non-signaling [42].

It is possible to extend this argument for scenarios without space-like separations. If we consider that each measurement can be performed in its own experimental apparatus, in such a way that compatibility is read as commutativity (such as occurs in quantum mechanical scenarios with projective measurements), the assumption of ND states that preparation procedures do not depend on which measurement context was (or will be) considered. This is quite reasonable, because experimenters prepare the system before making any measurement (cf. Ref. [43]). There are, however, several fine points about ND and its consequences that will not be discussed here.

The most important reason we consider only ND behaviours is that such a condition is satisfied by both classical and quantum probability theories. This fact will be proved in the following sections of the present chapter. In what follows, it is important to keep in mind that ND will always be assumed.

The set of ND behaviours (or simple the ND set) has a particularly important subset, the noncontextual (NC) one.

Definition 4. A behaviour $\mathrm{B}=\left\{p_{C} \in \operatorname{Prob}\left(O^{C}\right): C \in \mathcal{C}\right\}$ for a scenario $(X, \mathcal{C}, O)$ is noncontextual if there exists a probability distribution $p$ over $O^{X}$ such that

$$
\begin{equation*}
\left.p\right|_{C}(s):=\sum_{t \in O^{X}:\left.t\right|_{C=s}} p(t)=p_{C}(s), \tag{1.2}
\end{equation*}
$$

for all $C \in \mathcal{C}$ and $s \in O^{C}$.
It is easy to verify that NC behaviours are also ND. The converse, however, in general does not hold: there exist ND behaviours that are not NC [Example 3]. When it happens we say that the behaviour is contextual.

Definition 5. A ND behaviour B for a scenario $(X, \mathcal{C}, O)$ is contextual if there is no probability distribution over $O^{X}$ such that the condition (1.2) holds for all $C \in \mathcal{C}$ and $s \in O^{C}$.

Remark. When dealing with Bell scenarios (or their generalizations) contextuality is called nonlocality.

|  | $(0,0)$ | $(1,0)$ | $(0,1)$ | $(1,1)$ |
| :---: | :---: | :---: | :---: | :---: |
| $M_{1} M_{2}$ | $1 / 2$ | 0 | 0 | $1 / 2$ |
| $M_{2} M_{3}$ | $1 / 2$ | 0 | 0 | $1 / 2$ |
| $M_{3} M_{1}$ | 0 | $1 / 2$ | $1 / 2$ | 0 |

Table 1.1: A nondisturbing behaviour that is not noncontextual [Example 3]. Each entry of the table is the probability for the joint outcome $(a, b)$ given a context $\left\{M_{\mu}, M_{\nu}\right\}$.

Example 3 (Specker's Triangle [44,45]). Consider the 3-cycle scenario and the distributions represented in table 1.1. It is easy to verify that this behaviour is ND. However, if one suppose the existence of a probability distribution $p$ reproducing this behaviour by marginals, the zero entries of the table would imply that $p$ is the zero function, which is a contradiction. So, this is an example of contextual behaviour.

Def. 5 states contextuality as a phenomenon that arise when local consistency does not imply global consistency in a set of probability distributions. Local consistency is provided by ND condition, since it prevents ambiguities when dealing with overlapping contexts. Global consistency, on the other hand, refers to the existence of a unified probabilistic description in the sense of Def. 4. This interpretation has a very strong topological flavor, which is reinforced by the following result.

Theorem 1 (Vorob'ev, 1963). All nondisturbing behaviours for an acyclic scenario are also noncontextual.

Proof. In an acyclic scenario $(X, \mathcal{C}, O)$, it is always possible to define an enumeration for $\mathcal{C}$, $\mathcal{C}=\left\{C_{1}, \ldots, C_{|\mathcal{C}|}\right\}$, for which, for all $i \in[|\mathcal{C}|]$ there is $j \in[|\mathcal{C}|], j<i$, such that $C_{i} \cap\left(C_{1} \cup\right.$ $\left.\cdots \cup C_{i-1}\right)=C_{i} \cup C_{j}$. Let $|\mathcal{C}|=n$. For $n=1$, any behaviour is clearly NC. We then proceed by induction on $n$. So, we assume that for a scenario in which $|\mathcal{C}|<n$, ND implies NC. Let $(X, \mathcal{C}, O)$ be a scenario with $\mathcal{C}=\left\{C_{1}, \ldots, C_{n}\right\}$. From the induction hypotheses, for all ND behaviour $\left\{p_{i} \in \operatorname{Prob}\left(O^{C_{i}}\right): i \in[n]\right\}$, there exists $p \in \operatorname{Prob}\left(O^{C_{1} \cup \cdots \cup C_{n-1}}\right)$ such that $\left.p\right|_{C_{i}}=p_{i}$, for all $i \in[n-1]$. Let $\tilde{p}: O^{X} \rightarrow \mathbb{R}^{+}$

$$
\tilde{p}(t)=\frac{p\left(\left.t\right|_{C_{1} \cup \cdots \cup C_{n-1}}\right) p_{n}\left(\left.t\right|_{C_{n}}\right)}{p_{n} \mid C_{C_{n} \cap C_{j}}\left(\left.t\right|_{C_{n} \cap C_{j}}\right)},
$$

if $p_{n} \mid C_{C_{n} \cap C_{j}}\left(\left.t\right|_{C_{n} \cap C_{j}}\right)>0$, and $\tilde{p}(t)=0$ otherwise, where $j \in[n-1]$ such that $C_{n} \cap C_{j}=C_{n} \cap\left(C_{1} \cup\right.$ $\left.\cdots \cup C_{n-1}\right)$. It is easy to verify that $\tilde{p}$ is actually a probability distribution over $O^{X}$. Moreover, $\left.\tilde{p}\right|_{C_{1} \cup \ldots \cup C_{n-1}}=p$ and $\left.\tilde{p}\right|_{C_{n}}=p_{n}$. In other words, $\tilde{p}$ reproduces $\left\{p_{i} \in \operatorname{Prob}\left(O^{C_{i}}\right): i \in[n]\right\}$ by marginals, and then it is a NC behaviour ${ }^{1}$.

According to Ref. [46], the theorem above was first stated without a proof by N. Vorob'ev in Ref. [48], and subsequently explicitly proven by N. N. Vorob'yev in Ref. [49]. In some sense it states that the $n$-cycle scenarios are the simplest ones to exhibit contextuality. This result and the interpretation of contextuality as the impossibility of consistent global descriptions suggest a topological meaning for it. Indeed, in Ref. [50], the author puts forward an entirely topological approach, based on the concept of probability fibre bundle, from which these mentioned results

[^0](among other ones) can be derived. Moreover, in Ref. [51] the authors investigated how to use cohomological obstructions as witnesses of contextuality.

We then conclude in this section that contextuality has a very clear mathematical foundation. The physical meaning of Def. 5, on the other hand, is yet not so clear. In the next section we aim to understand the counterintuitive aspects of this concept, which is related with a proper notion of (non-)classicality.

### 1.2. Classical Models and Noncontextuality

Herein we aim to construct the notion of classicality considered in this work, and understanding its connection with (non-)contextuality. For that, we will consider a broad-class of models, which we call ontological models, whose goal is to reproduce the statistics of a given behaviour. As Bell first noted in his seminal paper [6], classicality can be understood as a restriction on this class of models.

The experimental procedures we consider always consist of preparation followed by one or more measurements. We assume that two identical physical systems prepared in the same way always exhibit the same statistics for every measurement context. So, we may say that the preparation of a physical system attaches to it a state, which we call an ontic state. The measurement devices, in turn, act on the system in a certain ontic state returning a joint outcome.

The preparation of a physical system means to prepare it in some ontic state. However, the procedure may not be deterministic, i.e. it may only fix the probabilities that the system be in different ontic states. Thus, we assume that each preparation procedure is associated to a probability measure on the space of ontic states, which we suppose to be a measurable space. Measurement procedures, in turn, are associated to functions that define how the model assigns values to the observable quantities. These two ingredients define an ontological model (OM).

Definition 6. Given a scenario $(X, \mathcal{C}, O)$, an ontological model for a behaviour $\mathrm{B}=\left\{p_{C} \in\right.$ $\left.\operatorname{Prob}\left(O^{C}\right): C \in \mathcal{C}\right\}$ is defined by a probability space $(\Omega, \Sigma, \mu)$ and a collection of measurable functions $\xi_{C}: O^{C} \times \Omega \rightarrow \mathbb{R}^{+}$, one for each $C \in \mathcal{C}$, such that

$$
\begin{equation*}
\sum_{s \in O^{C}} \xi_{C}(s, \lambda)=1 \tag{1.3}
\end{equation*}
$$

for all $\lambda \in \Omega$, and

$$
\begin{equation*}
p_{C}(s)=\int_{\Omega} \xi_{C}(s,-) \mathrm{d} \mu \tag{1.4}
\end{equation*}
$$

for all $C \in \mathcal{C}$ and $s \in O^{C}$.
It is straightforward to verify that every behaviour can be realized by some OM. In more general frameworks ( $c f$. Refs. [20,52]) OM are defined by assignment rules in preparations, transformations, and measurements procedures. In Def. 6, in turn, all information about preparation and possible transformation in the system is encoded in the probability space. Thus, the properties of those OM are defined by the properties of the functions $\xi_{C}$. These functions tell how the model assigns values to the observable quantities associated to measurements in the context $C$. Moreover, from Eq. (1.3), $\xi_{C}(s, \lambda)$ can be understood as the probability of the joint outcome $s \in O^{C}$ be produced given the ontic state $\lambda$.

In some cases, the same observable can be measured in different contexts. In these cases, it seems quite reasonable to assume that the assignment of value to the observable is independent of the choice of which others will be measured together. In other words, we assume that the process for which the measurement apparatus assigns a value to an observable depends only on the prepared ontic state and not on the chosen measurement context. An ontological model with this property is said to be noncontextual (NC). More precisely, we say that an ontological model for a given behaviour for a scenario $(X, \mathcal{C}, O)$ is NC if the functions $\xi_{C}$ are factorizable, i.e. there exists a family of measurable functions $\xi_{m}: O \times \Omega \rightarrow \mathbb{R}^{+}$, one for each $m \in X$, such that

$$
\begin{equation*}
\sum_{o \in O} \xi_{m}(o, \lambda)=1 \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi_{C}(s, \lambda)=\prod_{m \in C} \xi_{m}(s(m), \lambda), \tag{1.6}
\end{equation*}
$$

for all $\lambda \in \Omega, C \in \mathcal{C}$, and $s \in O^{C}$.
Another property that may be required for ontological models is outcome determinism (also called realism). This assumption states that properties of physical systems are completely defined by preparations, and measurement procedures just revel their values to the experimenter. If we assume outcome determinism, it seems quite reasonable to require NC as well. In fact, since the values of the observables are fixed in the preparation, it is quite reasonable to assume that this procedure is independent of the choice of which contexts will be considered. Otherwise, one may ask: how does the preparation device (or the physical system) knows which context was (or will be) chosen by the experimenter? Since this is a difficult question, here we will avoid someone asking it by assuming NC whenever we assume realism.

The problem becomes more dramatic when dealing with Bell scenarios. In fact, in these cases, NC is the content of Bell's locality assumption: each part of a multipartite physical system has predefined properties whose values are independent of the choice of measurement in other parts. Otherwise, the value of a local observable in Alice's part, for instance, depends on the choice of which measurements will be performed by Bob. However, this means an infinite velocity interaction (since we can consider the parts as separated as we want) between Bob's measurement apparatus and Alice's part of the physical system, which contradicts one of the basic postulates of special relativity.

So far an implicit consideration in our discussion is the possibility to choose measurement contexts at random. This assumption is usually called free will. In short, free will means that the experimenter's decision is not governed by any deterministic theory ${ }^{2}$. In our discussion, free will assumption reads as statistical independence between the prepared ontic state and the choice of measurement context. A model that consider some of this kind of statistical dependence is usually called superdeterministic [54]. In what follows, we will only consider models compatible with free will.

A classical model is an attempt to reproduce the statistics of a given behaviour by a model compatible with our daily intuition on probabilities and measurements. By using the terms of the above discussion, a classical model is one compatible with realism, NC , and free will.

[^1]Definition 7. A classical model for a compatibility scenario ( $X, \mathcal{C}, O$ ) is defined by a probability space $(\Omega, \Sigma, \mu)$, and, for each $m \in X$, a partition of $\Omega$ into $|O|$ disjoint measurable sets, i.e. $\omega_{m}:=\left\{\omega_{m ; o} \in \Sigma: o \in O\right\}$ such that $\cup_{o \in O} \omega_{m ; o}=\Omega$ and $\omega_{m ; o} \cap \omega_{m ; \tilde{o}}=\emptyset$ whenever $o \neq \tilde{o}$. The probability of obtain a joint outcome $s \in O^{C}$ will be

$$
\begin{equation*}
p_{C}(s)=\mu\left(\bigcap_{m \in C} \omega_{m ; s(m)}\right) . \tag{1.7}
\end{equation*}
$$

A behaviour B whose probability distributions are defined by (1.7) is called a classical behaviour.
Since classical models are a particular type among the possible ones, it is expected that not all behaviours can be classically realized. In fact, as first pointed by A. Fine [39] and later generalized by Abramsky-Brandenburger [17], NC (in the sense of Def. 4) is a necessary and sufficient condition for classicality.

Theorem 2 (Fine-Abramsky-Brandenburger, 2011). A behaviour is classical if, and only if, it is $N C$.

Proof. Let $\mathrm{B}:=\left\{p_{C} \in \operatorname{Prob}\left(O^{C}\right): C \in \mathcal{C}\right\}$ be a classical behaviour for a scenario $(X, \mathcal{C}, O)$. So, there exists a probability space $(\Omega, \Sigma, \mu)$ and, for each $m \in X$, a partition of $\Omega$ into $|O|$ disjoint measurable sets, $\omega_{m}:=\left\{\omega_{m ; o}: o \in O\right\}$, such that

$$
p_{C}(s)=\mu\left(\bigcap_{m \in C} \omega_{m ; s(m)}\right)=\int_{\Omega} \prod_{m \in C} \chi_{\omega_{m ; s(m)}} \mathrm{d} \mu,
$$

where $\chi$ denotes the characteristic function. Defining $p: O^{X} \rightarrow \mathbb{R}^{+}$,

$$
p(t):=\mu\left(\bigcap_{m \in X} \omega_{m ; t(m)}\right)=\int_{\Omega} \prod_{m \in X} \chi_{\omega_{m ; t(m)}} \mathrm{d} \mu,
$$

it follows that

$$
\sum_{t \in O^{X}} p(t)=\sum_{t \in O^{X}} \int_{\Omega} \prod_{m \in X} \chi_{\omega_{m ; t}(m)} \mathrm{d} \mu=\int_{\Omega} \sum_{t \in O^{X}} \prod_{m \in X} \chi_{\omega_{m ; t(m)}} \mathrm{d} \mu=\int_{\Omega} \prod_{m \in X} \sum_{o \in O} \chi_{\omega_{m ; o}} \mathrm{~d} \mu=1,
$$

i.e. $p$ is a probability distribution over $O^{X}$. Moreover, for all $C \in \mathcal{C}$ and $s \in O^{C}$,

$$
\begin{aligned}
\left.p\right|_{C}(s)=\sum_{t \in O^{X}:\left.t\right|_{C=s}} p(t) & =\sum_{t \in O^{X}: t| |_{C=s}} \int_{\Omega} \prod_{m \in X} \chi_{\omega_{m ; t(m)}} \mathrm{d} \mu \\
& =\int_{\Omega_{t \in O^{X}}:\left.t\right|_{C=s}} \prod_{m \in X} \chi_{\omega_{m ; t(m)}} \mathrm{d} \mu \\
& =\int_{\Omega} \prod_{m \in C} \chi_{\omega_{m ; s(m)}} \prod_{m \in X \backslash C} \sum_{o \in O} \chi_{\omega_{m ; o}} \mathrm{~d} \mu \\
& =\int_{\Omega} \prod_{m \in C} \chi_{\omega_{m ; s(m)}} \mathrm{d} \mu \\
& =p_{C}(s),
\end{aligned}
$$

i.e. B is NC. Now suppose B NC. So, there exists a probability distribution $p$ over $O^{X}$ such that

$$
p_{C}(s)=\sum_{t \in O^{X}:\left.t\right|_{C}=s} p(t)
$$

for all $C \in \mathcal{C}$ and $s \in O^{C}$. If one defines $\omega_{m ; s(m)}:=\left\{t \in O^{X}: t(m)=s(m)\right\}$, for all $m \in X$, $\Omega=O^{X}, \Sigma=\mathcal{P}\left(O^{X}\right)$, and $\mu=p$, it follows that

$$
p_{C}(s)=\int_{\Omega} \prod_{m \in C} \chi_{\omega_{m ; s(m)}} \mathrm{d} \mu=\mu\left(\bigcap_{m \in C} \omega_{m ; s(m)}\right),
$$

meaning that B is classical.
In summary, we conclude that a contextual behaviour is incompatible with the notion of measurement as procedures that revel pre-defined systems properties whose values are independent of the choice of context. The intuition provided by the above theorem will be very useful throughout this work, and will be used even without explicit citation.

In a NC ontological model, every measurement $m \in X$ is associated with a response function $\xi_{m}$, which is independent of the context(s) that $m$ belongs to. Since we are only considering ND behaviours, the probability distributions associated to $m$ are also context independent. In other words, a NC ontological model associates equivalent observed probabilities to equivalent response functions in the model. This observation is at the core of the generalized contextuality proposed by R. Spekkens in Ref. [20]. In such a contribution, the author defines NC ontological models as those for which equivalent probabilities are associated to equivalent representations in the model. This notion is "generalized" because it can also be applied to preparations, transformations, and non-ideal (or unsharp) measurements.

### 1.3. Noncontextuality Inequalities

The task of deciding whether a given behaviour is contextual may be quite difficult if one tries to accomplish it by building a global distribution (in the sense of Def. 5) by "trial and error". This naive strategy is indeed impracticable even for scenarios with few measurements. A more refined strategy uses the geometry of the NC set to provide a simple criteria for contextuality. In particular, the fundamental observation is that the NC set is a convex polytope.

A convex polytope can be defined as the convex hull of a finite number of points in some $\mathbb{R}^{n}$. These points are called the vertices, and they are the unique ones that cannot be written as nontrivial ${ }^{3}$ convex sums of other points of the polytope. The dimension of a convex polytope is defined as the maximum number of independent vertices, and we say that it is full-dimensional if it is an $n$-dimensional object in $\mathbb{R}^{n}$.

Alternatively, a convex polytope can be completely defined as the bounded intersection of a finite number of closed halfspaces. A representation in terms of halfspaces is called an Hrepresentation. There exist infinitely many possible H -descriptions of a given convex polytope. However, for a full-dimensional one, the minimal H-description is in fact unique, and the associated halfspaces are called facet-defining. The equivalence between the representations in terms of halfspaces and in terms of vertices is the content of Minkowski-Weyl theorem [55].

[^2]Every behaviour $\mathrm{B}=\left\{p_{C} \in \operatorname{Prob}\left(O^{C}\right): C \in \mathcal{C}\right\}$ for a scenario $(X, \mathcal{C}, O)$ can be represented by a vector $\mathbf{p} \in \mathbb{R}^{d}$,

$$
d:=\sum_{C \in \mathcal{C}}\left|O^{C}\right|,
$$

whose entries are probabilities $p_{C}(s)$. Since convex sums of probability distributions are also probability distributions, the set of all behaviours for a scenario is convex. Moreover, this set is a convex polytope with

$$
\prod_{C \in \mathcal{C}}\left|O^{C}\right|
$$

vertices. ND and NC sets are also convex polytopes. In fact, for the former it is enough to notice that ND condition [Eq. (1.1)] provides a set of linear constrains, while for the latter it follows from the fact that every probability distribution of a NC behaviour B can be written as

$$
\begin{equation*}
p_{C}(s)=\sum_{t \in O^{X}:\left.t\right|_{C}=s} p(t)=\sum_{t \in O^{X}} \delta_{C}(t, s) p(t), \tag{1.8}
\end{equation*}
$$

where $p$ is a probability distribution over $O^{X}$, and

$$
\delta_{C}: O^{X} \times O^{C} \rightarrow\{0,1\} \quad: \quad(t, s) \mapsto\left\{\begin{array}{ll}
1 & \text { if }\left.t\right|_{C}=s  \tag{1.9}\\
0 & \text { otherwise }
\end{array} .\right.
$$

For each $t \in O^{X}$, define $\mathrm{B}_{t}$ as the deterministic ND behaviour whose probability distributions are $p_{C}(s)=\delta_{C}(t, s)$. From Eq. (1.8), one can see that every NC behaviour is a convex sum of ND deterministic ones. Moreover, each $\mathrm{B}_{t}$ cannot be written as a nontrivial convex sum of other NC behaviours. Hence, the NC set is also a convex polytope with $\left|O^{X}\right|$ vertices.

From the above discussion we conclude that the vertices of the NC polytope are the deterministic ND behaviours, and only those. So, to verify whether a given behaviour B, whose vector representation is $\mathbf{p}$, is NC can be transformed into the following feasibility problem:

$$
\begin{align*}
\text { Find } & \mathbf{d} \in \mathbb{R}^{\left|O^{X}\right|} \\
\text { Subject to } & \mathbf{p}=\mathbf{M d}  \tag{1.10}\\
\text { and } & \mathbf{1} \cdot \mathbf{d}=1 \\
& \mathbf{d} \geq \mathbf{0}
\end{align*}
$$

where $\mathbf{1}:=(1, \ldots, 1)^{T} \in \mathbb{R}^{\left|O^{X}\right|}$, and $\mathbf{M}$ is a $\sum_{C \in \mathcal{C}}\left|O^{C}\right| \times\left|O^{X}\right|$ Boolean matrix whose entries are $\delta_{C}(t, s)$, for each $C \in \mathcal{C}, t \in O^{X}$, and $s \in O^{C}$. We call $\mathbf{M}$ the incidence matrix of the scenario ${ }^{4}$. This representation is particularly useful as it provides an algorithm for determining if a given behaviour B exhibit non-classicalities [17,56,57]. In fact, (1.10) is a typical instance of a linear programming problem for which there exist algorithms that run in time that is polynomial in the number of variables [58]. However, it is not so since the incidence matrix grows exponentially in the complexity of the scenario ${ }^{5}$.

[^3]Every linear program comes in a primal and a dual form. The dual form of the linear program in Eq. (1.10) is [15]

$$
\begin{align*}
\text { Maximize } & \boldsymbol{\gamma} \cdot \mathbf{p}-S \\
\text { Subject to } & \mathbf{M}^{T} \boldsymbol{\gamma}-S \cdot \mathbf{1} \leq 0,  \tag{1.11}\\
\text { and } & \boldsymbol{\gamma} \cdot \mathbf{p}-S \leq 1
\end{align*},
$$

where in the dual program above we input a behaviour $\mathbf{p}$ and an incidence matrix $\mathbf{M}$ and obtain the pair $(\gamma, S) \in \mathbb{R}^{d} \times \mathbb{R}, d=\sum_{C \in \mathcal{C}}\left|O^{C}\right|$, as output. If $\mathbf{p}$ is NC the maximum of $\gamma \cdot \mathbf{p}-S$ is non-positive, otherwise the maximum is equal to one. In fact, from Eq. (1.10), if $\mathbf{p}$ is NC , there exists $\mathbf{d} \in \mathbb{R}^{\left|O^{X}\right|}$ such that $\mathbf{p}=\mathbf{M d}$ and $\mathbf{1} \cdot \mathbf{d}=1$. Hence, the first constrain in Eq. (1.11) implies that $\gamma \cdot \mathbf{p}-S \leq 0$. If, instead, $\mathbf{p}$ is contextual, the separation theorem for convex sets implies the existence an affine halfspace, $\left\{\boldsymbol{x} \in \mathbb{R}^{d}: \boldsymbol{\gamma} \cdot \boldsymbol{x}=S\right\}$, that separates $\mathbf{p}$ from the NC polytope. That is, for each $\mathbf{p}$ contextual, there exists a pair $(\gamma, S)$ such that $\gamma \cdot \mathbf{p}-S>0$ and $\mathbf{M}^{T} \gamma \leq S \cdot \mathbf{1}$. In this case, the maximum is thus strictly positive and the only remaining constrain is: $\gamma \cdot \mathbf{p}-S \leq 1$. Therefore, the maximum is equal to one ${ }^{6}$.

In other words, if a given behaviour $\mathbf{p}$ is contextual, the program (1.11) returns a linear inequality satisfied by all NC behaviour but violated by $\mathbf{p}$. Such inequalities are called noncontextuality inequalities (NCI).

Definition 8. A noncontextuality inequality for a scenario $(X, \mathcal{C}, O)$ is a linear inequality

$$
\begin{equation*}
\gamma \cdot \mathbf{p}:=\sum_{C \in \mathcal{C} ; s \in O^{C}} \gamma_{C ; s} p_{C}(s) \leq S \tag{1.12}
\end{equation*}
$$

$S, \gamma_{C ; s} \in \mathbb{R}$, satisfied by all noncontextual behaviour. If there exists some noncontextual behaviour such that the equality in (1.12) holds, then the NCI is said to be tight.

Remark. When dealing with Bell scenarios, a NCI is usually called a Bell inequality.
The duality in linear programming of detecting contextuality reflects the duality in the representation of the NC polytope. In this sense, a simple criteria to verify the occurrence of non-classicalities is provided by a set of tight NC inequalities that provides an H-representation of the NC polytope. In particular, the full-dimensional one is highly desirable. However, although verifying either a given behaviour satisfies all NC inequalities of an H-representation is simple, to find such inequalities may be quite difficult. In fact, only for few scenarios such a problem is completely solved, for instance: the 3 -cycle [59], 4 -cycle [39], 5 -cycle [14, 60], odd-cycle [45,61], $n$-cycle [62], and some bipartite Bell scenarios [15].

Example 4 ( $n$-cycle Inequalities). It was shown in Ref. [62] that for an $n$-cycle scenario, with $X=\left\{M_{1}, \ldots, M_{n}\right\}$ and $O=\{0,1\}$, there exist $2^{n-1}$ tight NC inequalities, and they are of the form

$$
\begin{equation*}
\sum_{i=1}^{n} \gamma_{i}\left\langle M_{i} M_{i+1}\right\rangle \leq n-2, \tag{1.13}
\end{equation*}
$$

where $\left\langle M_{i} M_{i+1}\right\rangle:=p_{i}(0,0)+p_{i}(1,1)-p_{i}(1,0)-p_{i}(0,1), p_{i}$ denotes the probability distribution associated with the context $\left\{M_{i}, M_{i+1}\right\}$, the sum is taken modulo $n$, $\gamma_{i} \in\{-1,+1\}$, and the number of indices $i$ such that $\gamma_{i}=-1$ is odd.

[^4]In summary, we conclude that the geometry of the NC set is very useful in the detection of nonclassicalities. In particular, the fact that this is a convex polytope allows efficient algorithms for this task. In general, the problem we have is to find an H-representation given the set of vertices. For sufficiently simple cases, it is possible to solve such a problem by using computational codes such as porta, which is based on the so-called Fourier-Motzkin elimination [55]. Even so, the fact that the incidence matrix grows exponentially with the complexity of the scenario makes the problem of determining NC or Bell inequalities still an object of research today.

### 1.4. Quantum Models and Quantum Behaviours

Let us now focus on sets of probability distributions realized by quantum theory. The quantum mechanical description of a physical system attaches to each preparation procedure a quantum probability space, which is a pair $(\rho, \mathcal{H})$, where $\mathcal{H}$ is a complex and separable Hilbert space, and $\rho$ is a density operator on $\mathcal{H}$. A quantum model for a behaviour is defined by a quantum probability space together with projective representations for the measurements. The probabilities, in turn, are obtained from Born's rule.

Definition 9. A quantum model for a behaviour $\mathrm{B}=\left\{p_{C} \in \operatorname{Prob}\left(O^{C}\right): C \in \mathcal{C}\right\}$ for a scenario $(X, \mathcal{C}, O)$ is defined by a quantum probability space $(\rho, \mathcal{H})$, and, for each $m \in X$, a partition of the identity of $\mathcal{H}$ into $|O|$ orthogonal projectors, i.e. a collection of orthogonal projectors $\left\{\mathrm{P}_{m ; o}: o \in O\right\}$ such that

$$
\sum_{o \in O} \mathrm{P}_{m ; o}=\mathbb{I}_{\mathcal{H}} .
$$

We require that $\left[\mathrm{P}_{m ; o}, \mathrm{P}_{\tilde{m} ; \tilde{o}}\right]=0$, for all $o, \tilde{o} \in O$, whenever $m$ and $\tilde{m}$ belong to the same context. The probability of obtain a joint outcome $s \in O^{C}$ will be

$$
\begin{equation*}
p_{C}(s)=\operatorname{Tr}\left(\prod_{m \in C} \mathrm{P}_{m ; s(m)} \rho\right) \tag{1.14}
\end{equation*}
$$

A behaviour B whose probabilities are defined by (1.14) is called a quantum behaviour.
The set of quantum behaviours (or simple the quantum set) has very interesting properties. The first one we will focus is in its convexity.

Proposition 3. The quantum set is convex.
Proof. Let B and $\mathrm{B}^{\prime}$ be two quantum behaviours for a scenario ( $X, \mathcal{C}, O$ ), respectively realized within the quantum probability spaces $(\rho, \mathcal{H})$ and $\left(\rho^{\prime}, \mathcal{H}^{\prime}\right)$, and, for all $m \in X$, the orthogonal projectors $\left\{\mathrm{P}_{m ; o}: o \in O\right\}$ and $\left\{\mathrm{P}_{m ; o}^{\prime}: o \in O\right\}$. Given $\lambda \in[0,1], C \in \mathcal{C}$, and $s \in O^{C}$ we have

$$
\begin{align*}
\lambda p_{C}(s)+(1-\lambda) p_{C}^{\prime}(s) & =\lambda \operatorname{Tr}\left(\prod_{m \in C} \mathrm{P}_{m ; s(m)} \rho\right)+(1-\lambda) \operatorname{Tr}\left(\prod_{m \in C} \mathrm{P}_{m ; s(m)}^{\prime} \rho^{\prime}\right) \\
& =\operatorname{Tr}\left(\lambda \prod_{m \in C} \mathrm{P}_{m ; s(m)} \rho \oplus(1-\lambda) \prod_{m \in C} \mathrm{P}_{m ; s(m)}^{\prime} \rho^{\prime}\right) \\
& \left.=\operatorname{Tr}\left[\left(\prod_{m \in C} \mathrm{P}_{m ; s(m)} \oplus \mathrm{P}_{m ; s(m)}^{\prime}\right)\left(\lambda \rho \oplus(1-\lambda) \rho^{\prime}\right)\right)\right] . \tag{1.15}
\end{align*}
$$

Therefore, the convex sum of the quantum behaviours $B$ and $B^{\prime}$ is another quantum behaviour realized with the quantum probability space $\left(\mathcal{H} \oplus \mathcal{H}^{\prime}, \lambda \rho \oplus(1-\lambda) \rho^{\prime}\right)$, and the following set of orthogonal projections $\left\{\mathrm{P}_{m ; o} \oplus \mathrm{P}_{m ; o}^{\prime}: o \in O\right\}$.

An important point in the above demonstration is that we do not restrict the dimension of the Hilbert spaces in the realization. If we bound the Hilbert space dimensions by any finite number, then the resulting quantum set is not necessarily convex, as demonstrated by Pál-Vértesi in bipartite Bell scenarios [63].

Another interesting property of quantum sets is that it has the classical set as a subset.
Proposition 4. The classical set is a subset of the quantum one.
Proof. Just notice that every deterministic ND behaviour can be realized by a quantum model with any quantum probability space $(\mathcal{H}, \rho)$ and orthogonal projectors $\mathrm{P}_{m ; s(m)}=\delta_{C}(t, s) \mathbb{I}_{\mathcal{H}}$. Therefore, the claim follows from the convexity of both quantum and classical sets.

Finally, another important fact about quantum behaviours is that they obeys the ND condition [Eq. (1.1)].

Proposition 5. The set of quantum behaviours is a subset of the ND one.
Proof. For a quantum behaviour realized by the quantum probability space $(\mathcal{H}, \rho)$ and the projectors $\left\{\mathrm{P}_{m ; o}: o \in O, m \in X\right\}$, it follows that

$$
\begin{aligned}
\left.p_{C}\right|_{C \cap C^{\prime}}(s)=\sum_{t \in O^{C}:\left.t\right|_{C=s}} p_{C}(t) & =\sum_{t \in O^{C}:\left.t\right|_{C=s}} \operatorname{Tr}\left(\prod_{m \in C} \mathrm{P}_{m ; t(m)} \rho\right) \\
& =\operatorname{Tr}\left(\sum_{t \in O^{C}:\left.t\right|_{C=s}} \prod_{m \in C} \mathrm{P}_{m ; t(m)} \rho\right) \\
& =\operatorname{Tr}\left(\prod_{m \in C \cap C^{\prime}} \mathrm{P}_{m ; s(m)} \sum_{t \in O^{C}:\left.t\right|_{C=s}} \prod_{m \in C \backslash C \cap C^{\prime}} \mathrm{P}_{m ; t(m)} \rho\right) \\
& =\operatorname{Tr}\left(\prod_{m \in C \cap C^{\prime}} \mathrm{P}_{m ; s(m)} \prod_{m \in C \backslash C \cap C^{\prime}} \sum_{o \in O} \mathrm{P}_{m ; o} \rho\right) \\
& =\operatorname{Tr}\left(\prod_{m \in C \cap C^{\prime}} \mathrm{P}_{m ; s(m)} \rho\right) .
\end{aligned}
$$

Since the product of projectors in the right-hand side depends only on those associated with measurements in the intersection $C \cap C^{\prime}$, it follows that $\left.p_{C}\right|_{C \cap C^{\prime}}(s)=\left.p_{C^{\prime}}\right|_{C \cap C^{\prime}}(s)$, for all $C, C^{\prime} \in \mathcal{C}$ and $s \in O^{C \cap C^{\prime}}$.

Therefore, we conclude that the quantum set is larger or equal than the classical set but smaller or equal than the ND set. In general, both inclusions are strictly, meaning that the classical set is a proper subset of the quantum set and this, in turn, is a proper subset of ND one. In other words, the set of quantum probabilities can exhibit non-classical properties, but it is not complete described by ND condition only. The former fact will be discussed in the following section of this chapter, and the latter will be discussed in the next chapter when we present PR-boxes and the concept of strong contextuality.

### 1.5. Bounding the Set of Quantum Probabilities

The set of quantum behaviours for a given scenario is convex [Proposition 3], but in general it is not a polytope. Thus, its characterization can be significantly hard than the classical set, and to extract geometric information of such a set is not a trivial task. In fact, we do not have good intuition about what the quantum set actually looks like. The first attempts to systematically study geometric aspects of quantum sets dated mainly less than five years (cf. Refs. [64-66], for nonlocality; and Ref. [67] for contextuality).

When we mention that the quantum set is convex but not a polytope, we mean that its boundary is not composed by segments of hyperplanes but rather convex curved hypersurfaces. The most famous example of curved boundary of the quantum set is the TLM boundary (due to Tsirelson [68], Landau [69], and Masanes [70]), which is defined in the CHSH scenario in the slice with unbiased marginals (i.e. with zero expectation value for all observables). In the full-dimensional representation of the local polytope [62], above the CHSH facet defined by

$$
\begin{equation*}
\left\langle M_{1} M_{2}\right\rangle+\left\langle M_{2} M_{3}\right\rangle-\left\langle M_{3} M_{4}\right\rangle+\left\langle M_{4} M_{1}\right\rangle=2, \tag{1.16}
\end{equation*}
$$

the TLM boundary equation reads [15]

$$
\begin{equation*}
\arcsin \left\langle M_{1} M_{2}\right\rangle+\arcsin \left\langle M_{2} M_{3}\right\rangle-\arcsin \left\langle M_{3} M_{4}\right\rangle+\arcsin \left\langle M_{4} M_{1}\right\rangle=\pi, \tag{1.17}
\end{equation*}
$$

and, for the boundary above any of the other facets, one has to apply the corresponding permutations.

Additionally to the difficulties in its geometric characterization, to decide whether a given behaviour is or not in the quantum set is also very difficult. However, it is possible to numerically approximate the quantum set by a hierarchy of sets that can be efficiently implemented by means of semi-definite programs. This has been known as the NPA hierarchy, named after the pioneering works of M. Navascués, S. Pironio, and A. Acín [71, 72]. In this hierarchy, the quantum set $\mathcal{Q}$ is approximated by sets $\mathcal{Q}_{n}$ such that $\mathcal{Q} \subseteq \mathcal{Q}_{n+1} \subseteq \mathcal{Q}_{n}$, for all $n \in \mathbb{N}$, in such a way that $\mathcal{Q}_{n} \rightarrow \mathcal{Q}$ when $n \rightarrow \infty$. More details on NPA hierarchy can be found in several references including the original papers, Refs. [71,72], in the textbook of Ref. [15], and in the Refs. [73,74].

As mentioned above, a given quantum behaviour can exhibit non-classicalities, which is manifested by the violation of some NC (or Bell) inequality [Sec. 1.3]. The maximum value allowed by quantum theory for a given NCI defines its Tsirelson bound, due to important contribution of Tsirelson [75].

Example 5 ( $n$-cycle Tsirelson Value). It was shown in Ref. [62] that the Tsirelson bound for the $n$-cycle NCIs [Eq. (1.13)] is

$$
\begin{cases}\frac{3 n \cos (\pi / n)-n}{1+\cos (\pi / n)} & \text { if } n \text { is odd }  \tag{1.18}\\ n \cos (\pi / n) & \text { if } n \text { is even }\end{cases}
$$

which is strictly smaller that $n$, the algebraic bound of the inequality.
In general, to compute analitically a Tsirelson bound, such as in Eq. (1.18), is a difficult task. In fact, what is usually done are estimates of such a value numerically, using mainly NPA hierarchy [15, 16], and/or graph theoretic bounds [19].

Another possible direction of investigation on the sets of quantum probabilities consists of seek a set of principles that separate the set of quantum probabilities from the other ones. Recent progresses in this directions include information causality principle [77], local ortogonality [78], and its generalization, the exclusivity principle [79-81]. None of these strategies, however, work for all possible scenarios, and finding one or more principles fully explaining quantum probabilities is still an open problem.

### 1.6. CSW Graph Theoretic Approach

CSW graph theoretic approach, named after Cabello-Severini-Winter contribution [18], is one of the most important recent insights on characterization of contextuality and nonlocality. Such a formalism is based on the so-called exclusivity graph, which is a graph associated to the compatibility hypergraph of a scenario from which several bounds [including the Tsirelson bound of Eq. (1.18)] can be obtained.

Definition 10. Given a scenario ( $X, \mathcal{C}, O$ ), two measurement events, $s \mid C$ and $\tilde{s} \mid \tilde{C}$, are said to be exclusive if $C \cap \tilde{C} \neq \emptyset$ and $\left.s\right|_{C \cap \tilde{C}} \neq\left.\tilde{s}\right|_{C \cap \tilde{C}}$. The exclusivity graph of the scenario is the simple graph whose vertices are measurement events and there is a edge connecting two vertices if, and only if, the corresponding measurement events are exclusive.

NCIs in general do not use all the probabilistic information of the behaviour. With this in mind, we define the exclusivity graph of a NCI as follows.

Definition 11. The exclusivity graph of a NCI is defined to be the subgraph of the exclusivity graph of the scenario induced by the measurement events of the inequality.

The CSW results state bounds on NCIs based on properties their exclusivity hypergraph.
Definition 12. Given a simple graph G, we define:
(1) The independence number, $\alpha(\mathrm{G})$, as the maximum number of independent vertices;
(2) The Lovász number [76], $\vartheta(\mathrm{G})$, as

$$
\begin{equation*}
\vartheta(\mathrm{G})=\sup \sum_{i \in \mathrm{~V}(\mathrm{G})}|\langle i \mid \psi\rangle|^{2} \tag{1.19}
\end{equation*}
$$

where the supremum is taken over all vector spaces $V$, all orthogonal representations $\{|i\rangle: i \in \mathrm{~V}(\mathrm{G})\}$ for $\overline{\mathrm{G}}$, and all unit vectors $|\psi\rangle \in V$.

Theorem 6 (Cabello-Severini-Winter, 2010). If G is the exclusivity graph of a NCI S, then $S \leq \alpha(\mathrm{G})$ in the NC set and $S \leq \vartheta(\mathrm{G})$ in the quantum set.

An orthonormal representation achieving the supremum in Eq. (1.19) is called an optimal orthonormal representation. CSW also shown in their paper that such an optical representation always exists [18], i.e. given $\vartheta(\mathrm{G})$ it is always possible to construct a quantum behaviour and a NCI such that $S=\vartheta(\mathrm{G})$. This result, however, is true if the compatibility hypergraph is not fixed but only the exclusivity one. In the case where the scenario is fixed (such as occurs when we look at a NCI) Lovasz number in general provides an upper-bound for the Tsirelson bound.


Figure 1.4: Exclusivity graphs for the $n$-cycle NCI [Eq. (1.13)].

The most notable example of a NCI inequality where the bound provided by the Lovasz number is achieved is the $n$-cycle inequalities [62]. The exclusivity graph of such inequalities are prism graphs for $n$ odd and Möbius ladders for $n$ even [Fig. 1.4]. The corresponding Lovasz number of such graphs are presented in Eq. (1.18).

Further developments on such CSW graph approach, including a recent proposed multigraph approach [82] (but not the multicolored-graph approach [83]), can be found in the textbook of Ref. [19] and in the (in preparation) review [84].

## Chapter 2

## Possibilistic Contextuality and Nonlocality

In this chapter we aim to investigate global inconsistencies that can arise from the possibilistic structure of probabilistic data. In other words, we are interested in the possibilistic version of contextuality, called logical contextuality (LC). This type of nonclassicality was precisely formulated in Ref. [17]. Since then, many efforts have been done in order to understand it [85-90]. Herein we put forward the mathematical theory of LC in a presentation that emphasizes its similarities and differences with its probabilistic analogue, according to what we discuss in the previous chapter.

### 2.1. Logical Contextuality and Nonlocality

First of all, let us discuss how to consistently describe the possibilistic structure of probabilistic data. In particular we aim to precisely define how properties of (probabilistic) behaviours, such as nondisturbance and (non)contextuality, can be translated to a possibilistic language.

Given a compatibility scenario ( $X, \mathcal{C}, O$ ), we call $p$ a possibility distribution for the context $C \in \mathcal{C}$ if $p$ is a normalized function from the set of joint outcomes $O^{C}$ to the Booleans $\mathbb{B}=$ $(\{0,1\}, \vee, \wedge, \neg)$, that is $p: O^{C} \rightarrow \mathbb{B}$ such that

$$
\begin{equation*}
\bigvee_{s \in O^{C}} p(s)=1 \tag{2.1}
\end{equation*}
$$

As in the probabilistic case, if $U \subseteq C$ is a subset of measurements of the context $C$, we then define the marginal possibility distribution for $U$ given $p$ as

$$
\begin{equation*}
\left.p\right|_{U}(u):=\bigvee_{s \in O^{C}:\left.s\right|_{U}=u} p(s), \tag{2.2}
\end{equation*}
$$

for all $u \in O^{U}$. With this definition on hand, we define the possibilistic structure of a behaviour, or its possibilistic collapse, as follows.

Definition 13. The possibilistic collapse of a behaviour $\mathrm{B}=\left\{p_{C} \in \operatorname{Prob}\left(O^{C}\right): C \in \mathcal{C}\right\}$ for a scenario $(X, \mathcal{C}, O)$ is defined by the set of possibility distributions $\bar{p}_{C}: O^{C} \rightarrow \mathbb{B}$ defined by the rule

$$
p_{C}(s) \mapsto \bar{p}_{C}(s)=\left\{\begin{array}{ll}
1 & \text { if } p_{C}(s)>0  \tag{2.3}\\
0 & \text { otherwise }
\end{array} .\right.
$$

Remark. In what follows we always denote by $\bar{p}$ the possibility distribution generated by $p$ by using the rule (2.3).

The normalization condition for the probability distributions $p_{C}$ implies that each $\bar{p}_{C}$ is a well-defined possibility distribution over $O^{C}$. The possibilistic collapse turns a set of probability distributions into a set of possibility distributions. In other words, it provides the possibilistic structure of the behaviour. An important feature of this operation is that it "preserves" the properties discussed in the previous chapter, namely NC and ND. In fact, this is the content of the following propositions.

Proposition 7. If a behaviour $\mathrm{B}=\left\{p_{C} \in \operatorname{Prob}\left(O^{C}\right): C \in \mathcal{C}\right\}$ for a scenario $(X, \mathcal{C}, O)$ is $N D$ then

$$
\begin{equation*}
\bigvee_{s \in O^{C}}:\left.s\right|_{C \cap C^{\prime}}=t . \tag{2.4}
\end{equation*}
$$

for all $t \in O^{C \cap C^{\prime}}$ and $C, C^{\prime} \in \mathcal{C}$, which is the possibilistic version of ND condition.
Proof. This is a direct consequence of the ND condition [Eq. (1.1)].
Proposition 8. If a behaviour $\mathrm{B}=\left\{p_{C} \in \operatorname{Prob}\left(O^{C}\right): C \in \mathcal{C}\right\}$ for the scenario $(X, \mathcal{C}, O)$ is noncontextual, then there exists a possibility distribution $\bar{p}$ over $O^{X}$ such that

$$
\begin{equation*}
\left.\bar{p}\right|_{C}(s):=\bigvee_{t \in O^{X}:\left.t\right|_{C}=s} \bar{p}(t)=\bar{p}_{C}(s), \tag{2.5}
\end{equation*}
$$

for all $C \in \mathcal{C}$ and $s \in O^{C}$.
Proof. This is a direct consequence of the definition of NC [Def. 4]. In fact, the possibility distribution $\bar{p}$ over $O^{X}$ can be constructed taking the possibilistic collapse of $p \in \operatorname{Prob}\left(O^{X}\right)$ in Def. 13.

Once we have a well-defined notion of ND and global possibility distributions, the definition of (non)contextuality in possibilistic sense follows immediately.

Definition 14. A behaviour $\mathrm{B}=\left\{p_{C} \in \operatorname{Prob}\left(O^{C}\right): C \in \mathcal{C}\right\}$ for a scenario $(X, \mathcal{C}, O)$ is logically noncontextual if there exists a possibility distribution $\bar{p}$ over $O^{X}$ reproducing the possibilistic collapse of B by marginals, that is

$$
\begin{equation*}
\left.\bar{p}\right|_{C}(s):=\bigvee_{t \in O^{X}:\left.t\right|_{C}=s} \bar{p}(t)=\bar{p}_{C}(s), \tag{2.6}
\end{equation*}
$$

for all $C \in \mathcal{C}$ and $s \in O^{C}$. Otherwise, B is said to be logically contextual (LC).
Proposition 8 states that if a given behaviour is NC in probabilistic sense then it is NC in possibilistic sense. However, it should be stressed that the converse in general does not hold.

An alternative and useful characterization of LC is given by the following theorem.
Theorem 9. A behaviour $\mathrm{B}=\left\{p_{C} \in \operatorname{Prob}\left(O^{C}\right): C \in \mathcal{C}\right\}$ for the scenario $(X, \mathcal{C}, O)$ is $L C$ if, and only if, there exists $s \in O^{C}$, for some $C \in \mathcal{C}$, such that
(1) $p_{C}(s)>0$;
(2) If $t \in\left\{g \in O^{X}:\left.g\right|_{C}=s\right\}$ then $p_{C^{\prime}}\left(\left.t\right|_{C^{\prime}}\right)=0$ for some $C^{\prime} \in \mathcal{C} \backslash\{C\}$.

Proof. Let $\mathrm{B}=\left\{p_{C} \in \operatorname{Prob}\left(O^{C}\right): C \in \mathcal{C}\right\}$ be a behaviour for the scenario $(X, \mathcal{C}, O)$. First, suppose the existence of $s \in O^{C}$, for some $C \in \mathcal{C}$, such that the conditions 1 and 2 of the theorem hold. If $\bar{p}$ is a possibility distribution over $O^{X}$ reproducing B by marginals, then condition 2 implies that $\bar{p}(t)=0$ for all $t \in\left\{g \in O^{X}:\left.g\right|_{C}=s\right\}$. However, this implies that $\bar{p}_{C}(s)=0$, which contradicts the condition 1. Therefore, B is LC.

In order to prove the converse, consider the contrapositive of the statement, i.e. let us prove that the non-existence of such $s$ implies logical noncontextuality. Assuming that there is no $s \in O^{C}$ such that the conditions of the theorem hold, then $\operatorname{Supp}(\mathrm{B}):=\left\{t \in O^{X}: p_{C}\left(\left.t\right|_{C}\right)>\right.$ $0, \forall C \in \mathcal{C}\}$ is non-empty. Let $\bar{p}$ be the possibility distribution over $O^{X}$ such that $\bar{p}(t)=1$ if $t \in \operatorname{Supp}(\mathrm{~B})$, and $\bar{p}(t)=0$ otherwise. From our assumption, for all $s \in O^{C}$ such that $p_{C}(s)>0$, there exists $t \in \operatorname{Supp}(\mathrm{~B})$ such that $\left.t\right|_{C}=s$. Thus,

$$
\begin{equation*}
\left.\bar{p}\right|_{C}(s):=\bigvee_{t \in O^{X}:\left.t\right|_{C}=s} \bar{p}(t)=\bigvee_{t \in \operatorname{Supp}(\mathrm{~B}):\left.t\right|_{C}=s} \bar{p}(t)=1, \tag{2.7}
\end{equation*}
$$

hence $\left.\bar{p}\right|_{C}(s)=\bar{p}_{C}(s)$ if $p_{C}(s)>0$. To the case in which $p_{C}(s)=0$, there is no $t \in \operatorname{Supp}(\mathrm{~B})$ such that $\left.t\right|_{C}=s$. Thus,

$$
\begin{equation*}
\left.\bar{p}\right|_{C}(s):=\bigvee_{t \in O^{X}:\left.t\right|_{C}=s} \bar{p}(t)=\bigvee_{t \in O^{X} \backslash \operatorname{Supp}(\mathrm{~B}):\left.t\right|_{C}=s} \bar{p}(t)=0, \tag{2.8}
\end{equation*}
$$

hence $\left.\bar{p}\right|_{C}(s)=\bar{p}_{C}(s)$. Therefore, we conclude that $\bar{p}$ is a possibility distribution over $O^{X}$ such that $\left.\bar{p}\right|_{C}(s)=\bar{p}_{C}(s)$ for all $C \in \mathcal{C}$ and $s \in O^{C}$, i.e. B is logically NC.

Theorem 9 states that LC prohibits certain pre-measurement assignments to the values of all measurable properties at once. In fact, from condition 2 of Theorem 9, any NC assignment to all measurement results would imply that $p_{C}(s)=0$. Hence, it is not possible to give a noncontextual assignment to all measurements results in such a way that the joint outcome $s$ is assigned to the measurements in context $C$, even though it has a non-zero probability of being observed. With this picture in mind, it is worth to introduce the following definitions.

Definition 15. Let $\mathrm{B}=\left\{p_{C} \in \operatorname{Prob}\left(O^{C}\right): C \in \mathcal{C}\right\}$ be a behaviour for a scenario $(X, \mathcal{C}, O)$. The support of B is a subset of $O^{X}$ defined by $\operatorname{Supp}(\mathrm{B}):=\left\{t \in O^{X}: p_{C}\left(\left.t\right|_{C}\right)>0, \forall C \in \mathcal{C}\right\}$. The elements in $\operatorname{Supp}(\mathrm{B})$ will be called global assignments.

By using the terms of the definition above, LC means the existence of some joint outcome with larger-than-zero probability that cannot be obtained by the restriction of any global assignment. The extreme case occurs when no global assignment is allowed, i.e. when for all context $C \in \mathcal{C}$ there exists $s \in O^{C}$ such that the conditions (1) and (2) of the Theorem 9 hold. A behaviour with this property is said to be strongly contextual (SC).

Definition 16. A behaviour $\mathrm{B}=\left\{p_{C} \in \operatorname{Prob}\left(O^{C}\right): C \in \mathcal{C}\right\}$ for a scenario $(X, \mathcal{C}, O)$ is said to be strongly contextual if $\operatorname{Supp}(B)=\emptyset$.

In a sense, SC is the most extreme form of non-classicality exhibited by a behaviour. In fact, as demonstrated by Abramsky-Brandenburger [17], given a ND behaviour B, it is always possible to find a NC behaviour $\mathrm{B}^{\prime}$ and a $S C B^{\prime \prime}$ such that

$$
\begin{equation*}
\mathbf{p}=(1-\lambda) \mathbf{p}^{\prime}+\lambda \mathbf{p}^{\prime \prime} \tag{2.9}
\end{equation*}
$$

|  | $(0,0)$ | $(1,0)$ | $(0,1)$ | $(1,1)$ |
| :---: | :---: | :---: | :---: | :---: |
| $\left\{A_{1}, B_{1}\right\}$ | 1 | 0 | 0 | 1 |
| $\left\{B_{1}, A_{2}\right\}$ | 1 | 1 | 1 | 1 |
| $\left\{A_{2}, B_{2}\right\}$ | 1 | 1 | 1 | 1 |
| $\left\{B_{2}, A_{1}\right\}$ | 1 | 1 | 1 | 1 |

Table 2.1: Possibilistic collapse of Bell's model [Example 6].

|  | $(0,0)$ | $(1,0)$ | $(0,1)$ | $(1,1)$ |
| :---: | :---: | :---: | :---: | :---: |
| $\left\{A_{1}, B_{1}\right\}$ | 1 | 1 | 1 | 1 |
| $\left\{B_{1}, A_{2}\right\}$ | 1 | 0 | 1 | 1 |
| $\left\{A_{2}, B_{2}\right\}$ | 1 | 1 | 1 | 0 |
| $\left\{B_{2}, A_{1}\right\}$ | 1 | 1 | 0 | 1 |

Table 2.2: Possibilistic collapse of Hardy's model [Example 7].

|  | $(0,0)$ | $(1,0)$ | $(0,1)$ | $(1,1)$ |
| :---: | :---: | :---: | :---: | :---: |
| $\left\{A_{1}, B_{1}\right\}$ | 1 | 0 | 0 | 1 |
| $\left\{B_{1}, A_{2}\right\}$ | 1 | 0 | 0 | 1 |
| $\left\{A_{2}, B_{2}\right\}$ | 1 | 0 | 0 | 1 |
| $\left\{B_{2}, A_{1}\right\}$ | 0 | 1 | 1 | 0 |

Table 2.3: Possibilistic collapse of PR-Box [Example 8].
where $\lambda \in[0,1]$ and the bold symbols in the above equation are vector representations of the respective behaviours $\mathrm{B}, \mathrm{B}^{\prime}$, and $\mathrm{B}^{\prime \prime}$. The minimum $\lambda$ for which a decomposition of the form of Eq. (2.9) exists is called the contextual fraction of the behaviour, and it is a measure of how contextual it is [17,91]. It is possible to demonstrate that the this number is equal to one only for SC [17,91]. Furthermore, such a contextuality measure plays a very important role in resource theories for contextuality, due to the fact that it is a monotone under all linear operations that preserve the NC set [92].

In order to illustrate these concepts and results, consider the "canonical" examples [17, 85]: Bell's model [6], Hardy's model [26], and the Popescu-Rohrlich box (PR-Box) [93]. These are behaviours for the CHSH (4-cycle) scenario (or equivalently for the Bell scenario (2,2,2)). Each of these behaviours exhibit different "levels" of contextuality, namely: Bell's model is contextual but not LC; Hardy's model is LC but not SC; and PR-Box is SC. That is, we have the following qualitative hierarchy:
Bell < Hardy < PR-Box.

Example 6 (Bell's Model). Proposed by Bell [6] to demonstrate that quantum mechanics predicts nonlocal correlations, Bell's model has the possibilistic structure illustrated in Table 2.1.

Example 7 (Hardy's Model). Proposed by Hardy [26] in its inequality-free proof of Bell's theorem, the possibilistic structure of Hardy's model is illustrated in Table 2.2.

Example 8 (PR-Box). Proposed by Popescu and Rohrlich [93] to illustrate the existence of stronger than quantum non-signaling correlations, the possibilistic collapse of PR-Box is illustrated in Table 2.3.

(a)

(b)

Figure 2.1: Bundle diagram for CHSH scenario.


Figure 2.2: Bundle diagram for Bell's model (a); Hardy's model (b); and PR-Box (c).

The possibilistic structure of a behaviour can be visualized in its bundle diagram [94]. These consists of a base space formed by the compatibility hypergraph of the scenario (see Fig. 2.1 (a)) and, on top of each vertex, we added a fiber with the possible outcomes for the corresponding measurement (see Fig. 2.1 (b)). We connect two outcomes by an edge if the corresponding joint outcome is possible (i.e. has non-zero probability). In this diagrammatic representation, global assignments are associated to loops, i.e. closed paths traversing all the fibers exactly once; LC means the existence of some edge that does not belong to any loop; and SC means that no loop is allowed (see Fig. 2.2). In Bell's model (Fig. 2.2 (a)) all edges belongs to at least one loop; in Hardy's model (Fig. 2.2 (b)) one can see that the red edge does not belong to any loop; and in the PR-Box (Fig. 2.2 (c)) there is no loop.

### 2.2. Possibilistic Conditions to Contextuality and Nonlocality

In the Sec. 1.3 we studied the problem of determining whether a given behaviour exhibit or not non-classicalities. In the present section we will investigate the possibilistic analog of this problem. In other words, we want to find a simple criteria to decide whether a given behaviour is or not logically contextual.

As in the probabilistic case, the most naive strategy of deciding whether a given behaviour is or not logically contextual is to transform it in a feasibility problem. That is, if $\mathrm{B}=\left\{p_{C} \in\right.$ $\left.\operatorname{Prob}\left(O^{C}\right): C \in \mathcal{C}\right\}$ is a behaviour for a scenario $(X, \mathcal{C}, O)$, denote by $\overline{\mathbf{p}} \in \mathbb{B}^{d}$,

$$
d:=\sum_{C \in \mathcal{C}}\left|O^{C}\right|,
$$

the "vector representation" of the possibilistic collapse of B, i.e. a list whose entries are the possibilisties of the behaviour. B is logically NC if, and only if, the following problem:

$$
\begin{align*}
\text { Find } & \overline{\mathbf{d}} \in \mathbb{B}^{\left|O^{X}\right|} \\
\text { Subject to } & \overline{\mathbf{p}}=\mathbf{M} \overline{\mathbf{d}}  \tag{2.10}\\
\text { and } & \mathbf{1} \cdot \overline{\mathbf{d}}=1
\end{align*}
$$

is solvable. One may indeed demonstrate that for Bell's model [Example 6], (2.10) has solution while for Hardy's model [Example 7] does not ${ }^{1}$. In addition, from proposition 8, (2.10) is solvable whenever (1.10) is.

The feasibility problem in Eq. (2.10) is an instance of Boolean satisfibility problem (SAT). This is notoriously difficult to solve, as it constitutes the first known instance of NP-complete problem (this is a famous result, known as Cook-Levin theorem, named after the seminal works of S. Cook [95] and L. Levin [96]). As first pointed by Mansfield-Fritz [40], the conditions proposed by Hardy in his inequality-free proof has a fundamental role in order to get around this difficulty. The fundamental idea is that the occurrence of a (small) set of possibilistic conditions is necessary and sufficient for LC, such as occurs with NC inequalities.

As already mentioned, the violation of some NCI is a simple criterion to decide whether a given behavior is or not contextual. Despite being the most usual and also quite general, this is not the only possible strategy to demonstrate the occurrence of non-classicalities. In particular, in some specific cases it is possible to demonstrate quantum contextuality without the use of any inequality, that is, an inequality-free proof.

Formally, an inequality-free proof is based on the violation of logical constrains imposed by the assumption of NC by the possibilistic structure of the behavior. Similar to what occurs in proofs based on the violation of NCIs, in general only a subset of the set of possibilities is sufficient to obtain contradictions with NC instead of the whole behaviour. Such subsets of possibilities define what we call possibilistic paradoxes.

Definition 17. A possibilistic paradox (PP) is a set of possibilistic conditions whose occurrence implies contextuality.

In a sense, the concept of PP is the possibilistic analogue of NCI. This is because the occurrence of a PP implies not only contextuality but also LC, since it provides a purely possibilistic contradiction with NC. In addition, any inequality-free proof is associated to at least one PP.

Example 9 (Hardy PP). Hardy's inequality-free proof [25,26] is based on the occurrence of the following PP:

$$
\left\{\begin{array}{l}
p_{11}(1,1)>0  \tag{2.11}\\
p_{12}(1,0)=0 \\
p_{21}(0,1)=0 \\
p_{22}(1,1)=0
\end{array},\right.
$$

where $p_{\mu \nu}$ denotes the joint probability for the context $\left\{A_{\mu}, B_{\nu}\right\}$ in the Bell scenario (2,2,2), with Alice's and Bob's measurement $\left\{A_{1}, A_{2}\right\}$ and $\left\{B_{1}, B_{2}\right\}$, respectively. To demonstrate that

[^5]these conditions actually define a PP, just notice that the second, forth, and third conditions read respectively as: $A_{1}=1 \Longrightarrow B_{2}=1, B_{2}=1 \Longrightarrow A_{2}=0$, and $A_{2}=0 \Longrightarrow B_{1}=0$. Hence, for any global assignment compatible with these constrains we have $A_{1}=1 \Longrightarrow B_{1}=0$, meaning that $p_{11}(1,1)=0$, which contradicts the first condition. Therefore, the occurrence of (2.11) implies LC.

Example 10 (Cabello et al. PP). Cabello et al. inequality-free proof [33] is based on the occurrence of the following PP:

$$
\left\{\begin{array}{l}
p_{1}(0,1)>0  \tag{2.12}\\
p_{2}(1,1)=0 \\
p_{3}(0,0)=0 \\
p_{4}(1,1)=0 \\
p_{5}(0,0)=0
\end{array},\right.
$$

where $p_{\mu}$ denotes the joint probability for the context $\left\{M_{\mu}, M_{\mu+1}\right\}$ in the KCBS scenario. To demonstrate that (2.12) is actually a PP, just notice that the second, third, forth, and fifth conditions read respectively as: $M_{2}=1 \Longrightarrow M_{3}=0, M_{3}=0 \Longrightarrow M_{4}=1, M_{4}=1 \Longrightarrow M_{5}=0$, and $M_{5}=0 \Longrightarrow M_{1}=1$. Hence, for any global assignment compatible with these constrains we have $M_{2}=1 \Longrightarrow M_{1}=1$, meaning that $p_{1}(0,1)=0$, which contradicts the first condition. Therefore, the occurrence of (2.12) implies LC.

## Necessary and Sufficient Conditions for LC

Herein we aim at understanding, as general as possible, the connection between PP and LC. The building blocks of our discussion will be the $n$-cycle scenarios. As already mentioned, an $n$-cycle scenario consists of $n$ dichotomic measurements, $\left\{M_{1}, \ldots, M_{n}\right\}, O=\{0,1\}$, whose contexts are $C_{i}:=\left\{M_{i}, M_{i+1}\right\}$, where the sums in indexes are taken modulo $n$. The following theorem states necessary and sufficient conditions for LC in such scenarios.

Remark. In what follows, whenever we refer to the $n$-cycle scenarios, the sums in the indexes will be taken modulo $n$, where $n+1=1$. A joint probability distribution for the context $C_{i}$ will be denoted by $p_{i}$.

Theorem 10. A behavior for the $n$-cycle scenario is LC if, and only if, there exist $(a, b) \in O^{2}$ and $\left(\alpha_{1}, \ldots, \alpha_{n-2}\right) \in O^{n-2}$ such that

$$
\left\{\begin{array}{l}
p_{i}(a, b)>0  \tag{2.13}\\
p_{i+1}\left(b, \alpha_{1}\right)=0 \\
p_{i+2}\left(\neg \alpha_{1}, \alpha_{2}\right)=0 \\
\vdots \\
p_{i+n-1}\left(\neg \alpha_{n-2}, a\right)=0
\end{array}\right.
$$

for some $1 \leq i \leq n$.

Proof. First of all, let us demonstrate that the conditions (2.13) defines a PP. The second, third, ... conditions can be respectively read as: $M_{i+1}=b \Longrightarrow M_{i+2}=\neg \alpha_{1}, M_{i+2}=\neg \alpha_{1} \Longrightarrow M_{i+3}=\neg \alpha_{2}$, $M_{i+3}=\neg \alpha_{2} \Longrightarrow M_{i+4}=\neg \alpha_{3}, \ldots, M_{i+n-1}=\neg \alpha_{n-2} \Longrightarrow M_{i}=\neg a$. Therefore, for any global assignment compatible with these constrains we have $M_{i+1}=b \Longrightarrow M_{i}=\neg a$, meaning that $p_{i}(a, b)=0$, which contradicts the first condition. Therefore, the occurrence of (2.13) implies LC.

To prove the converse, consider the contrapositive of the statement, i.e. let us prove that non-occurrence of PP (2.13) implies logical noncontextuality. Non-occurrence of (2.13) means that

$$
\begin{align*}
\bar{p}_{i+1}\left(b, \alpha_{1}\right) & \vee\left(\bigvee_{j=2}^{n-2} \bar{p}_{i+j}\left(\neg \alpha_{j-1}, \alpha_{j}\right)\right) \\
& \vee \bar{p}_{i+n-1}\left(\neg \alpha_{n-2}, a\right)=1, \tag{2.14}
\end{align*}
$$

for all $\left(\alpha_{1}, \ldots, \alpha_{n-2}\right) \in O^{n-2}$ whenever $\bar{p}_{i}(a, b)=1$. For simplicity (but without loss of generality), consider $i=1$. Since $\bar{p}_{1}(a, b)=1$, ND [Eq. (2.4)] implies that

$$
\left\{\begin{array}{l}
\bar{p}_{2}\left(b, \alpha_{1}\right) \vee \bar{p}_{2}\left(b, \neg \alpha_{1}\right)=1  \tag{2.15}\\
\bar{p}_{n}\left(\alpha_{n-2}, a\right) \vee \bar{p}_{n}\left(\neg \alpha_{n-2}, a\right)=1
\end{array}\right.
$$

for all $\alpha_{1}, \alpha_{n-2} \in O$. From normalization condition to $\bar{p}_{3}$ and ND, it is always possible to find $\left(\beta_{1}, \ldots, \beta_{n-2}\right) \in O^{n-2}$ such that

$$
\begin{equation*}
\bar{p}_{3}\left(\beta_{1}, \beta_{2}\right)=\bar{p}_{4}\left(\beta_{2}, \beta_{3}\right)=\cdots=\bar{p}_{n-1}\left(\beta_{n-3}, \beta_{n-2}\right)=1 . \tag{2.16}
\end{equation*}
$$

Since $\bar{p}_{3}\left(\beta_{1}, \beta_{2}\right)=\bar{p}_{n-1}\left(\beta_{n-3}, \beta_{n-2}\right)=1$, from ND follows that

$$
\begin{align*}
& \left\{\begin{array}{l}
\bar{p}_{2}\left(b, \beta_{1}\right) \vee \bar{p}_{2}\left(b, \neg \beta_{1}\right)=1 \\
\bar{p}_{2}\left(b, \beta_{1}\right) \vee \bar{p}_{2}\left(\neg b, \beta_{1}\right)=1
\end{array},\right.  \tag{2.17a}\\
& \left\{\begin{array}{l}
\bar{p}_{n}\left(\beta_{n-2}, a\right) \vee \bar{p}_{n}\left(\neg \beta_{n-2}, a\right)=1 \\
\bar{p}_{n}\left(\beta_{n-2}, a\right) \vee \bar{p}_{n}\left(\beta_{n-2}, \neg a\right)=1
\end{array} .\right. \tag{2.17b}
\end{align*}
$$

In Eq. (2.17) we have a set of Boolean equations that need to be simultaneously satisfied. A trivial solution of Eqs. (2.17) is

$$
\begin{equation*}
\bar{p}_{2}\left(b, \beta_{1}\right)=\bar{p}_{n}\left(\beta_{n-2}, a\right)=1 . \tag{2.18}
\end{equation*}
$$

From Eqs. (2.16), (2.18), and the fact that $\bar{p}_{1}(a, b)=1$, it follows that, in this considered case, $\left(a, b, \beta_{1}, \ldots, \beta_{n-2}\right)$ is a global assignment. Hence, from theorem 9 , the associated behavior is logically NC. Suppose that the most non-trivial case occurs (the other possible cases may be proved in a similar way to what we will consider), that is

$$
\begin{align*}
\bar{p}_{2}\left(b, \neg \beta_{1}\right) & =\bar{p}_{2}\left(\neg b, \beta_{1}\right) \\
& =\bar{p}_{n}\left(\neg \beta_{n-2}, a\right)=\bar{p}_{n}\left(\beta_{n-2}, \neg a\right)=1, \tag{2.19}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{p}_{2}\left(b, \beta_{1}\right)=\bar{p}_{n}\left(\beta_{n-2}, a\right)=0 . \tag{2.20}
\end{equation*}
$$

Taking $\alpha_{1}=\beta_{1}$ and $\alpha_{n-2}=\neg \beta_{n-2}$ in Eq. (2.14), the non-occurrence of (2.13) reads

$$
\begin{align*}
\bar{p}_{3}\left(\neg \beta_{1}, \alpha_{2}\right) & \vee\left(\bigvee_{j=4}^{n-2} \bar{p}_{j}\left(\neg \alpha_{j-2}, \alpha_{j-1}\right)\right) \\
& \vee \bar{p}_{n-1}\left(\neg \alpha_{n-3}, \neg \beta_{n-2}\right)=1 . \tag{2.21}
\end{align*}
$$

Since from Eq. (2.19), $\bar{p}_{2}\left(b, \neg \beta_{1}\right)=1$, the ND condition implies that

$$
\begin{equation*}
\bar{p}_{3}\left(\neg \beta_{1}, \beta_{2}^{\prime}\right)=\cdots=\bar{p}_{n-1}\left(\beta_{n-3}^{\prime}, \beta_{n-2}^{\prime}\right)=1, \tag{2.22}
\end{equation*}
$$

for some $\left(\beta_{2}^{\prime}, \ldots, \beta_{n-2}^{\prime}\right) \in O^{n-4}$. If $\beta_{n-2}^{\prime}=\neg \beta_{n-2}$, then $\left(a, b, \neg \beta_{1}, \beta_{2}^{\prime}, \ldots, \beta_{n-3}^{\prime}, \neg \beta_{n-2}\right)$ is a global assignment, and then, from theorem 9 , the associated behaviour is logically NC. Consider the other possible case, i.e.

$$
\begin{equation*}
\bar{p}_{n-1}\left(\beta_{n-3}^{\prime}, \neg \beta_{n-2}\right)=0 . \tag{2.23}
\end{equation*}
$$

Since $\bar{p}_{n}\left(\neg \beta_{n-2}, a\right)=1$, from (2.4) and (2.15), we must have that

$$
\begin{equation*}
\bar{p}_{n-1}\left(\neg \beta_{n-3}^{\prime}, \neg \beta_{n-2}\right)=1 . \tag{2.24}
\end{equation*}
$$

If $\beta_{n-3}^{\prime}=\neg \beta_{n-3}$, the above equation, the fact that $\bar{p}_{1}(a, b)=1$, and Eq. (2.22) imply that $\left(a, b, \neg \beta_{1}, \ldots, \beta_{n-3}, \neg \beta_{n-2}\right)$ is a global assignment. Suppose $\beta_{3}^{\prime}=\beta_{3}$. Thus, the application of ND condition (2.4) to (2.24) yields

$$
\begin{equation*}
\bar{p}_{n-2}\left(\beta_{n-4}, \neg \beta_{n-3}\right) \vee \bar{p}_{n-2}\left(\neg \beta_{n-4}, \neg \beta_{n-3}\right)=1 . \tag{2.25}
\end{equation*}
$$

If $\bar{p}_{n-2}\left(\beta_{n-4}, \neg \beta_{n-3}\right)=1$, then $\left(a, b, \neg \beta_{1}, \beta_{2}, \ldots, \beta_{n-4}, \neg \beta_{n-3}, \neg \beta_{n-2}\right)$ is a global assignment, and, from theorem 9, we have logical NC. Consider again the case where it does not occur, i.e.

$$
\begin{equation*}
\bar{p}_{n-2}\left(\beta_{n-4}, \neg \beta_{n-3}\right)=0 . \tag{2.26}
\end{equation*}
$$

If we keep repeating this process, always choosing solutions that do not allow the construction of a global assignment, we will have

$$
\begin{align*}
\bar{p}_{n-1}\left(\beta_{n-3}, \neg \beta_{n-2}\right) & =\bar{p}_{n-2}\left(\beta_{n-4}, \neg \beta_{n-3}\right) \\
& =\cdots=\bar{p}_{3}\left(\beta_{1}, \neg \beta_{2}\right)=0 . \tag{2.27}
\end{align*}
$$

However, the application of De-Morgan's law to the above equation direct shows that it contradicts Eq. (2.21), and then the initial hypothesis of non-occurrence of (2.13). Therefore, the non-occurrence of the conditions (2.13) in the $n$-cycle scenario implies logical NC.

An immediate consequence of theorem 10 is that in the bipartite Bell scenario ( $2,2,2$ ), the occurrence of generalizations of the Hardy's PP (2.11) is necessary and sufficient for logical nonlocality.
Remark. In what follows, whenever we refer to a bipartite Bell scenario ( $2, k, 2$ ), we will consider that one part (Alice) has the measurements $\left\{A_{1}, \ldots, A_{k}\right\}$, while the other (Bob) has $\left\{B_{1}, \ldots, B_{k}\right\}$. We will denote by $p_{\mu \nu}$ the joint probability distribution for the context $\left\{A_{\mu}, B_{\nu}\right\}$.


Figure 2.3: Compatibility graph of two coupled cycles with $n_{1}$ and $n_{2}$ vertices sharing $n$ of those.

Corollary. For the Bell scenario (2,2,2), a behavior is LC if, and only if, there exists a joint outcome $(a, b) \in O^{2}$ and $\left(\alpha_{1}, \alpha_{2}\right) \in O^{2}$ such that

$$
\left\{\begin{array}{l}
p_{i j}(a, b)>0  \tag{2.28}\\
p_{k j}\left(\alpha_{1}, b\right)=0 \\
p_{i \ell}\left(a, \alpha_{2}\right)=0 \\
p_{k \ell}\left(\neg \alpha_{1}, \neg \alpha_{2}\right)=0
\end{array}\right.
$$

where $i \neq k$ and $j \neq \ell$.
Proof. Just notice that the Bell scenario $(2,2,2)$ is the 4 -cycle scenario if one defines $M_{1}=A_{1}$, $M_{2}=B_{1}, M_{3}=A_{2}$, and $M_{4}=B_{2}$. Hence, theorem 10 can be immediately applied.

A less trivial consequence of theorem 10 is that the PP (2.13) has a "universality" on simple scenarios. At this point, it is important to recall the Vorob'yev theorem [48,49], which states that acyclic scenarios are contextuality-free [46]. The following theorem states that, in non-acyclic simple scenarios, we just need to look for their cycles induced subgraphs in order to detect LC.

Theorem 11. In a simple scenario which is not free of cycles, the occurrence of the PP (2.13) in one of its cycles is necessary and sufficient for LC.

Proof. From the same argument presented in the proof of theorem 10, the occurrence of (2.13) implies LC. To prove the converse, consider the contrapositive of the statement, i.e. let us assume that no such PPs occur and then show that it implies logical NC.

First of all, consider the simplest situation, where the scenario has only one cycle. In this considered case, the non-occurrence of (2.13) implies that it is always possible to find $\left(a_{1}, \ldots, a_{n}\right) \in O^{n}$ such that $\bar{p}_{1}\left(a_{1}, a_{2}\right)=\cdots=\bar{p}_{n}\left(a_{n}, a_{1}\right)=1$, where $\bar{p}_{k}$ denotes the joint possibility distribution for the context $\left\{M_{k}, M_{k+1}\right\}$ in the cycle. We can always extend any of these assignments to the other measurements in the scenario by using the ND condition [Eq. (2.4)]. Therefore, the non-occurrence of (2.13) in the cycle implies logical NC. The same can be concluded for a scenario with an arbitrary number of disjoint cycles.

Finally, consider the case where there are coupled cycles. For simplicity consider two cycles with $n_{1}$ and $n_{2}$ vertices sharing $n$ of those. In this scenario it is easy to see that
there are three possible cycles: two cycles with $n_{1}$ and $n_{2}$ vertices and an external cycle with $N:=n_{1}+n_{2}+2(1-n)$ vertices (see Fig. 2.1). From Theorem 10, the absence of PP (2.13) in the external cycle implies that it is possible to give an assignment $\left(a_{1}, \ldots, a_{N}\right)$ such that $\bar{p}_{1}\left(a_{1}, a_{2}\right)=\bar{p}_{2}\left(a_{2}, a_{3}\right)=\cdots=\bar{p}_{N}\left(a_{N}, a_{1}\right)=1$, where $\bar{p}_{i}$ denotes the joint possibility distribution for the context $\left\{M_{i}, M_{i+1}\right\}$ in the external cycle. Applying the non-disturbance condition, we can extend this assignment in the following way: $\bar{p}_{1}^{\prime}\left(a_{k}, \alpha_{2}\right)=\bar{p}_{2}^{\prime}\left(\alpha_{2}, \alpha_{3}\right)=\cdots=\bar{p}_{n-2}^{\prime}\left(\alpha_{n-2}, \alpha_{n-1}\right)=$ $\bar{p}_{n-1}^{\prime}\left(\alpha_{n-1}, \alpha_{n}\right)=1$, where $\bar{p}_{i}^{\prime}$ denotes the joint probability distributions for the context $C_{i}^{\prime}$ (see Fig. 2.1). If $\alpha_{n}=a_{k+n_{2}-n+1}$, then $\left(a_{1}, \ldots, a_{N}, \alpha_{2}, \ldots, \alpha_{n-1}\right)$ is a global assignment, and the theorem is proved. Let us assume that the non-trivial case occurs, that is $p_{n-1}^{\prime}\left(\alpha_{n-1}, a_{k+n_{2}-n+1}\right)=0$. Since $\bar{p}_{k+n_{2}-n+1}\left(a_{k+n_{2}-n}, a_{k+n_{2}-n+1}\right)=1$, from ND condition, $\bar{p}_{n-1}^{\prime}\left(\neg \alpha_{n-1}, a_{k+n_{2}-n+1}\right)=1$. Applying ND condition to $\bar{p}_{n-1}^{\prime}\left(\neg \alpha_{n-1}, a_{k+n_{2}-n+1}\right)=1$ we have

$$
\begin{equation*}
\bar{p}_{n-2}^{\prime}\left(\alpha_{n-2}, \neg \alpha_{n-1}\right) \vee \bar{p}_{n-2}^{\prime}\left(\neg \alpha_{n-2}, \neg \alpha_{n-1}\right)=1 . \tag{2.29}
\end{equation*}
$$

If $\bar{p}_{n-2}^{\prime}\left(\alpha_{n-2}, \neg \alpha_{n-1}\right)=1,\left(a_{1}, \ldots, a_{n}, \alpha_{2}, \ldots, \alpha_{n-2}, \neg \alpha_{n-1}\right)$ is a global assignment, and then the theorem is proved. Consider again the non-trivial case: $\bar{p}_{n-2}^{\prime}\left(\alpha_{n-2} \cdot \neg \alpha_{n-1}\right)=0$. Until here we have

$$
\begin{equation*}
\bar{p}_{n-1}^{\prime}\left(\alpha_{n-1}, a_{k+n_{2}-n+1}\right)=\bar{p}_{n-2}^{\prime}\left(\alpha_{n-2}, \neg \alpha_{1}\right)=0 . \tag{2.30}
\end{equation*}
$$

Hence, it is easy to see that if we continue this process, always taking the solution in which the theorem is not proved, at the end of the day we will construct a condition (2.13) in at least one of the cycles. Therefore, the absence of a PP (2.13) in all cycles implies logical NC.

This result can be extended to any simple scenario with an arbitrary number of cycles (coupled or not). For that, it is enough that we apply the same arguments above for each pair of coupled cycles of the scenario.

Corollary. For the bipartite Bell scenario (2,k,2), a behavior is LC if, and only if, the following conditions,

$$
\left\{\begin{array}{l}
p_{i j}(a, b)>0  \tag{2.31}\\
p_{m j}\left(\alpha_{1}, b\right)=0 \\
p_{i \ell}\left(a, \alpha_{2}\right)=0 \\
p_{m \ell}\left(\neg \alpha_{1}, \neg \alpha_{2}\right)=0
\end{array}\right.
$$

hold, where $i \neq m$ and $j \neq \ell$.
Proof. The Bell scenario $(2, k, 2)$ consists of $[k(k-1) / 2]^{2}$ coupled cycles with four vertices (see Fig. 2.4). Notice that for any pair of coupled 4-cycles, the external cycle is also a 4 -cycle (see proof of theorem 11 and Fig. 2.4). Each choice of indexes in (2.31) defines a possible PP (2.13) in one of the possible 4-cycle subgraphs. Therefore the assumption follows as a directly consequence of theorem 11 and corollary 2.2.

An useful way to draw the compatibility graph of bipartite Bell scenarios emphasizing their cycles is to represent the measurements by vertices on two different diagonal lines. Since this graph is bipartite, we connect two vertices if, and only if, they belong to different lines (see Fig. 2.4). From that construction, it is very clear that a Bell-type scenario $(2, k, 2)$ has cycles of up to $2 k$ vertices as induced subgraphs. In each of these cycles, it is possible to construct a


Figure 2.4: Compatibility graph of bipartite Bell scenarios. (a) $(2,2, \ell)$; (b) $(2,4, \ell)$.

PP (2.13). There is an inequality-free proof for quantum nonlocality based on this construction, called Hardy ladder proof, since the Boschi et al. contribution [34]. It should be stressed that the occurrence of these PP implies the occurrence of (2.31). This fact is a consequence of the completeness given by Corolary 2.2, or can be proved directly (cf. Ref. [40]).

## Possibilistic Paradoxes With Several Outcomes

So far we have demonstrated that the occurrence of a specific kind of PPs is a necessary and sufficient condition for LC. Such a result applies for every simple scenario with dichotomic measurements. Our goal in this master thesis is to state results as general as possible. So, a natural question is whether it is possible to extend these results for scenarios where the measurements are not dichotomic. As argued by Mansfield and Fritz [40] to the Bell scenarios ( $2, k, \ell$ ) the answer is no. However, we can shed some light on this issue, at least in a restricted class of scenarios. Such scenarios are the "generalized" $n$-cycle ones, where we have measurements with more than two possible outcomes.

Theorem 12. In a generalized n-cycle scenario, where each measurement has $\ell$ possible outcomes, a behavior is LC if, and only if there exists $(a, b) \in O^{2}$ such that

$$
\begin{equation*}
\bar{p}_{\mu}(a, b)=1, \tag{2.32}
\end{equation*}
$$

together with $\left(\alpha_{i}^{1}, \ldots, \alpha_{i}^{\ell}\right) \in O^{\ell}$ such that

$$
\begin{align*}
\bigvee_{i=1}^{m_{1}} \bar{p}_{\mu+1}\left(b, \alpha_{1}^{i}\right) \vee & \bigvee_{i=m_{1}+1}^{\ell} \bigvee_{j=1}^{m_{2}} \bar{p}_{\mu+2}\left(\alpha_{1}^{i}, \alpha_{2}^{j}\right) \\
& \vee \cdots \vee \bigvee_{i=m_{v}+1}^{\ell} \bigvee_{j=1}^{m_{v+1}} \bar{p}_{\mu+v-1}\left(\alpha_{v}^{i}, \alpha_{v+1}^{j}\right) \\
& \vee \cdots \vee \bigvee_{i=m_{n-2}+1}^{\ell} \bar{p}_{\mu+n-1}\left(\alpha_{n-2}^{i}, a\right)=0 \tag{2.33}
\end{align*}
$$

$\alpha_{i}^{x} \neq \alpha_{i}^{y}$ if $x \neq y, m_{i} \leq \ell, i \leq n-2$.

Proof. From arguments similar to those presented so far, it is straightforward to verify that the simultaneous occurrence of conditions in Eqs. (2.32) and (2.33) implies LC. More precisely, for any global assignment compatible with the condition of Eq. (2.33) we must have that $\bar{p}_{\mu}(a, b)=0$, which contradicts (2.32). Now suppose that a given behavior is LC. From theorem 10 it implies that some PP (2.13) must occur with some pair of outcomes, say $\{a, b\} \subseteq O$ where $\neg a:=b$ and $\neg b:=a$. Otherwise it would be possible to build a global assignment of the form $\left(x_{1}, \ldots, x_{n}\right) \in\{a, b\}^{n}$. However, PP (2.13) is equivalent to the conditions of Eq. (2.32) together with Eq. (2.33) taking $m_{1}=\cdots=m_{n-2}=1$.

If we restrict our attention to the bipartite Bell scenarios, we recover Mansfield and Fritz's results [40]. In that paper, the authors demonstrated that the non-occurrence of a "coarsegrained Hardy paradox" is equivalent to LC in the Bell scenarios $(2,2, \ell)$. This is exactly the same content of the theorem 12 if one takes $n=4$.

Theorem 12 states that the occurrence of a PP defined by (2.32) together with (2.33) is necessary and sufficient to LC in the generalized $n$-cycle scenarios. However, a much simpler way of constructing an inequality-free proof for contextuality, which is particularly interesting when dealing with quantum implementations, was proposed by Chen et al. [30].

Example 11 (Chen et al. PP). Chen et al. inequality-free proof [30] is constructed in a generalized 4-cycle scenario with $\ell$ possible outcomes, $O=\{0,1, \ldots, \ell-1\}$, and it is based on the following PP:

$$
\left\{\begin{array}{l}
p_{i}\left(a_{i}<a_{i+1}\right)>0  \tag{2.34}\\
p_{i+1}\left(a_{i+1}>a_{i+2}\right)=0 \\
p_{i+2}\left(a_{i+2}>a_{i+3}\right)=0 \\
p_{i+3}\left(a_{i+3}>a_{i}\right)=0
\end{array},\right.
$$

where

$$
\begin{align*}
p_{\mu}\left(a_{\mu}<a_{\mu+1}\right) & :=\sum_{x<y} p_{\mu}(x, y),  \tag{2.35a}\\
p_{\mu}\left(a_{\mu}>a_{\mu+1}\right) & :=\sum_{x>y} p_{\mu}(x, y) . \tag{2.35b}
\end{align*}
$$

In order to demonstrate that Eq. (2.34) actually defines a PP, consider, without loss of generality, $i=1$. Notice that if such conditions occurs, the last $n-1$ conditions imply that for any global assignment ( $a_{1}, a_{2}, a_{3}, a_{4}$ ) we must have that $a_{2} \leq a_{3} \leq a_{4} \leq a_{1}$. Therefore, we are enforced to conclude that $p_{1}\left(a_{1}<a_{2}\right)=0$, which contradicts the first condition. Therefore, the occurrence of the conditions of Eq. (2.34) implies LC.

### 2.3. Quantum Possibilistic Paradoxes

In this section we review some inequality-free proofs for contextuality and nonlocality, focusing on those realized in simple scenarios. The presentation of such results is not intended to be identical to the originals, but rather to present them emphasizing the concepts developed in the previous sections of this chapter.

## Hardy Nonlocality Paradox

The first example we will consider is the original Hardy's inequality-free proof for quantum nonlocality $[25,26]$. Consider a bipartite Bell scenario ( $2,2,2$ ), in which the parts, Alice and Bob, receive pairs of particles created at a common source (such as illustrated in Figure 1.3 (a)). Let $\left\{A_{1}, A_{2}\right\}$ and $\left\{B_{1}, B_{2}\right\}$ denote the measurements of Alice and Bob respectively, and let $p_{\mu \nu}$ denote the joint probability distribution for the context $\left\{A_{\mu}, B_{\nu}\right\}$.

As already mentioned [Example 9], Hardy's inequality-free proof is based on the occurrence of the following PP

$$
\left\{\begin{array}{l}
p_{11}(1,1)>0  \tag{2.36}\\
p_{21}(0,1)=0 \\
p_{12}(1,0)=0 \\
p_{22}(1,1)=0
\end{array}\right.
$$

Once the occurrence of these conditions implies nonlocality, one may ask if it is possible to realize them within quantum theory. As demonstrated by Hardy [26], it is possible to realize such conditions with an 2 -qubit system. For that, consider a pure state $|\eta\rangle \in \mathbb{C}^{2} \otimes \mathbb{C}^{2}$, whose Schmidt decomposition is

$$
\begin{equation*}
|\eta\rangle=\cos \alpha\left|e_{1}\right\rangle \otimes\left|f_{1}\right\rangle+\sin \alpha\left|e_{2}\right\rangle \otimes\left|f_{2}\right\rangle \tag{2.37}
\end{equation*}
$$

where $\left\{\left|e_{1}\right\rangle,\left|e_{2}\right\rangle\right\}$ and $\left\{\left|f_{1}\right\rangle,\left|f_{2}\right\rangle\right\}$ are orthonormal basis of $\mathbb{C}^{2}$, and $\alpha \in[0, \pi / 4]$. Consider that both Alice and Bob perform local projective measurements, in such a way that

$$
\begin{equation*}
A_{k}=\left|a_{k}\right\rangle\left\langle a_{k}\right| \otimes \mathbb{I}_{2} \quad \text { and } \quad B_{k}=\mathbb{I}_{2} \otimes\left|b_{k}\right\rangle\left\langle b_{k}\right|, \tag{2.38}
\end{equation*}
$$

for some vectors $\left|a_{k}\right\rangle$ and $\left|b_{k}\right\rangle$ of $\mathbb{C}^{2}, k \in\{1,2\}$. It is a straightforward (but somewhat laborious) calculation to demonstrate that the last three conditions of (2.36) imply that the vectors $\left|a_{k}\right\rangle$ and $\left|b_{k}\right\rangle$ must be the following

$$
\begin{align*}
& \left|a_{1}\right\rangle=\frac{(\sin \alpha)^{\frac{3}{2}}\left|e_{1}\right\rangle+\mathrm{i}(\cos \alpha)^{\frac{3}{2}}\left|e_{2}\right\rangle}{\sqrt{(\sin \alpha)^{3}+(\cos \alpha)^{3}}},  \tag{2.39a}\\
& \left|a_{2}\right\rangle=\frac{(\sin \alpha)^{\frac{1}{2}}\left|e_{1}\right\rangle+\mathrm{i}(\cos \alpha)^{\frac{1}{2}}\left|e_{2}\right\rangle}{\sqrt{\sin \alpha+\cos \alpha}},  \tag{2.39b}\\
& \left|b_{1}\right\rangle=\frac{(\sin \alpha)^{\frac{3}{2}}\left|f_{1}\right\rangle+\mathrm{i}(\cos \alpha)^{\frac{3}{2}}\left|f_{2}\right\rangle}{\sqrt{(\sin \alpha)^{3}+(\cos \alpha)^{3}}},  \tag{2.39c}\\
& \left|b_{2}\right\rangle=\frac{(\sin \alpha)^{\frac{1}{2}}\left|f_{1}\right\rangle+\mathrm{i}(\cos \alpha)^{\frac{1}{2}}\left|f_{2}\right\rangle}{\sqrt{\sin \alpha+\cos \alpha}} . \tag{2.39d}
\end{align*}
$$

Therefore, we conclude that $p_{21}(0,1)=p_{12}(1,0)=p_{22}(1,1)=0$ and, from Eqs. (2.37-2.39),

$$
\begin{equation*}
p_{11}(1,1)=\left(\frac{\cos \alpha(\sin \alpha)^{3}-\sin \alpha(\cos \alpha)^{3}}{(\cos \alpha)^{3}+(\sin \alpha)^{3}}\right)^{2} \tag{2.40}
\end{equation*}
$$

which is strictly larger than zero if $\alpha \notin\{0, \pi / 4\}$.

The discussion above demonstrates that the PP (2.36) can be realized by 2-qubit systems for almost all entangled pure state, with the exception of the maximally entangled states. This demonstration of quantum nonlocality is known as Hardy nonlocality paradox. For mixed states, in turn, Hardy's argument does not hold [97]. In fact, notice that from the last three conditions of (2.36), the state vector $|\eta\rangle$ must be orthogonal to $\left|a_{1}\right\rangle \otimes\left|\tilde{b}_{2}\right\rangle,\left|\tilde{a}_{2}\right\rangle \otimes\left|b_{1}\right\rangle$, and $\left|a_{2}\right\rangle \otimes\left|b_{2}\right\rangle$, where $\left\langle a_{i} \mid \tilde{a}_{i}\right\rangle=\left\langle b_{i} \mid \tilde{b}_{i}\right\rangle=0$. Since these three vectors are linearly independent, once they are given, the state vector $|\eta\rangle$ is unique. Therefore, no mixed state is able to produce a Hardy nonlocality paradox (at least in a 2-qubit system).

It is possible to construct the Hardy nonlocality paradox starting from measurements instead of a state [98]. For that, consider two pairs of local projective measurements $A_{i}=\left|a_{i}\right\rangle\left\langle a_{i}\right| \otimes \mathbb{I}_{2}$ and $B_{i}=\mathbb{I}_{2} \otimes\left|b_{i}\right\rangle\left\langle b_{i}\right|, i \in\{1,2\}$. From the last three conditions of (2.36), the state vector $|\eta\rangle$ must be orthogonal to $\left|a_{1}\right\rangle \otimes\left|\tilde{b}_{2}\right\rangle,\left|\tilde{a}_{2}\right\rangle \otimes\left|b_{1}\right\rangle$, and $\left|a_{2}\right\rangle \otimes\left|b_{2}\right\rangle$, where $\left\langle a_{i} \mid \tilde{a}_{i}\right\rangle=\left\langle b_{i} \mid \tilde{b}_{i}\right\rangle=0$. Hence, in the basis $\left\{\left|a_{2}\right\rangle \otimes\left|b_{2}\right\rangle,\left|\tilde{a}_{2}\right\rangle \otimes\left|b_{2}\right\rangle,\left|a_{2}\right\rangle \otimes\left|\tilde{b}_{2}\right\rangle,\left|\tilde{a}_{2}\right\rangle \otimes\left|\tilde{b}_{2}\right\rangle\right\}$ of $\mathbb{C}^{2} \otimes \mathbb{C}^{2},|\eta\rangle$ is written (up to normalization) as

$$
\begin{equation*}
|\eta\rangle=\alpha\left|\tilde{a}_{2}\right\rangle \otimes\left|b_{2}\right\rangle+\beta\left|a_{2}\right\rangle \otimes\left|\tilde{b}_{2}\right\rangle+\gamma\left|\tilde{a}_{2}\right\rangle \otimes\left|\tilde{b}_{2}\right\rangle, \tag{2.41}
\end{equation*}
$$

where $\alpha=\left\langle b_{2} \mid \tilde{b_{1}}\right\rangle, \beta=\left\langle a_{2} \mid \tilde{a_{1}}\right\rangle$, and $\gamma=\left\langle a_{1} \mid a_{2}\right\rangle=\left\langle b_{1} \mid b_{2}\right\rangle$. The last condition, $\left\langle a_{1} \mid a_{2}\right\rangle=\left\langle b_{1} \mid b_{2}\right\rangle$, means that Alice's measurements may differ from Bob's ones only by a unitary. In addition, from (2.41) it follows that

$$
\begin{equation*}
p_{11}(1,1)=\mid\left.\left(\left\langle a_{1}\right| \otimes\left\langle b_{1}\right|\right)|\eta\rangle\right|^{2}=\left|\left\langle a_{2} \mid \tilde{a_{1}}\right\rangle\left\langle b_{1} \mid \tilde{b}_{2}\right\rangle\left\langle a_{1} \mid a_{2}\right\rangle\right|^{2}, \tag{2.42}
\end{equation*}
$$

which is different from zero for a suitable choice of vectors. In particular, we need to require that $\left[A_{1}, A_{2}\right] \neq 0$ and $\left[B_{1}, B_{2}\right] \neq 0$, otherwise at least one of the inner products on the right-hand side of Eq. (2.42) will be equal to zero. It is very easy to verify that if one impose $p_{11}(1,1)>0$ in Eq. (2.42), then the associate state vector $|\eta\rangle$ will be neither a product nor a maximally entangled state. In fact, if $\left\langle a_{2} \mid \tilde{a}_{1}\right\rangle\left\langle b_{1} \mid \tilde{b}_{2}\right\rangle=0$ then $|\eta\rangle \in\left\{\left|\tilde{a}_{1}\right\rangle \otimes\left|\tilde{b}_{2}\right\rangle,\left|\tilde{a}_{2}\right\rangle \otimes\left|\tilde{b}_{1}\right\rangle\right\}$, that is $|\eta\rangle$ is a product state; if $\left\langle a_{1} \mid a_{2}\right\rangle=0$ then $|\eta\rangle=\left|\tilde{a}_{2}\right\rangle \otimes\left|b_{2}\right\rangle+\left|\tilde{a}_{1}\right\rangle \otimes\left|\tilde{b}_{2}\right\rangle$, which is a maximally entangled state, since $\left\langle\tilde{a}_{2} \mid \tilde{a}_{1}\right\rangle=0$ whenever $\left\langle a_{1} \mid a_{2}\right\rangle=0$. In summary, we conclude that if Alice and Bob each have a pair of incompatible measurements, with Alice's measurements differing from the Bob's ones by a unitary, then it is possible to define a state (which will be entangled but not maximally entangled) in such a way that the conditions (2.36) are satisfied.

The contradiction between (2.36) and locality arise due to the fact that the probability $p_{11}(1,1)$ is strictly larger than zero ${ }^{2}$. So, it may be interesting to know what is the largest value that such a probability can assume in different situations. For a 2-qubit system, for instance, we have

$$
\begin{equation*}
p_{11}(1,1) \leq \max _{\alpha \in[0, \pi / 4]}\left(\frac{\cos \alpha(\sin \alpha)^{3}-\sin \alpha(\cos \alpha)^{3}}{(\cos \alpha)^{3}+(\sin \alpha)^{3}}\right)^{2}=\frac{5 \sqrt{5}-11}{2} \approx 9 \% . \tag{2.43}
\end{equation*}
$$

It means that, although Hardy's nonlocality be qualitatively strong, its discrepancy with classical predictions is quantitatively small. There are two possible strategies to work around this problem in bipartite Bell scenarios: to consider more measurements per part or to consider measurements with more than two possible outcomes. These two possibilities will be discussed in the following sections.
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Figure 2.5: Non-zero probability of Hardy nonlocality paradox [Eq. 2.40].

The property used to construct the Hardy nonlocality paradox was basically orthogonality. So, one may think in use a high-dimensional Hilbert space maintaining the scenario. Of course, a Hilbert space with high dimension allows much more "orthogonality arguments" than a lower dimensional one. Unfortunately, this strategy does not work for this problem. In other words, the maximum value of the probability $p_{11}(1,1)$ in $(2.36)$ is $(5 \sqrt{5}-11) / 2$ independently of the Hilbert space dimension [99]. That is, this value is a Tsirelson-like bound for Hardy nonlocality paradox.

## Hardy Ladder Paradox

In the previous section we have concluded that Hardy nonlocality paradox does not provide quantitatively large violations of classical predictions. A possible strategy to get around this difficulty is to modify the scenario including more measurements for each part. In particular, here we will deal with the quantum implementations of the Hardy ladder paradoxes [34, 100].

Hardy ladder paradox generalizes Hardy nonlocality paradox for bipartite Bell scenarios $(2, k, 2)$. This inequality-free proof is based on the occurrence of the following PP:

$$
\left\{\begin{array}{l}
p_{11}(1,1)>0  \tag{2.44}\\
P_{12}(0,1)=0 \\
p_{23}(0,1)=0 \\
\vdots \\
p_{k-1, k}(0,1)=0 \\
p_{k, k}(1,1)=0 \\
p_{k, k-1}(1,0)=0 \\
\vdots \\
p_{32}(1,0)=0 \\
p_{21}(1,0)=0
\end{array} .\right.
$$

The above set of possibilistic conditions is a possibilistic paradox of the form of Eq. (2.13) defined in one of the $2 k$-cycle induced subgraphs of $\mathfrak{B}_{n ; k}$. Thus, it actually defines a PP.

As in the previous section, consider a 2-qubit system in an arbitrary pure state $|\eta\rangle$, whose Schmidt decomposition reads

$$
\begin{equation*}
|\eta\rangle=\cos \alpha\left|e_{1}\right\rangle \otimes\left|f_{1}\right\rangle+\sin \alpha\left|e_{2}\right\rangle \otimes\left|f_{2}\right\rangle \tag{2.45}
\end{equation*}
$$

where $\left\{\left|e_{1}\right\rangle,\left|e_{2}\right\rangle\right\}$ and $\left\{\left|f_{1}\right\rangle,\left|f_{2}\right\rangle\right\}$ are orthonormal basis of $\mathbb{C}^{2}$, and $\alpha \in[0, \pi / 4]$. For $1 \leq k \leq n / 2$, define

$$
\begin{align*}
\left|a_{j-k+1}\right\rangle & =\frac{(-1)^{j}(\cos \alpha)^{j-\frac{1}{2}}\left|e_{1}\right\rangle+\mathrm{i}(\sin \alpha)^{j-\frac{1}{2}}\left|e_{2}\right\rangle}{\sqrt{(\cos \alpha)^{2 j-1}+(\sin \alpha)^{2 j-1}}},  \tag{2.46a}\\
\left|b_{j-k+1}\right\rangle & =\frac{(-1)^{j}(\cos \alpha)^{j-\frac{1}{2}}\left|f_{1}\right\rangle+\mathrm{i}(\sin \alpha)^{j-\frac{1}{2}}\left|f_{2}\right\rangle}{\sqrt{(\cos \alpha)^{2 j-1}+(\sin \alpha)^{2 j-1}}} \tag{2.46b}
\end{align*}
$$

and the local projective measurements

$$
\begin{equation*}
A_{j}=\left|a_{j}\right\rangle\left\langle a_{j}\right| \otimes \mathbb{I}_{2} \quad \text { and } \quad B_{j}=\mathbb{I}_{2} \otimes\left|b_{j}\right\rangle\left\langle b_{j}\right|, \tag{2.47}
\end{equation*}
$$

where $j \in[k]$. The vectors in Eq. (2.46) was defined in such a way that the conditions (2.44) are satisfied. In addition, from (2.45-2.46),

$$
\begin{equation*}
p_{11}(1,1)=\left(\frac{\sin \alpha(\cos \alpha)^{2 k-1}-\cos \alpha(\sin \alpha)^{2 k-1}}{(\cos \alpha)^{2 k-1}+(\sin \alpha)^{2 k-1}}\right)^{2} . \tag{2.48}
\end{equation*}
$$

As in Hardy's nonlocality paradox, the above probability is non-zero whenever $\alpha \notin\{0, \pi / 4\}$, which implies that the state vector $|\eta\rangle$ is neither a product nor a maximally entangled state.

Hardy ladder paradox is a generalization of the Hardy nonlocality paradox (which correspond to $k=2$ ). In addition, the maximum value of the probability $p_{11}(1,1)$ in Eq. (2.48) grows monotonically and rapidly with $k$. For $k=3$, for instance, its value is $\approx 17.5 \%$, which is almost twice the corresponding value for $k=2$. As in the case where $k=2$, for all $k \in \mathbb{N}$, no mixed states can be used to construct a Hardy ladder paradox.

## Chen et al. Paradox

Another possible way to increase quantum violations in inequality-free proofs is to consider measurements with more than two outcomes. Consider the bipartite Bell scenario ( $2,2, \ell$ ), where Alice's measurements are $\left\{A_{1}, A_{2}\right\}$ while Bob's ones are $\left\{B_{1}, B_{2}\right\}$. As in the previous sections, $p_{\mu \nu}$ denotes the joint probability distribution for the context $\left\{A_{\mu}, B_{\nu}\right\}$. For that scenario, a possible generalization of the conditions (2.36) are the following:

$$
\left\{\begin{array}{l}
p_{11}\left(a_{1}<b_{1}\right)>0  \tag{2.49}\\
p_{21}\left(a_{2}<b_{1}\right)=0 \\
p_{12}\left(a_{1}<b_{2}\right)=0 \\
p_{22}\left(a_{2}>b_{2}\right)=0
\end{array}\right.
$$

where

$$
\begin{equation*}
p_{\mu \nu}\left(a_{\mu}<b_{\nu}\right)=\sum_{x<y} p_{\mu \nu}(x, y), \quad \text { and } \quad p_{\mu \nu}\left(a_{\mu}>b_{\nu}\right)=\sum_{x>y} p_{\mu \nu}(x, y) . \tag{2.50}
\end{equation*}
$$

If one assumes locality, the occurrence of the last three conditions of (2.49) implies that $a_{1} \leq$ $b_{2} \leq a_{2} \leq b_{1}$, and then $a_{1} \leq b_{1}$ or $p_{11}\left(a_{1}<b_{1}\right)=0$. Therefore, the occurrence of (2.49) implies nonlocality, in particular logical nonlocality.

The alternative in (2.49) formulation was proposed by J. Chen et al. in 2013 [30]. In addition to propose such conditions, they also have shown possible quantum realizations of it in a very simple way. Consider a 2-qudit system in an arbitrary state $|\eta\rangle \in \mathbb{C}^{d} \otimes \mathbb{C}^{d}$,

$$
\begin{equation*}
|\eta\rangle=\sum_{i=1}^{d} \sum_{j=1}^{d} h_{i j}\left|e_{i}\right\rangle \otimes\left|f_{j}\right\rangle, \tag{2.51}
\end{equation*}
$$

where $\left\{\left|e_{1}\right\rangle, \ldots,\left|e_{d}\right\rangle\right\}$ and $\left\{\left|f_{1}\right\rangle, \ldots,\left|f_{d}\right\rangle\right\}$ are orthonormal basis of $\mathbb{C}^{d}$. The state $|\eta\rangle$ are completely defined by the $d \times d$ complex matrix $H$ whose entries are $h_{i j}$. In the considered scenario, both Alice and Bob have two measurements available. Consider that Alice's measurements are $A_{1}$ and $A_{2}$, with projectors $\left\{\Pi_{o}^{i}: o \in[\ell]\right\}, i \in\{1,2\}$, while Bob's ones are $B_{1}$ and $B_{2}$ with projectors $\left\{\Phi_{o}^{i}: o \in[\ell]\right\}, i \in\{1,2\}$. Thus, the probability of obtaining a joint outcome ( $m, n$ ) when measuring the system in an state $\rho$ will be

$$
\begin{equation*}
p_{\mu \nu}(m, n)=\operatorname{Tr}\left(\Pi_{m}^{\mu} \otimes \Phi_{n}^{\nu} \rho\right) . \tag{2.52}
\end{equation*}
$$

Without loss of generality, we can consider $\Pi_{i}^{1}=\left|e_{i}\right\rangle\left\langle e_{i}\right|$ and $\Phi_{i}^{1}=\left|f_{i}\right\rangle\left\langle f_{i}\right|$, where the vectors $\left|e_{i}\right\rangle$ and $\left|f_{i}\right\rangle$ are the same of Eq. (2.51). Hence, with this choice of vectors, the conditions (2.49) implies that $h_{i j}=0$ for $i>j$, that is $H$ is an upper triangular matrix. Leaving aside some details, it is possible to demonstrate that the maximum possible value for the non-zero probability in Eq. (2.49) increases with the number of possible outputs $\ell$. In particular, for $\ell=2$ we recover the usual Hardy nonlocality paradox. For $\ell=3$, the maximum value for the nonzero probability in Eq. (2.49) is $\approx 14 \%$, for $\ell=4$ is $\approx 17.6 \%$, and so on.

Therefore, we conclude that Chen et al strategy really works well to increase the violation in Hardy-like paradoxes. The only problem with this approach is that optimization over all possible projectors is quite computationally costly. Despite this problem, this form of non-locality was verified experimentally in Ref. [38].

## Hardy-Like Proofs to Quantum Contextuality

In Ref. [33] the authors proposed a Hardy-like demonstration of quantum contextuality in a scenario without space-like separation, namely the KCBS scenario. The basic idea was to provide a demonstration having all good properties of the Hardy-like proofs for nonlocality, namely to be inequality-free and to be as simple as possible. Here we will consider such demonstrations in the odd-cycle scenarios, following Ref. [41].

Let $n \geq 5$ odd, consider a qutrit system prepared in an arbitrary pure state $|\eta\rangle$, and define $\left\{\left|v_{1}\right\rangle, \ldots,\left|v_{n}\right\rangle\right\} \subset \mathbb{C}^{3}$ such that $\left|v_{3}\right\rangle$ is (almost) arbitrary (we just need to require $\left\langle v_{3} \mid \eta\right\rangle \neq 0$ ), and

$$
\begin{align*}
\left|v_{4}\right\rangle & =\frac{\mathbb{I}-\left|v_{3}\right\rangle\left\langle v_{3}\right|}{\sqrt{1-\left|\left\langle\eta \mid v_{3}\right\rangle\right|^{2}}}|\eta\rangle,  \tag{2.53a}\\
\left|v_{k}\right\rangle & =\mathrm{R}\left(\theta_{k},\left|v_{k-1}\right\rangle\right)\left|v_{k-2}\right\rangle,  \tag{2.53b}\\
\left|v_{k+1}\right\rangle & =\frac{\mathbb{I}-\left|v_{k}\right\rangle\left\langle v_{k}\right|}{\sqrt{1-\left|\left\langle\eta \mid v_{k}\right\rangle\right|^{2}}}|\eta\rangle,  \tag{2.53c}\\
\left|v_{1}\right\rangle & =\frac{\mathbb{I}-\left|v_{n}\right\rangle\left\langle v_{n}\right|}{\sqrt{1-\left|\left\langle\eta \mid v_{n}\right\rangle\right|^{2}}}|\eta\rangle,  \tag{2.53d}\\
\left|v_{2}\right\rangle & =\frac{\left|v_{1}\right\rangle \times\left|v_{3}\right\rangle}{\|\left|v_{1}\right\rangle \times\left|v_{3}\right\rangle| |}, \tag{2.53e}
\end{align*}
$$

for $k \geq 5$ odd, $\theta_{k} \notin\{\ell \pi: \ell \in \mathbb{Z}\} . \mathrm{R}(\theta,|x\rangle)$ denotes the rotation matrix by an angle $\theta$ around $|x\rangle$, and $\times$ denotes the usual three-dimensional cross product. From that construction, one can verify that $\left\langle v_{k} \mid v_{k+1}\right\rangle=\left\langle v_{1} \mid v_{n}\right\rangle=0$. Hence, the compatibility relations for the odd-cycle scenario are well-defined if one consider measurements defined by projectors on vectors $\left|v_{i}\right\rangle$, that is $M_{i}:=\left|v_{i}\right\rangle\left\langle v_{i}\right|$. From Eq. (2.53) it follows that

$$
\left\{\begin{array}{l}
p_{1}(0,1) \geq 0  \tag{2.54}\\
p_{2}(1,1)=0 \\
p_{3}(0,0)=0 \\
\vdots \\
p_{2 k}(1,1)=0 \\
p_{2 k+1}(0,0)=0 \\
\vdots \\
p_{n}(0,0)=0
\end{array} .\right.
$$

The conditions above define a Hardy paradox whenever $p_{1}(0,1) \neq 0$. With a suitable choice of angles, it is always possible to satisfy such a condition. On the other hand, it is quite difficult to compute the largest possible value of $p_{1}(0,1)$ (which we will denote by $\gamma_{n}$ ). In fact, only for simple cases it is possible to compute it analytically. For instance, for $n=5$ we have

$$
\begin{equation*}
\gamma_{5}=\max _{\alpha, \beta \in[0, \pi)} \frac{[\sin (2 \alpha) \sin (2 \beta)]^{2}}{[\cos \alpha \sin (2 \beta)]^{2}+(2 \sin \alpha)^{2}}=\frac{1}{9} . \tag{2.55}
\end{equation*}
$$

For $n=7$ the calculations are much more laborious, and one may verify that $\gamma_{7}=1 / 5$. For higher values of $n$ we numerically estimate $\gamma_{n}$ using Mathematica ${ }^{\circledR}$. We verify that $\gamma_{9} \approx 0.257371$, which is greater than $(1+16 / \sqrt{27})^{-1}$, claimed by Cabello et al. [33] to be the value of $\gamma_{9}$.

In Fig. 2.6 we plot the corresponding values of $\gamma_{n}$ that maximize Hardy probabilities for the $n$-cycle scenarios. For $n$ odd we use the above construction, while for $n$ even we use the measurements of Hardy ladder paradoxes with $n=2 k$.


Figure 2.6: Hardy's probabilities for the $n$-cycle scenarios.

### 2.4. PR-Boxes and Strong Contextuality

In the year 1994, one of the most important works on quantum nonlocality was published by Popescu and Rohrlich [93]. Bearing in mind that (Bell) locality is not able to capture the entire set of quantum correlations, the authors investigated whether non-signaling could be the physical principle that would retrieve the quantum set. Unfortunately (or not) the answer to that question was negative. More precisely, the authors demonstrated the existence of a set of non-signaling correlations that cannot be reproduced within quantum theory, namely the PR-box [Example 8]. PR-Boxes are then examples of post-quantum behaviours.

PR-Boxes have several implausible consequences. The first we mention is that they maximally violates the CHSH inequality, going then beyond the corresponding Tsirelson bound. A more dramatic feature of PR-box is that it allows, in van Dam words, a "computational free-lunch" [101]. That is, with a PR-Box on hand, all distributed computations can be performed with only one bit. The letter mentioned property is a consequence of the fact that these behaviours violate the information causality principle [15].

Our goal in this section is to understand the relationship between strong contextuality and PR-Box generalizations. In particular we will focus on the $n$-cycle scenarios. We define a PR-Box in the $n$-cycle scenario as those behaviour whose bundle diagram are Möbius strips ${ }^{3}$ [Fig. 2.2 (c)].

Definition 18. A behaviour for the $n$-cycle scenario is said to be a PR-Box if

$$
\begin{align*}
& \bar{p}_{k}\left(a_{k}, \neg a_{k+1}\right)=\bar{p}_{k}\left(\neg a_{k}, a_{k+1}\right)=1,  \tag{2.56a}\\
& \bar{p}_{k}\left(a_{k}, a_{k+1}\right)=\bar{p}_{k}\left(\neg a_{k}, \neg a_{k+1}\right)=0, \tag{2.56b}
\end{align*}
$$

and for $i \neq k$,

$$
\begin{gather*}
\bar{p}_{i}\left(a_{i}, a_{i+1}\right)=\bar{p}_{i}\left(\neg a_{i}, \neg a_{i+1}\right)=1,  \tag{2.57a}\\
\bar{p}_{i}\left(a_{i}, \neg a_{i+1}\right)=\bar{p}_{i}\left(\neg a_{i}, a_{i+1}\right)=0, \tag{2.57b}
\end{gather*}
$$
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Figure 2.7: Bundle diagram of a generalized PR-Box.
for some $\left(a_{1}, \ldots, a_{n}\right) \in O^{n}$.

Theorem 13. The only SC behaviours for the n-cycle scenarios are generalized $P R$ boxes of Def. 18.

Proof. Recall that SC means that no global assignment can be defined [Def. 15]. If a behavior for the $n$-cycle scenario is strongly contextual, then, from theorem 10, every joint outcome with non-zero probability must be associated to a PP (2.13). Hence, for an arbitrary joint outcome $(a, b), \bar{p}_{1}(a, b)=1$ implies that

$$
\begin{equation*}
\bar{p}_{2}\left(b, \alpha_{1}\right)=\bar{p}_{3}\left(\neg \alpha_{1}, \alpha_{2}\right)=\cdots=\bar{p}_{n}\left(\neg \alpha_{n-2}, a\right)=0 . \tag{2.58}
\end{equation*}
$$

for some $\left(\alpha_{1}, \ldots, \alpha_{n-2}\right) \in O^{n-2}$. Since $\bar{p}_{1}(a, b)=1$, the application of ND condition [Eq. (2.4)] in the above equation yields

$$
\begin{align*}
\bar{p}_{2}\left(b, \neg \alpha_{1}\right) & =\bar{p}_{3}\left(\neg \alpha_{1}, \neg \alpha_{2}\right) \\
& =\cdots=\bar{p}_{n-1}\left(\neg \alpha_{n-2}, \neg a\right)=1, \tag{2.59}
\end{align*}
$$

and

$$
\begin{align*}
\bar{p}_{2}\left(\neg b, \alpha_{1}\right) & =\bar{p}_{3}\left(\alpha_{1}, \alpha_{2}\right) \\
& =\cdots=\bar{p}_{n-1}\left(\alpha_{n-2}, a\right)=1 . \tag{2.60}
\end{align*}
$$

Since we suppose SC, we are enforced to impose that

$$
\begin{equation*}
\bar{p}_{1}(\neg a, b)=\bar{p}_{1}(a, \neg b)=0, \tag{2.61}
\end{equation*}
$$

otherwise $\left(a, \neg b, \alpha_{1}, \ldots, \alpha_{n-2}\right)$ or ( $\left.\neg a, b, \neg \alpha_{1}, \ldots, \neg \alpha_{n-2}\right)$ would be global assignments. Therefore, from (2.59-2.61) and ND condition, we must have that

$$
\begin{equation*}
\bar{p}_{1}(\neg a, \neg b)=1 . \tag{2.62}
\end{equation*}
$$

Since the joint outcome ( $\neg a, \neg b$ ) must also be associated to a PP (2.13), from (2.59-2.62), we must have that

$$
\begin{align*}
\bar{p}_{2}\left(\neg b, \neg \alpha_{1}\right) & =\bar{p}_{3}\left(\alpha_{1}, \neg \alpha_{2}\right) \\
& =\cdots=\bar{p}_{n}\left(\alpha_{n-2}, \neg a\right)=0 . \tag{2.63}
\end{align*}
$$



Figure 2.8: " $\Gamma_{1}$ graph" of KS proof [13, Lemma 1]. The TIF structure, the KS bug, mentioned in the main text consists of the set of vertices $\{A, \ldots, H\}$, with corresponding edges.

Defining $a_{1}=a, a_{2}=b, a_{3}=\neg \alpha_{1}, a_{4}=\neg \alpha_{2}$, and so on, the conditions (2.58-2.63) are exactly the same of (2.56-2.57) with $k=n$.

From the above theorem, any SC behaviour for the $n$-cycle must be of the form provided by conditions (2.56) and (2.57). In addition, it is easy to verify that their occurrence implies maximal violations of the $n$-cycle noncontextuality inequalities [Eq. (1.13)], and consequently the Tsirelson's bound [Eq. (1.18)]. Therefore, we have demonstrated the following corollary.

Corollary. There is no strongly contextual quantum behavior for the n-cycle scenarios.

### 2.5. Logical Contextuality and KS Proofs

The observation that quantum theory is incompatible with NC assignment of values to observable properties is on the root origins of contextuality. In fact, in contrast to the organization of the present master thesis where we highlight NCI inequalities to witness contextuality, logical inconsistencies between NC assignments and quantum theory were present already in the seminal paper by Kochen-Specker (KS) [13]. In a historical sketch, KS-like proofs of quantum contextuality (KS proofs for short) were dominant until the publication of the aforementioned papers by KCBS [14] and Spekkens [20].

The original KS argument deals with assignments of truth values to measurement results, using a three-dimensional Hilbert space. Each of these assignments is associated to a projector, according to some reasonable rules: (i) If two vectors are orthogonal then they are exclusive, i.e. they cannot be simultaneously true; (ii) in any set of three orthogonal vectors, at least one of them is true. The last statement is based of the fact that any set of three mutually orthogonal projectors sum-up to the identity. With this construction on hand, KS demonstrated the existence of a finite set of vectors $\Sigma \subseteq \mathbb{R}^{3}$ such that there is no function $f: \Sigma \rightarrow\{0,1\}$ such that $f(|a\rangle)+f(|b\rangle)+f(|c\rangle)=1$, for all $\{|a\rangle,|b\rangle,|c\rangle\} \subset \Sigma$ in which $\langle a \mid b\rangle=\langle b \mid c\rangle=\langle c \mid a\rangle=0$. It means that it is not possible to assign true/false values, corresponding respectively to 1 and 0 , to all projectors in $\Sigma$ consistently. Here, consistency is read as NC, since the existence of such a


Figure 2.9: " $\Gamma_{2}$ graph" of KS proof [13, Lemma 2].
function would mean an assignment of true/false values for all projectors in $\Sigma$ obeying the rules that we mention.

The first step in the KS original proof consists of identifying a set of eight vectors whose orthogonality relations are represented by the "KS-bug" graph [Figs. 2.8 and 2.9]. This construction has a peculiar property known as true-implies-false (TIF): there exist vertices $A$ and $B$ such that whenever $A$ is true, then $B$ must be false. In addition of being at the basis of several KS-type contradictions, "KS-bug" is the simplest example of TIF structure [102]. There is a strong connection between these structures and inequality-free proofs, since the vectors used in the Hardy's inequality-free proof [26] appear also in the famous "18 vectors proof" proposed in Ref. [103], and the aforementioned vectors appearing in the Cabello et al. inequality-proof [33], together with the state vector and more two additional vectors, define a KS-bug.

Despite all the mentioned similarities, however, it is important to keep in mind that the results and discussions presented in this chapter on logical contextuality and inequalities-free proofs are not equivalent to KS-like proofs. KS-like proofs are contradictions between assignments of logical values to projectors and NC, which in this context is read as a consistent assignment to all projectors at once. In particular, there is no reference to preparations, or, in other words, such proofs are state independent. This is clearly not the case of Hardy nonlocality paradox, for instance, which does not work with product or maximally entangled states. Of course any KSlike proof can be translated to our "probabilistic/possibilistic language", the converse, however, is not true.

## Final Remarks

In this work we have investigated the connection between logical contextuality and inequalityfree proofs. As main results, we demonstrated that the occurrence of specific sets of possibilistic conditions is a necessary and sufficient condition for logical contextuality in the $n$-cycle scenarios [Theorem 10], for simple scenarios with dichotomic measurements [Theorem 11], and for general $n$-cycle scenarios [Theorem 12]. As a consequence of Theorem 10 we concluded that the only strongly contextual behaviors for the $n$-cycle scenarios are generalizations of the PR-boxes [Theorem 13]. In addition, we review the main inequality-free proofs for contextuality and nonlocality under the light of the developed formalism.

According to our discussion, the concept we introduced in Def. 17, possibilistic paradoxes, can be understood as the possibilistic analogue of non-contextuality inequalities [Def. 7]. With such a concept and the mentioned results on hand, we believe that we now have a better understanding on possibilistic non-classicalities. In addition, we reach our main goal, namely to extend the results of Mansfield and Fritz [40].

Since contextuality is a central concept in quantum foundations as well as a fundamental resource in quantum technologies [92, 104], including quantum computation [105-109], quantum cryptography [110, 111], random number generation [112,113], and so on, we believe that the investigation presented in this master's thesis is justified, as well as possible continuations. Possible future works may include investigations on bounds for "Hardy's probabilities" in the same fashion of Ref. [99]. That is, Tsirelson-like bounds to experiments used in inequality-free proofs of quantum contextuality and nonlocality. Other possibilities include bounds provided by information causality principle [114], exclusivity principle [115], and so on. Another possible direction of future research is the possibility of a probabilistic version of Theorem 11.

The results presented in this Master's thesis cannot be extended for scenarios whose contexts have more than two measurements. That is, Theorems 10-12 cannot be stated in this generality. The reason for this is that the number of possible "types" of possibilistic paradoxes like (2.13) rapidly increases as the complexity of the scenario increases. For instance, in a tripartite Bell scenarios, a "brute-force calculation" shows that there are, in addition to those considered in Eq. (2.31), all possible variations of the PP defined in Ref. [116]. Therefore, unlike the simple scenarios, where there is a friendly and closed form the possibilistic paradoxes whose occurrence is necessary and sufficient for logical contextuality [Eq. (2.13)], for more general scenarios there may be a rich and complex zoo of such paradoxes. Another possible explanation from a complexity theory perspective can be founded in Ref. [117].
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[^0]:    ${ }^{1}$ This proof was based in Ref. [46]. An alternative proof using Graham reduction is presented in Ref. [47].

[^1]:    ${ }^{2}$ Notice that this concept is not equivalent to the theological notion of "free will". In Proverbs 16:9, for instance, God said: "The heart of man plans his way, but the Lord establishes his steps" [53].

[^2]:    ${ }^{3}$ A trivial convex sum is one in which one of the terms is equal to the unity.

[^3]:    ${ }^{4}$ Notice that $\mathbf{M}$ is completely defined by the scenario.
    ${ }^{5}$ For a Bell scenario $(n, k, \ell)$, for instance, the size of $\mathbf{M}$ is $(k \ell)^{n} \times \ell^{k n}$.

[^4]:    ${ }^{6}$ We follow the convention of Ref. [16] in Eq. (1.11) inserting the constrain: $\boldsymbol{\gamma} \cdot \mathbf{p}-S \leq 1$. But notice that we are free to replace it by $\gamma \cdot \mathbf{p}-S \leq \phi$ for any $\phi>0$.

[^5]:    ${ }^{1}$ The explicit calculations may be found at Ref. [17].

[^6]:    ${ }^{2}$ This probability is sometimes called "Hardy probability".

[^7]:    ${ }^{3}$ Notice that in the mentioned diagram we made use of the freedom to choose the position of the outcomes above each vertex, obtaining then a Möbius strip. If we choose to leave the diagram with the results fixed as in Fig. 2.1, then we would always have an odd number of intersecting vertices.

