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Abstract

The challenges inherent to the research of topological insulators in two dimensions based

on HgTe/CdTe quantum wells have spurred the search for alternative platforms to study

systems exhibiting the quantum Hall effect of spin. In this context, InAs/GaSb semicon-

ductor quantum wells stand out as an alternative. In this work, we focus on the trans-

port properties in InAs/GaSb quantum well systems in the topological regime. Using

an effective Hamiltonian obtained from the k · p formalism, it was possible to develop

tight-binding models for different heterostructure configurations (double and triple wells)

based on the set of sites in the discretized position space. Using this model, it was possible

to calculate the transport properties in different InAs/GaSb nanostructures by numerical

calculations with the KWANT package. In the case of double InAs/GaSb wells, we show

the topological transition and the formation of edge states by setting the value of a per-

pendicular electric field. In particular, oscillations occur in the energy gap as a function

of the field, indicating an experimentally measurable signature of the formation of topo-

logical edge states. Moreover, for symmetric GaSb/InAs/GaSb triple-well systems, our

results show the formation of circular current patterns when the Fermi energy is at the

threshold between the bulk bands and the Dirac cone. Since the formation of these circu-

lar current patterns coincides with pronounced conductivity peaks, this phenomenon can

be associated with the Fabry-Pérot effect. In addition to the main work, the formation of

excitons in dichalcogenide monolayers of transition metals was also studied, as well as

the phenomenon known as weak localization in graphene functionalized with the addition

of hydrogen atoms, both works resulting from a stay in the group of prof. Jaroslav Fabian

at the University of Regensburg. Keywords: quantum spin Hall effect; topological insu-

lators; Landauer’s formalism; excitons; graphene.



Resumo

Os desafios inerentes à pesquisa de isolantes topológicos em duas dimensões baseados em

poços quânticos de HgTe/CdTe têm fomentado a busca por plataformas alternativas para

se estudar sistemas que apresentem o efeito Hall quântico de spin. Neste contexto, poços

quânticos semicondutores de InAs/GaSb se destacam como alternativa. Neste trabalho,

focamos nas propriedades de transporte em sistemas de poços quânticos de InAs/GaSb

no regime topológico. Utilizando um Hamiltoniano efetivo, obtido a partir do formal-

ismo k ·p, foi possível desenvolver modelos tight-binding para diferentes heteroestruturas

(poços duplos e triplos) usando como base o conjunto dos sítios do espaço de posições

discretizado . A partir desse modelo pôde-se calcular propriedades de transporte em na-

noestruturas de InAs/GaSb por meio de cálculos numéricos com o pacote KWANT. No

caso de poços duplos InAs/GaSb, mostramos a transição topológica e formação de estados

de borda ajustando o valor de um campo elétrico perpendicular. Notavelmente, aparecem

oscilações no gap de energia em função do campo, indicando uma assinatura da formação

de estados de borda topológicos que pode ser medida experimentalmente. Nossos re-

sultados para sistemas de poços triplos simétricos GaSb/InAs/GaSb também mostram a

formação de padrões circulares de corrente quando a energia de Fermi é posicionada no

limiar entre as bandas do tipo-bulk e o cone de Dirac. Como a formação desses padrões

circulares de corrente coincide com picos na condutância, pode-se associar tal fenômeno

ao efeito do tipo Fabry-Pérot. Além do trabalho principal, investigou-se também a for-

mação de excitons em monocamadas dicalcogenetos de metais de transição bem como o

fenômeno conhecido por localização fraca em grafeno funcionalizado com a adição de

átomos de Hidrogênio, ambos os trabalhos resultantes de um período de estadia no grupo

do prof. Jaroslav Fabian na Universidade de Regensburg. Palavras-chave: efeito Hall de

quântico spin; isolantes topológicos; Formalismo de Landauer; excitons; grafeno.
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Chapter 1

Quantum spin Hall insulators

1.1 Introduction

One of the main concerns of condensed matter physics is the discovery and classification

of new phases of matter. Large atomic aggregates can give rise to entirely new physical

phenomena and exhibit behavior that cannot possibly be predicted by extrapolating the

behavior of the individual atomic constituents. Systems classified as crystalline solids,

magnetic materials, and superconductors are some of these aggregates. To classify such

systems, the traditional paradigm relies on the idea of spontaneous symmetry breaking,

itself one of the greatest achievements of condensed matter physics in the last century

[9]. According to this paradigm, a crystalline solid is considered to be a system that

breaks translational symmetry in space, whereas a magnet breaks rotational symmetry

and a superconductor has no gauge symmetry. The Ginzburg-Landau theory [10] is an

effective field theory developed to describe such quantum states of matter and its basis is

the notion of order parameter related to the symmetries of the system.

In 1980, however, a new phase of matter was discovered whose classification did not

fit into the paradigm described. The quantum Hall state [11] consists of a two-dimensional

system that has an insulating bulk, but at the same time has a chiral electric current that

flows only at the edges of the system sample. This was the first system that is consid-

ered topologically different from all other systems known since then. Moreover, the Hall

conductance (quantized in units of e2/h) is the first topological invariant adopted in the

classification of a material phase [12, 13].
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Topology is the branch of mathematics that deals with the global aspects of geometric

objects independent of their local features. The traditional example is that the surface

of a cup and the surface of a torus are considered topologically equivalent, since one

can be deformed into the other without cuts or breaks. In this classical example, the

number of holes in the object acts as a topological invariant which, more precisely and

mathematically, can be translated as an integral of the Gaussian curvature over the entire

surface, i.e., the genus number.

The concept of "smooth deformation" is central to the topological classification of

quantum phases of matter. As mentioned earlier, mathematically we call a deformation of

a geometric object smooth if there are no breaks or cuts during the deformation process,

i.e., if there are no holes opening, holes closing, or cuts of any kind. Thus, two objects are

said to belong to the same equivalent topological class if it is possible to transform one

object into the other by applying only smooth deformations. If the objects are physical

systems such as insulators and superconductors, we can study their Hamiltonians and

define an equivalence class for systems with a gapped band structure. According to such

a classification, smooth deformations are those that do not close the energy gap. In other

words, in a transition between two non-equivalent systems, the gap must close.

Just as the genus number of a closed surface is related to the integral of the Gaussian

curvature over the entire surface, the QH state is also related to a topological invariant.

The Chern number is a quantity closely related to the theory of fiber bundles [14] and is

the topological invariant characterizing gapped systems. For all purposes, we can consider

it in terms of the Berry phase. In this way, we define the Chern number nm as

nm =
1

2π

∫
d2kFm, (1.1)

where Fm = ∇ × Am, the so called Berry’s flux, is integrated over the entire Brillouin

zone and Am = i 〈um |∇k|um〉 where |um(k)〉 is a function of the Bloch’s wave of the

occupied states. Performing a sum over all occupied states

n =
N∑
m=1

nm, (1.2)

we have the total Chern number, which takes integer values (since nm in turn can only be

an integer value) and is an invariant as soon as the energy gap between empty and occu-
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pied states is finitely held. In 1982, the seminal work of Thouless, Kohmoto, Nightingale,

and den Nijs (TKNN)[13] showed that the conductance calculated with the Kubo formula

is related to the Chern number in the following way

σxy = ne2/h. (1.3)

This relationship between the conductance σxy and the Chern number is the reason

for the stability of the quantization of the quantum Hall effect. The QH effect opens the

doors for a topological classification of the quantum phases of matter. Since the QH state

is a phase without time-reversal symmetry, the discovery of the topological nature of this

effect led to the question of whether it was possible to obtain a topological nontrivial phase

that preserved time-reversal symmetry. The answer to this question led to the discovery

of the so-called 2D topological insulators.

1.2 Two-dimensional topological insulators: the BHZ model

To trigger the quantum Hall effect, the system must break the time reversal symmetry.

Normally, this is possible if an external magnetic field is applied. In the so-called topo-

logical insulators, instead of one chiral channel through which the current circulates, we

have two chiral channels in which the current circulates in opposite directions, so that

the time reversal symmetry is preserved. The first system proposed as a platform for this

described phenomenon, now known as the quantum spin Hall effect, was the graphene

sheet.

In 1988, Haldane proposed a spinless model in which the quantum Hall effect could

take place without Landau levels. To achieve such a system, a periodic magnetic field

should be assumed that would lead to a flux of zero per unit cell [15]. Including the

spin degree of freedom and considering spin-orbit coupling, Kane and Mele proposed a

model in which the magnetic field was not necessary [16]. Considering a generalization

of the Haldane model for spin 1
2

electrons, Kane and Mele’s work not only introduces

the quantum Hall effect, but also introduces a new topological invariant to classify it: the

well-known Z2 invariant [17].

Nevertheless, spin-orbit coupling in graphene proved to be too weak to form the quan-
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tum spin Hall state. The logical next step in the research was systems composed of heavy

elements, for which spin-orbit coupling would be of greater importance. With this goal

in mind, Bernevig, Hughes, and Zang (BHZ) presented the important work predicting the

quantum spin Hall effect in HgTe/CdTe quantum wells in 2006 [1].

The bottom of the conduction band and the top of the valence band of CdTe have

s-orbital symmetry and p-orbital symmetry, respectively. This arrangement is the most

common among semiconductors and is therefore often referred to as the usual arrange-

ment. On the other hand, HgTe has an inverted band structure where the s levels are en-

ergetically below the p levels, as we can see in Figure 1.1, taken from [1]. Bernevig et al.

has shown that for quantum wells where the HgTe layer with a thickness of d < dc = 6.3

nm is surrounded by two CdTe layers, the symmetry of the energy levels for bound states

follows the usual order (as for CdTe), while for d > dc = 6.3 nm the order acquires an

inverse character (corresponding to the behavior of HgTe). According to Fu and Kane,

and assuming an approximation where inversion symmetry is present, the parity change

of the lower valence band state leads to a phase transition observed by the change of the

Z2 invariant [18].

Only one year after the publication of the BHZ model, the research group led by Prof.

Laurens Molenkamp in Würzburg (Germany) studied electronic transport in samples of

HgTe/CdTe. These experiments confirmed the HgTe/CdTe quantum wells as the first 2D

topological insulators or quantum spin Hall insulators experimentally discovered [2]. The

obtained results can be seen in the figure 1.2 from reference [2], where one can see the

resistivity curves as a function of gate potential in different samples. The results for the

samples III e IV show a conductance of 2e2/h. Since these samples have different widths,

w = 1 and 0.5 µm, respectively, the results indicate edge-localized currents. In the figure,

we also see results for a sample whose well thickness is less than the critical value (sample

I) and another (sample II) that has a well thickness greater than the critical value but

has scattering effects due to finite temperature (30 mK) and greater length compared to

samples III and IV.
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Figure 1.1: Figure from the reference [1]. A HgTe/CdTe bulk bandstructure near the Γ-

point. B Ordering of the well subbands for thickness less than critical value (left) and

greater than the critical value (right).

1.3 InAs/GaSb quantum wells

Although other systems had been proposed as potential candidates for 2D topological

insulators [19, 20, 21, 22], only two systems could be experimentally realized. As men-

tioned above, HgTe/CdTe quantum wells were the first systems where the 2D topological

insulator-like behavior was experimentally confirmed. However, the fabrication of sam-

ples with the required quality is not easy for most research groups. One of the main prob-

lems is the weak bonding between the atoms of Hg and Te, which makes the fabrication

process extremely dangerous due to the toxicity of these compounds.

The second experimentally confirmed system as a quantum spin Hall insulator were

the asymmetric quantum wells composed by InAs/GaSb with a broken-gap [3, 23]. Since

it is a heterostructure of semiconductors III-IV, the growth process is much more acces-

sible by molecular beam epitaxy (MBE). In addition, we also have a safer fabrication

process because the bonding between the compounds is stronger than the HgTe/CdTe

quantum well. Another difference between these two systems is that in the InAs/GaSb
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Figure 1.2: Figure from reference [2]. Experimental results for the resistivity of 4 samples

of HgTe/CdTe. Sample I has thickness less than the critical value (d = 5.5 nm), being in

this way in a trivial insulator state. Samples II-IV have thickness grater than the critical

value (d = 7.3 nm). Sample II have dimensions 20 × 13.3µm2 while samples III and IV

have 1×1 µm2 and 0.5×1 µm2 respectively. Inset: results the sample III in a linear scale

for T = 30 mK (green) and for T = 1.8 K (black).

system, the electron subbands and the hole subbands are localized in different layers, as

we can see in the figure 1.3 from reference [3].

One of the properties that make the asymmetric InAs/GaSb quantum well suitable

for the study of topological phase transitions is the fact that, unlike HgTe/CdTe quantum

wells, the inversion of the subbands can be controlled by applying an electric field per-

pendicular to the plane of the system sample. As mentioned in the previous section, this

inversion occurs in HgTe/CdTe when the thickness of the middle layer (Hg) exceeds the

critical value dc = 6.35nm. In this way, we can think not only of a finely tunable ex-

perimental setup where the phase transition is controllable, but also of a new concept of

transistors where the topological and trivial states could play the role of the ON and OFF

states, respectively.

However, an important property of 2D topological insulators for application in elec-

tronics and spintronics is the size of the energy gap between bulk states. Apart from the

advantages of using InAs/GaSb, the energy gap in this system is considerably smaller

than that in the HgTe/CdTe quantum well [3]. Various ways to increase the energy gap in
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Figure 1.3: Figure from the reference [3]. (a) Conduction and valence bands limits of the

quantum well constitute layers. Inset shows the inversion between the electron subbands

(E1) and the hole subbands (B1) in different layers. (b) Hybridization gap opening after

energy levels of different type (electron and hole) crossing.

InAs/GaSb quantum wells have been a recurring theme in recent work [23, 24] as well as

in the study of symmetric heterostructures such as GaSb-InAs-GaSb and InAs-GaSb-InAs

[25, 26].

In this work we will be concerned with the study of charge and spin transport in

symmetric InAs/GaSb quantum wells. In particular, we will focus here on the system

consisting of two GaSb layers forming a "sandwich" with an InAs layer in the middle, as

shown in Figure 1.4. Therefore, as with the work described in [26], our main interest is to

control the topological phase transition by applying an electric field in a direction perpen-

dicular to the plane of the sample. It is important to emphasise that in this work, whenever

we refer to an out-of-plane field, we are referring to a breaking of the structural symmetry

in the growth direction of the quantum well, as shown in the pictorial representation in

Figure 1.5.
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Figure 1.4: Pictorial representation for

the limits of the conduction (blue) and

valence (red) bands for the quantum

well of InAs/GaSb.

Figure 1.5: Representation of the limits

of the bands when an electrical field is

applied in the well’s growth direction.
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Electronic transport calculations

Throughout this thesis, transport calculations were performed adopting the Kwant Python

library [27]. This choice is based on the stability, the avaiability of a comprehensive

documentation and its numerical performance.

The Kwant was designed to solve the scattering problem is infinite systems composed

of a finite scattering region coupled to semi-infinite leads. To be treated by Kwant, the

physical system has to be modeled in the language of tight-binding formulation, i.e.: the

Hamiltonian of interest must be written as

Ĥ =
∑
i,j

Hijc
†
icj (2.1)

or, in the first quantization language

Ĥ =
∑
i,j

Hij |i〉 〈j| . (2.2)

The developed model for this work as obtained through the discretization of the quan-

tum operators, where, in particular, differential operators was written in terms of finite

differences. In other words, the continuum space is replaced by a discrete grid where |i〉
represents the i-th site of this grid. From this Hamiltonian and from the geometry speci-

fication of the system, the Kwant-code uses the symmetries to generates from an infinite

system, a finite graph representation where the nodes represent the discrete spatial sites

and the links represent the hoppings (or couplings) between them. In the figure 2.1 we see

such a graph representation. Notice that, being the relations amog the sites determined
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Figure 2.1: Graphical representation of a bidimesional system generated by Kwant. Red

sites belong to the semi-infinite leads while blue sites describe the scattering region of the

system.

by the Hamiltonian, it is possible to set different Hamiltonians for different parts of the

system.

2.1 Scattering theory in nanostructures

The strategy adopted internally by Kwant is based on the method matching of the wave-

function of the different portions of the system. This formulation of the scattering problem

is equivalent to that based on non-equilibrium Green’s functions, which is assured by the

Fisher-Lee relation [28].

Without losing generality, one can represent a system, defined by N leads connected

to a scattering region, through the following Hamiltonian matrix

H =



. . . VL

V †L HL VL

V †L HL VLS

V †LS HS

 , (2.3)

where all the N leads are grouped into a single “effective lead" whose unit cell Hamil-
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tonian is denoted by HL. The matrices VL and V †L are hopping matrices that connect the

leads unit cells. The scattering system Hamiltonian is given by the matrix HS while the

matrices VLS and V †LS are hopping matrices that coupled the scattering system and the

effective lead.

The infinite system’s wavefunction, scattering system plus the effective lead, can be

written as

ψ =



...

ψL(2)

ψL(1)

ψS

 , (2.4)

where ψS is the wavefunction in the scattering region and ψL(i) is the wavefunction in

the ith unit cell of the effective lead. Since we are considering the effective lead as infinite

but translational symmetric, one can consider the solution for the Schrödinger equation

given by

HL |φn〉 = E |φn〉 , (2.5)

where

H =



. . . VL

V †L HL VL

V †L HL VL

V †L
. . .


, (2.6)

and

|φ〉 =



...

φ(j − 1)

φ(j)

φ(j + 1)
...


. (2.7)
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Using, as an ansatz, the eigenstate of the translation operator in the lead, φn(j) = (λn)jχn,

we arrive in a set of coupled equations that, after the division by the common factor, results

in

(
HL + VLλ

−1
n + V †Lλn

)
χn = Eχn. (2.8)

To φ(j) be bounded it is necessary that |λn| ≤ 1. Thus, if |λn| < 1 we are going

to have evanescent solutions while for |λn| = 1 one can write the translation eigenvalue

in termos of the longitudinal momentum λn = eikn , where the index, n designates a

specific channel, which are also called modes. The normalization of these modes is given

accordingly with the current expected value, in such a way that

〈I〉 ≡ 2 Im 〈φn(j) |VL|φn(j − 1)〉 = ±1. (2.9)

Therefore, the modes can be classified as

• Incommig modes φin
n → 〈I〉 = +1;

• Reflected and transmited modes φout
n → 〈I〉 = −1; e

• Evanescent modes φev
n 〈I〉 = 0.

With such a notation, one can denote the states inside the leads as

ψn(i) = φin
n (i) +

∑
m

Smnφ
out
m (i) +

∑
p

S̃pnφ
ev
p (i), (2.10)

being the wavefunction inside the scattering system denoted as

ψn(0) = φSn. (2.11)

The crucial role of the Kwant library is to obtain the wavefunction φSn and the scatter-

ing matrix Snm. The calculation of such objects is realized upon the numerical matching

of the wavefunctions at the leads with that in the scattering region. One of the most impor-

tant quantities in the context of this work is the differential conductance, which is given

by
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Gab =
dIa
dVb

, (2.12)

where a and b identify the two electrodes connected to the system, and can be calculated

by the Landauer equation

Gab =
e2

h

∑
n∈a,m∈b

|Snm|2 . (2.13)

The local density of states and the current densities are also of great interest for this work,

and can all be obtained through the knownledge of the wavefunction in the scattering

region (φSn).

2.2 BHZ model in Kwant

As a introduction to Kwant package and initial benchmark, we performed a couple of

calculations with known results. One of such calculations was the electronic transport

in 2D topological insulators. In particular, the model adopted was that described as the

Bernevig-Hughes-Zhang model (BHZ) [1] for HgTe-CdTe quantum well. The system’s

effective Hamiltonian in this formulation is given by

H± = (C −Dk2)I2×2 + (M −Bk2)σz ± A(kxσx ∓ kyσy). (2.14)

Where k2 = k2x + k2y is the absolute squared wavevector and σi (with i = x, y and z)

represent the corresponding Pauli’s matrices. The parameters given by the capital letters

(A, B, C, D and M ) depend on the system’s geometry, specifically they depend on the

quantum well thickness. The adopted values are those presented in the Scharf et al [4],

where, for a system presenting the quantum spin Hall (QSH) state are defined by: A =

364.5 meV nm, B = −686.0 meV nm2, D = −512.0 meV nm2, M = −10.0 meV.

It is almost trivial to get the band structure of the system using Kwant: for a system

described by 2.14 with the shape of a strip with 200 nm of width. In the figure 2.2 we can

see the characteristic result featuring the edge states with linear dispersion crossing what

would be the energy gap in the trivial regime.
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Figure 2.2: Band structure for a bidimesional strip with width of 200 nm and described by

the BHZ model Hamiltonian [1, 4]. Although the horizontal axis is entitled as momentum,

the values assumed here are those for the x-component of the wavevector: kx.

The conductance between the sample contacts, or leads, is also easy to get with Kwant.

The results presented in the figure 2.3 show us the conductance values separated by the

spin component. We can see that, in this specific situation, the results for conductance are

identical, which is not true in the presence of a magnetic field. Comparing with the results

presented in [29], where the method adopted was based on recursive Green’s functions,

one can see an excelent agreement.

Yet as a benchmark, we introduced the effects of an out-of-plane magnetic field and

compare the results with those from the literature. To consider the magnetic field we have

to modify the Hamiltonian properly. Following the work of Sharf [4], we have

Ĥ↑(↓) = C+Mσz−
D +Bσz

~

[(
p̂x −

~y
l2B

)
+ p̂y

]
± A

~σx

(
p̂x −

~y
l2B

)
−Aσy

~
p̂y±

µBσg
2

,

(2.15)

where, besides the already known Pauli’s matrices σi, we also have the matrix σg that is

defined as
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(a) Spin Up (b) Spin Down

Figure 2.3: Conductance separated by spin projections.

σg =

ge 0

0 gh

 , (2.16)

where ge and gh are the out-of-plane effective g-factors for the electron-type E and for

the hole-type H bands respectively. Still in the equation 2.15,lB =
√
~/e|B| is defined

as the magnetic length.

Diagonalizing the Hamiltonian (2.15) for B = 0.1 we have the band structure pre-

sented in the figure 2.4. From this result we can see a accordance, at least qualitatively

speaking, with the results in [4]. By analysing what happens to the energy levels for

kx = 0 as a function of the magnetic field strength, we obtain the figure (2.4), which

matches with the result presented in [4].

In order to evaluate the results for quantum transport, we simulate the same system

studied in [29]. Specifically, we have simulated the transport through a system with a

spatial dependent Fermi energy. In the first and the last third of the scattering region (near

the right and left lead respectively) we keep the Fermi level in what is called the bulk

region (away from the insulator gap or the where only the edge states appear). While the

central part the Fermi level was kept over the edge states. The results are presented in

the figures (2.5) e (2.6). Again, one notices agreement between the our results and those

obtained via Green’s function formalism.

However, it should be remembered that there are limitations in using Kwant, for ex-
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Figure 2.4: Left: Band structure for a quantum well with d = 7 nm of thickness and

w = 200 nm of width submitted to an out-of-plane magnetic field of B = 0.1 T. (Right:)

Energy levels for kx = 0. For both (a and (b), solid and dashed lines represent spin-up

and spin-down states respectively.

ample, it is impossible to include electron-electron interactions in the systems and there is

no way to include potential difference between the leads without programing a great deal

of code to get a potentially slow execution time. The great advantage is to have a excelent

tool suitable to get fast an reliable results that otherwise would demand even more time

to be implemented.
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Figure 2.5: Local current density mapping for spin-up states.

Figure 2.6: Local current density mapping for spin-down states.



Chapter 3

Edge state oscillations in InAs/GaSb

quantum wells

Among the finds in the research for an alternative to HgTe/CdTe quantum wells as a

platform for the spin quantum Hall effect, only one system among those proposed got

experimental confirmation: the broken gap InAs/GaSb asymmetric quantum well [30].

What turns this system special is the fact that the bottom of the InAs conduction band is

located bellow the top of the GaSb valence band [31]. Due to this characteristic energy

bands allignment, the InAs conduction states hybridize with the valence states of the

GaSb layer, allowing an energy gap inversion between the electron-like and the hole-like

bands that are close in energy. The discution and the results presented in this chapter were

published at Physical Review B 104, 195307 (2021) [32].

3.1 Introduction

It was predicted that broken-gap InAs/GaSb asymmetric quantum wells also behave as

QSHI [3]. More importantly, 8-band k · p calculations have suggested that the topological

transition (i.e., gap inversion) can be controlled by applying an external electric field

along the growth direction [33] applied through a potential difference between front- and

back-gates.

These theoretical predictions were then tested in a variety of experiments on InAs/GaSb

quantum well samples. Evidence for a gap at charge neutrality [34] and quantized con-
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ductance [30, 35] were reported in small samples (with length L . 2µm).

More recently, the topological phase transition as a function of front and back-gate

voltages was characterized [36, 37] such electric-field driven topological phase transitions

was characterized in InAs/GaSb quantum wells [38, 39, 36, 37] and thin films of 3D

topological insulators [40, 41].

In spite of these experimental developments, finding quantized conductance plateaus

in these systems is a challenging task, as the actual conductance values can vary from

sample to sample and in different experiments. For instance, the presence of helical sates

at zero field in p-n junctions at zero magnetic field is inconclusive [42, 43]. More im-

portantly, edge state transport has been detected in the trivial phase of InAs/GaSb/InAs

quantum wells [44, 45]. Indeed, such states are seen in several samples and might be

contributing to the conductance in the topological phase as well.

This telling example shows that it is not trivial to distinguish non-topological and

topologically protected helical states from transport data alone. In a way, this is similar as

in the case of Majorana zero modes in semiconductor nanowires where “quantized” values

of the conductance can occur even in the absence of topologically-protected modes [46].

As such, it is desirable to have additional signatures of the presence of topologically-

protected helical edge states in InAs/GaSb/InAs samples.

In this work, we address this question by studying a realistic model for InAs/GaSb/InAs

quantum wells in the presence of an applied electric field and showing that the inter-edge

coupling of edge states in narrow samples can lead to oscillations as a function of the

field. Such oscillations occur only in the topological phase and can be directly linked to

the presence of helical edge states and thereby, signal the onset of QSHI behavior. As

such, the oscillations in the edge states can serve as a confirmation for the presence of

topologically-protected helical edge modes in InAs/GaSb/InAs quantum well systems.

Moreover, we show that the electric field controls not only the topological transition

but also increases the exponential localization of the edge states, similarly to the role

played by the magnetic field in regular quantum Hall edge states. In this sense, the sit-

uation is analogous to the energy oscillations seen in other contexts such as Majorana

systems [47, 48] and zeroth Landau level oscillations in nodal semimetals [49].
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3.2 Model

We consider the asymmetric InAs/GaSb system depicted in Figure 3.1. In this geome-

try, the system is comprised by a single InAs quantum well in the conduction band (for

electron-like states) next to a GaSb valence band quantum well (for hole-like states) lead-

ing to a band inversion at the InAs/GaSb interface. Similarly to the case of HgTe/CdTe

[1] and InAs/GaSb single quantum wells [3, 33], a topological phase transition between a

trivial insulator and quantum spin Hall phases can be controlled by varying the width d1

of the InAs quantum well [26]. Throughout the investigation, we consider fixed widths

d1 and d2 corresponding to the quantum spin Hall phase, namely d1 = 91 Å (or 15 mono-

layers of InAs) and d2 = 48.8 Å (8 monolayers of GaSb). As an additional consistency

check, the calculations were performed for d1 = 97 Å (16 monolayers of InAs), yielding

similar results (see Table 3.1).

The low-energy BHZ Hamiltonian used in this work was obtained following a four-

step process, which we now summarize. First, the GaSb/InSb/AlSb system is modeled

with an 8-band Kane Hamiltonian properly parametrized. Next, a low-energy effective

Hamiltonian is determined with a “folding-down" procedure and, from both the low-

energy and the original 8-band Hamiltonians, the effect of the applied electric field in the

system is introduced. Finally, the low-energy Hamiltonian is reviewed and parametrized

in order to account the effects of the applied electric field. We discuss these steps in detail

in the following sections.

3.2.1 k · p Hamiltonian

We start from a well-known eight-band Kane Hamiltonian [50], parametrized for the

InAs, GaSb and AlSb bulk alloys. For the modeling of the heterostructure, the con-

finement of the quantum well in the growth (z) direction is included by considering the

envelope function approximation (EFA), where the Kane model parameters are taken as

z-dependent and the substitution kz → −i∂z is made. We used a reciprocal space ap-

proach where the envelope function is solved by expanding the growth direction into the

Fourier coefficients of the potential and z-dependent parameters [51, 52]. To describe

each layer, we used realistic Kane model parameters depicted in Ref. [53].
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Figure 3.1: Schematic representation of the asymmetric InAs/GaSb quantum well. (a)

Representation of “inverted” regime, with the hole-like state in the GaSb quantum well

(width d2) at a higher energy than the electron-like state at the InAs quantum well (width

d1). (b) Representation of the Stark shift eF referred henceforth simply as “electric field”.

The inverted regime can be obtained also by varying eF .

Due to the confinement in the z-direction, one can assume that the band structure along

that direction is flat and that the eigenfunction of the states at Γ are a good description of

all the functions along the Γ-Z direction.

Fig. 3.2 presents the system band profiles, wave functions and band structures. Panel

(a) shows the band profiles for conduction and valence band. The box indicates the energy

range around Fermi level inspected in this analysis. Panels (b), (c) and (d) present the

density probabilities of the first conduction band, heavy and light hole states, respectively.

The band structure associated with these lowest states in the [100]-direction is depicted

in panel (e), and panel (f) details the 4 states that may be inverted under the application of

the electric field along the growth direction in the region defined by the box in panel (e).

The goal of our modeling is to define a realistic simplified Hamiltonian that reproduces

the band structure presented on the last panel.
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Figure 3.2: Results from the k · p calculations. In (a) we show the schematic view of

the layered system used in the 8 × 8 k.p calculation. The dashed box in panel shows the

energy range of the states around the Fermi energy that is used in panels (b), (c) and (d)

that show the less energetic conduction band, heavy and light hole states, respectively.

Panel e) presents in the same energy range the full 8 × 8 calculation along the parallel

direction. The box in this panel presents the target band structure used to obtain the

four-band effective model, shown in (f). Heavy hole, light hole and electron states are

represented in green, yellow and blue respectively.
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3.2.2 Projected perturbation method

After solving for the eigenenergies at the Γ point in momentum space (kx = ky = 0),

H0 |ϕn〉 = En |ϕn〉 , (3.1)

we have selected the eigenstates |ϕ〉 most affected by the inversion of bands, i.e., where

the mixing of conduction bands and valence bands would be more important. The influ-

ence of the states that does not belong to this set can be shown to be small in first order

by the Löwdin [54] perturbation theory.

Therefore the full analytical 8×8 Kane Hamiltonian expanded into plane waves in the

z-direction is projected over those selected states at the Γ-point, resulting in an effective

2D-Hamiltonian

H = (〈ϕ1| , · · · , 〈ϕ16|)H(k)


|ϕ1〉
...

|ϕ16〉

 , (3.2)

where we have taken eight doubly degenerate bands due to spin degeneracy presented in

Figs. 3.2(b), (c) and (d).

The chosen 16 states are the ones most affected by the band inversion, where the mix-

ing of CB and VB is important. Using the Löwdin perturbation scheme [54] to validate

this set, we chose the set of states mostly affected by the inversion as our unperturbed set

in which the first order corrections are small. Finally, the band structure of the 16-state

Hamiltonian seemingly compares to the one found with the much more expensive enve-

lope function 8 NPW× 8 NPW Kane Hamiltonian, where NPW is the number of plane

waves of the expansion.

3.2.3 Effective low-energy Hamiltonian

Coming back to the Löwdin perturbation scheme, since we have a Hamiltonian that fully

describes our problem, we can still reduce it by defining a new set of unperturbed func-

tions. We chose them as the functions in the small box in Fig. 3.2 e) and apply the first

order correction using the other twelve states in a numeric folding down procedure by

using the Schur’s complement [55]. The final result is a 4 × 4 Hamiltonian matrix with
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the format

H =

H+(k) H±(k)

H∓(k) H−(k)

 , (3.3)

where the matrix H+ is defined as

H+(k) =

 εc(k) iPk+

−iPk− εv(k)

 , (3.4)

with

εc(k) = Ec + αck + γck
2 (3.5)

εv(k) = Ev + αvk + γvk
2 (3.6)

and the time-reversal symmetry guaranteeing that H−(k) = H∗+(−k). The coupling

matrices H±(k) and H∓(k) are given by

H±(k) =

 0 N−(k)

N∗+(k) 0

 , (3.7)

noticing that H∓ = (H±)† due to the unitarity. The non-zero elements of coupling matri-

ces are given by

N±(k) = −(k2x − k2y)η2 ± kxkyη3. (3.8)

A closer inspection of the η2 and η3 values shows that the folded down off-diagonal

terms in the N± blocks are responsible for corrections of the order of 0.01 meV in the

region of the fitting (|kx| < 0.15 nm−1), having little or no impact at the band structures

when compared to the case where we consider the bottom of conduction and top of the

valence band states in the full Kane calculation. As such, the diagonal approximation

(η2 = η3 = 0) turns out to give an excellent description of the low-energy physics around

the Γ point.

3.2.4 Four-band BHZ model

Following these results, we opted for using a BHZ-like Hamiltonian [1] given by

HBHZ =

Ĥ2×2(k) 0

0 Ĥ∗2×2(−k)

 , (3.9)
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Figure 3.3: Panels (a), (b), (c) and (d) show the Schematic view of the confinement pro-

files including the heterostructure profile and the applied electric field creating a Stark

shift between the interfaces with the AlSb layers on both sides of -30, 0, 10 and 30 meV,

respectively. The bottom of the conduction band (blue, on the left) and the top of the

valence band (orange, on the right) as well as the highest valence band and lowest con-

duction band states are shown. (e), (f), (g) and (h) panels show the band structures with

the different applied fields.
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with

Ĥ2×2(k) =

 εc(k) iPk+

−iPk− εvk

 , (3.10)

with εc(k) and εv(k) defined in Eqs. (3.5) and (3.6). The basis set is defined in the usual

order [1] as

|E,+〉 , |H,+〉 , |E,−〉 , |H,−〉 , (3.11)

defined by the character of the states of the Kane model at Γ-point heavy holes for |H,±〉
and a composition of conduction band electrons (mostly), light (smaller) and split-off

holes (negligible) for |E,±〉.

3.2.5 Applied Electric field

The effect of applied electric field’s potential drop across the z-directions is shown in

Figure 3.3, both in the potential profile and in the Kane model band structures. A positive

drop causes the inversion of conduction and heavy hole bands and a negative one increases

the gap.

Figs. 3.3 (a)–(d) show the potential profiles, together with the Γ-point energies, across

the topological phase transition. As the energy difference between HH and EL states

become smaller [Figs. 3.3 (a),(b)], the gap closes [Figs. 3.3 (c)] and reopens [Figs. 3.3 (d)]

with an inverted gap. The respective band structures show usual semiconductor behavior

[Figs. 3.3(e) and (f)], a gap closure [Fig. 3.3(g)] and a “gapped semimetal" [Fig. 3.3(h)].

In the next step we proceeded to the fitting of the BHZ model, with different electric

field profiles, in the range from −30 to 70 meV. The fittings of selected systems are

presented on Figure 3.4. From the fittings, one may conclude that the BHZ Hamiltonian

provides all the features necessary to the analysis of these four states under the application

of an electric field.

As a final step to parameterize our system, we proceed to the fitting of the curves of the

relevant parameters under the influence of the applied electric field. The dependence of
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Figure 3.4: Band structures of the BHZ (dotted lines) and 8 × 8 k.p (solid lines) models

under the influence of eF. From a) to f), eF = -20, -10, 0, 10, 20 and 30 meV, respectively.

Yellow (blue) bands have hole-like (electron-like) character at Γ-point.

the parameters in Eq. (3.9) on the electric field eF is given by the following expressions:

E(c,v)(eF ) = A(c,v).eF +B(c,v)

γ(c,v)(eF ) = C(c,v).eF +D(c,v)

α(c,v)(eF ) = F(c,v).eF +G(c,v)

P (eF ) = p0 + p1.eF

(3.12)

with the fittings are presented in fig. 3.5. Each of these parameters depend on the quantum

well thickness, as show in Table 3.1. Notice that the linear coefficients αc,v are essentially

two orders of magnitude smaller than the other relevant terms in the range 0 ≤ eF . 60

meV. As such, the linear terms of type αc,vk can be safely neglected near the Γ-point for

all field values considered.
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d1 = 91 Å d1 = 97 Å

Ac 1.613× 10−6 9.000× 10−5

Av 3.729× 10−5 3.644× 10−5

Bc 3.177× 10−2 3.109× 10−2

Bv 3.140× 10−2 3.136× 10−2

Cc −5.007× 10−2 −5.379× 10−2

Cv 3.480× 10−2 5.680× 10−2

Dc 4.691× 101 4.625× 101

Dv −2.105× 101 −1.778× 101

Fc 1.952× 10−1 1.318× 10−1

Fv 3.068× 10−1 4.260× 10−1

Gc −5.545× 10−4 −5.419× 10−4

Gv 9.703× 10−4 8.421× 10−4

p0 8.436× 10−2 7.429× 10−2

p1 −3.727× 10−4 −3.863× 10−4

Table 3.1: BHZ Hamiltonian parameters extracted from the fittings of Figs. 3.4 and 3.5.

Energies are expressed in eV, lengths in Åand electric field in V.
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Figure 3.5: Fitting of the variation of BHZ relevant parameters under influence of eF. In

solid lines the fitted curves and in dots, the original 8×8 Hamiltonian fitted values. a) va-

lence band maximum (orange), conduction band minimum (blue) and Fermi level (green);

b) effective mass parameter for valence (orange) and conduction (blue) bands; c) α pa-

rameter for valence (orange) and conduction (blue) bands; and d) interband interaction

parameter P .

3.3 Results and conclusions

3.4 Topological edge states

Once the parametrization of the low-energy BHZ Hamiltonian has been established, we

turn to the topological transition and the edge states. To this end, we work with real-space

discretization of the Ĥ2×2 block written as:

Ĥ ′2×2 =

 ε′c(k) iPk+

−iPk− ε′vk

 (3.13)
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where the primed diagonal elements are given in terms of the parametric functions defined

in Eq. (3.12) (and αc=αv=0 as previously justified) by

ε′(c,v)(k) = E(c,v) + γ(c,v)k
2 , (3.14)

with the parameters set for the case of d1 = 91 Å(InAs quantum well width) shown in

Table 3.1.

In the following, we consider infinite strips with translational symmetry in x-direction

and hard-wall boundary conditions in y-direction with width Ly. For concreteness, we

focus on narrow (Ly = 100 nm) and wide (Ly = 200 nm) systems The calculations are

performed with the Kwant package [27].

Figure 3.6: Electric field-driven topological phase transition for the InAs/GaSb double

quantum well with d1 = 91 Å and d2 = 48.8 Å. BHZ energy spectra for eF = (a) 10

meV, (b) 20 meV, and (c) 40 meV. The color bar corresponds to the pseudospin projection.

Band inversion and topologically protected edge states are shown in panels (b) and (c).

3.4.1 Electric-field driven topological transition

We begin by characterizing the topological phase transition as a function of the Stark shift

energy eF [33]. Figure 3.6 shows results for spectrum of the discretized Hamiltonian for

different values of eF for wide strips (Ly=200 nm).

The topological transition at eF ≈ 12 meV is marked by the closing of the gap and

subsequent band inversion, along with the appearance of edge states with linear dispersion

(seen in Fig. 3.6-b and 3.6-c). The band inversion can be quantified by the z-component
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of the “pseudospin”, defined by 〈Sz〉 =
∫

(|ψe|2 − |ψh|2). As such, the color of each state

indicates its composition of the states in terms of |E,+〉 and |H,+〉 components.

Figure 3.7: Energy spectra for at kx = 0 versus the electric field for quantum well widths

of Ly = (a) 100 nm. and (b) 200 nm. Lines in blue and orange represent the low-lying

states, which become the edge states after the transition. Note the oscillations arising

from inter-edge coupling for narrow quantum wells.

3.4.2 Edge state energy oscillations

Next, we turn to the behavior of the edge states in the topological phase as the Stark shift

is increased. Figure 3.7 shows the spectrum at kx=0 as a function of eF for two different

values of Ly: (a) 100 nm (narrow strip) and (b) 200 nm (wide strip).

The electric-field induced topological phase transition is clearly seen in both cases,

marked by a crossing of the states at the top of the conduction band and at the top of

the valence band. These low-lying energy states become the sub-gap edge states in the

topological phase.

More importantly, Fig. 3.7 shows a clear oscillatory pattern in the energy of the edge

states as a function of eF . These oscillations are more pronounced in the case of narrow

strips (Fig. 3.7-a).

The origin of such electric-field-driven oscillations, as it will become clear later, is

the inter-edge coupling of the edge states localized at opposite edges.In a sense, these

are equivalent to the magnetic field-driven oscillations appearing in short topological

nanowires due to the coupling of Majorana zero modes at its ends [47, 48]As such, these
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low-lying oscillations occur only in the topological phase and can be regarded as true

signatures of the presence of topological edge modes.

Figure 3.8: Transport mapped on the levels t kx = 0.

3.4.3 Edge state localization

The formal connection between the electric-field-driven edge state oscillations discussed

above and those appearing in Majorana systems

In order to better understand how the coupling between edge states gives rise to os-

cillations as a function of magnetic field can be further explored in order to get a better

understanding of the behavior of the edge states as the electric field increases. As such,

inspired by Ref. [47] , we propose an ansatz of an oscillatory function with an exponential

decay for the the electric field, we consider the following ansatz for the kx=0 edge state

wave-functions as a function of the vertical coordinate y [47]

|ψb(t)(y)|2 ∝ e−
2ỹb(t)
ξ sin2[kf ỹb(t)], (3.15)

where which corresponds to an oscillatory function with an exponential decay where both

the localization length ξ and the wave number kf both depend on the electric field (see

full expressions in section 3.5).
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Figure 3.9 shows the evolution of |ψ(y)|2 as a function of the electric field (eF ) for

Ly = 100 nm (Fig. 3.9-a) and 200 nm (Fig. 3.9-b). In both cases, it becomes clear that

the low-lying states tend to localize at the edges. In the narrow strip (Fig. 3.9-a), the

overlap between states at different edges leads to a stronger modulation as a function of

the electric field.

Figure 3.9: Electrically enhancement of the edge state localization for (a) Ly = 100 nm

and (b) Ly = 200 nm. The color map indicates the transverse profile of the absolute

squared value of the wave functions. In both panels, the wave functions adopted are those

associated to the states represented by the blue line in the figure 3.6.

The localization length ξ(eF ) can be extracted by fitting an exponential through the

first two local maxima of |ψ(y)|2 (a linear fit in a semi-log plot). Similarly, the wave

number kf (eF ) can be extracted by averaging the distances between subsequent minima

of |ψ(y)|2.
In both cases, we can compare these fittings with analytical results (Eqs. (3.20) and

(3.19) in section 3.5) obtained using the ansatz of by Eq. (3.15). The results shown in

Figure 3.10 show an excellent agreement, further corroborating the choice of the ansatz.

We note that,as shown in section 3.5, the exponentially localized form of Eq. (3.15) is

derived for topologically protected states with energies at the center of the gap (“zero

modes"). As such, non-topological states with a finite energy will not, in general, display

these same features.
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3.5 Analytical solution for the edge wave-function and

hybridization energy

In this section, we derive the anaylical expressions for the edge state wave function ψ(y)

and energy, as well as the localization length ξ(eF ) and the wave number kf (eF ) (which

are functions of the Stark shift eF ) appearing in Section 3.4.3. We note that a similar

derivation for ψ(y) can be found in Ref. [56].

First, in order to derive an analytic expression for the wave-function wave function

and energy, we first define the energy of the kx = 0 edge states for a infinitely wide strip,

i.e. E∞(eF ) = limLy→∞Eedge(kx = 0). This can be obtained as an order-3 polynomial

approximation from numerical calculations. For a wide strip, the edge state wavefunction

ψ(y) will obey H2x2ψ(y) = E∞(eF )ψ(y), which can be written asEc − γc∂2y − E∞ iP∂y

iP∂y Ev − γv∂2y − E∞

ψ(y) = 0 . (3.16)

Since these states are exponentially localized at the edges, we can expand the edge

mode in the form ψ(y) ∼ e±zy with z = ikf − 1/ξ with ξ being the localization length.

The solution of z must satisfy the quartic equation:

det

Ec − γcz2 − E∞ iPz

iPz Ev − γvz2 − E∞

 = 0 . (3.17)

For ξ > 0, there are only two solutions for z:

z± = −
√

Ω±
√

Λ− Ω2

2γcγv
(3.18)

where Ω = −P 2 + (Ec − E∞)γv + (Ev − E∞)γc and Λ = 4γcγv(Ec − E∞)(Ev − E∞).

Both kf = Im[z] and 1/ξ = Re[z] can be rewritten in terms of Ω and Λ:

kf =
1

2

√√
Λ + Ω

γcγv
, (3.19)

ξ = − 4γcγvkf√
Λ− Ω2

. (3.20)

We can classify the two solutions as wave functions ψt and ψb localized at the top

(y=Ly) and bottom (y=0) edges respectively. We can write, say, ψb(y) as:

ψb(y) = uezy

A0

B0

+ vez
∗y

A1

B1

 . (3.21)
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By imposing time-reversal symmetry and the boundary condition ψb(y = 0) = 0, it

is clear that u = −v = i and A(B)0 = A(B)1. Thus, a solution of Eq. (3.16) assuming

Eq. (3.17) is given by:

A0(1) =
(Ev − z2γv − E∞)

Pz
,B0(1) = I . (3.22)

Taking all of this into account, ψb(y) is given by:

ψb(y) ∝ e−y/ξ sin(kfy) , (3.23)

and ψt(y) (localized at the top edge) will be given by

ψt(y) ∝ e−(Ly−y)/ξ sin(kf (Ly − y)) . (3.24)

Finally, the energy difference associated with inter-edge coupling of the modes can be

calculated by taking

∆E =
〈ψt|H|ψb〉
〈ψedge|ψedge〉

(3.25)

where |ψedge〉 = a0 |ψt〉+a1 |ψb〉with the constant |a0|2+|a1|2 = 1 and 〈ψedge|ψedge〉 = κ

is the normalization factor. In the limit of large system, Ly � ξ, the normalization can be

approximated as

κ ≈
k3fξ

3

4(kf + k3fξ
2)

(3.26)

and the energy becomes

∆E ≈ kfL

2ξκ
e−L/ξ

( |A0|2
|A0|2 + 1

γc + γv

)
sin(kfL) . (3.27)

For the parameters of Table 3.1, this means that ∆E oscillates with the electric field

as

∆E ≈ 2kfL

ξ2
e−L/ξ (γc + γv) sin(kfL) , (3.28)

with kf given by Eq. (3.19).

This derivation is analogous to that of [47] for Majorana bound states in topologi-

cal nanowires. This underscores the fact that there is a formal connection between the

electric-field-driven edge state oscillations discussed in the main text and those appearing

in Majorana systems as a function of magnetic field. In fact, this analogy can be in prin-

ciple applied to other topological systems [49] in order to get a better understanding the

oscillatory behavior of edge state energies as a function of external parameters.



Chapter 3. Edge state oscillations in InAs/GaSb quantum wells 51

Figure 3.10: Evolution of the localization length ξ (a) and the wave number kf (b) for

the low-lying energy states for a system with Ly = 200 nm. In dashed lines we have the

values obtained from numerical fitting over the wave functions, while the dotted values

are the average of the results for both states and the continuum line is the analytical result.



Chapter 4

From edge to bulk transport in

GaSb/InAs/GaSb quantum wells

4.1 System and effective Hamiltonian definition

As mentioned in the introduction chapter on topological insulators, the InAs/GaSb quan-

tum wells are more accessible than those made of HgTe/CdTe. This is because InAs/GaSb

quantum wells have brought the attention for decades due to their technological applica-

bility [57, 58] and for the possibility that this system has to present semimetallic behavior

[59, 60], turning, in this way, the fabrication process of such systems known worldwide

by the scientific community.

Beyond the samples fabrication issue, InAs/GaSb symmetric quantum wells have been

winning space in the research for 2D topological insulators that present a large energy

gap between the bulk states. For some specific strain conditions, it is possible to reach an

energy gap of the order of 60 meV [25], which is comparable to the value achieved for

HgTe/CdTe quantum wells [1] with the advantage of being insensitive to temperature.

In this chapter, we are interested in the transport properties of strips formed perpen-

dicularly to the quantum well growth direction of GaSb/InAs. We are also interested in

the conditions to improve control of such properties, for example, by applying an electric

field in the growth direction, which would act as a gate. In the figure (4.1), we present a

representative draw of the system’s profile in which we are interested.

It is necessary to consider spin-orbit effects to describe the system more realistically.
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Figure 4.1: Model for an InAs/GaSb triple quantum well. In the inset plot, one can see

the energy levels ordering for both electron-like and (EL1) and heavy hole-like (HH1)

where it can be seen the band inversion for LInAs > 103.7 Å. Source [5].

In this way, the electron wavefunctions ψ(r) at the bulk of these materials must be solu-

tions of the Schrödinger equation given by:

[
p2

2m0

+ V (r) +
~

4m2
0c

2
(σ ×∇V ) · p

]
ψ(r) = εψ(r). (4.1)

Since we are dealing with a system that is symmetric by translations of unit vectors

of the crystal lattice, Bloch’s theorem applies. Thus, one can write the equation for the

periodic part of the Bloch wave functions as

{
p2

2m0

+ V (r) +
~

4m2
0c

2
(σ ×∇V ) · p+

~2k2

2m0

+
~k
m0

(
p+

~
4m0c2

σ ×∇V
)}

unk =εnkunk.

(4.2)

Similar to what was done in chapter 3, we adopted the 8-band Kane model for the

k · p method with Luttinger corrections for the effective masses. Given the symmetry of

the crystal represented by its point group, it is possible to arrive at basis functions defined

for the Γ-point such functions describe the energy states corresponding to the top of the
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valence band and the bottom of the conduction band. These states are usually denoted

|S, ↑ (↓)〉, |X, ↑ (↓)〉, |Y, ↑ (↓)〉 and |Z, ↑ (↓)〉, and their corresponding wave functions

transform accordingly to the atomic orbitals s, x, y and z when subjected to group sym-

metry transformations point of the zinc-blende structure.

However, once one has considered the spin-orbit coupling, the spin projection is no

longer a good quantum number. In such situations, the usual procedure is to change

the Hamiltonian representation adopting a basis in which the matrix where the spin-orbit

coupling is diagonal. In that spirit, expressing the conduction band, we have

|Γ6,±1/2〉 = |S ↑ (↓)〉

while for the valence bands we have

|Γ8,±1/2〉 =

√
2

3
|Z ↑ (↓)〉 ∓ 1√

6
|(X ± iY ) ↓ (↑)〉 ,

|Γ8,±3/2〉 = ∓ 1√
2
|(X ± iY ) ↑ (↓)〉 and

|Γ7,±1/2〉 = ∓ 1√
3
|Z ↑ (↓)〉 − 1√

3
|(X ± iY ) ↓ (↑)〉 ,

where we have the heavy-hole, ligght-hole and the split-off states respectively.

With such a model, one can describe the band structures for the bulk of each of the

materials. Usually by applying perturbative methods in the vicinity of high symmetric

points, the Γ point, for example. To describe the heterostructure formed by the symmetric

quantum well, the envelope function approximation [61] was adopted, in which the con-

finement in the z-direction results in the substitution kz −→ −i∂z. This procedure leads to

a system of coupled equations that one can solve numerically by applying a plane-wave

expansion using [26] Fourier transforms.

In addition, we adopted the Löwdin method (quasi-degenerate perturbation theory) to

derive the effective Hamiltonian. In this way, the effect of the outermost subbands could

be considered [62, 63]. Initially, without the application of an external electric field, we

considered a model composed of 3 bands with parameters obtained from a fitting of the

k · p described above. Such an adjustment of the parameters was performed by Sipahi

et. al. [5]. Without an external electric field, it was possible to unify the description for

different thicknesses of the quantum well (central layer of InAs) in a single Hamiltonian
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with a distinct set of parameters for each case:

H =


εE + γE(k2x + k2y) 0 −iP (kx − iky)

0 εHS + γHS(k2x + k2y) −i∆R

+iP (kx − iky) +i∆R εHA + γHA(k2x + k2y)

 . (4.3)

The matrix presented in the equation (4.3) is written in the basis {|E〉 , |H1〉 , |H2〉}
where the three states that make up the basis are given by an ‘electron-like’ state |E〉
and two states formed by symmetrical (HS) and anti-symmetrical (HA) combinations of

hole-like states located in the GaSb layers.

The parameters vary according to the thickness of the layers that make up the quantum

well. Here we will only be interested in the dependence on the thickness of the central

layer of InAs. The table presented below shows the parameters obtained for the three

thicknesses studied.

97 Å 103 Å 110 Å Units

εC 0.032 0.031 0.031 (Ry)

εV 0.031 0.031 0.031 (Ry)

γC 36.927 39.907 42.946 (Ry a20)

γV -22.478 -21.674 -15.416 (Ry a20)

η2 -0.280 -0.296 0.310 (Ry a20)

η3 -1.161 -1.174 1.189 (Ry a20)

P -0.109 0.097 0.087 (Ry a0)

The ∆R parameter is defined by the value of the electric field in the growth direction

of the quantum well. Such parameter has a paramount importance since, among our goals,

is to find a way to control the system topology through an electric field that will act as a

gate. The formulation of the Hamiltonian given by (4.3) presents an approximation for

the electric field, while a more accurate formulation was left for the following sections.
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Rewriting the Hamiltonian (4.3) discretizing the y-dimension and limiting the system

to consider a two-dimensional strip, we arrive at the band structures that can be seen in

the plots in the figures (4.2), (4.3) and (4.4). We can see that the smaller the thickness of

the quantum wells, the greater the range of electric field values for which we have a trivial

insulator. The three thicknesses studied show such behavior with the notable difference

that the 110 Å system presents a kind of Dirac cone “buried" in the hole-like bands, as

can be seen in the leftmost panel of the figure (4.4).

Figure 4.2: Band structure for a 300 nm wide and 97 Å thick strip format system. Each

of the three plots shows the band structure for a different value of applied electric field

(values of ∆ in the Hamiltonian given by Eq. (4.3).

4.2 The effect of the electric field on the Hamiltonian

To approximate the behavior to the situation where we have an electric field perpendicular

to the plane of the quantum well, some modifications in the Hamiltonian led to a new

formulation. In this alternative expression, we use a description in which the states of

different spin projections, designated by the plus (+) and minus (-) signs, are coupled in

such a way that the Hamiltonian matrix is given by

H =

H11(kx, ky) H12

H∗12 H∗11(−kx,−ky)

 , (4.4)
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Figure 4.3: Band structure for a 300 nm wide and 103 Å thick strip format system. We

see again the evolution of the band structure with the increase of the applied electric field

(values of ∆ in the Hamiltonian given by Eq. (4.3).

where H11 and H12 are given by

H11(kx, ky) =


εC + γC(k2x + k2y) iP (kx − iky) −(k2x − k2y)η2 − ikxkyη3
−iP (kx + iky) εV + γV (k2x + k2y) 0

−(k2x − k2y)η2 + ikxkyη3 0 εV + γV (k2x + k2y)

 ,
(4.5)

and for

H12 =


0 0 0

0 0 i∆

0 i∆ 0

 . (4.6)

This matrix representation for the Hamiltonian follows the basis given by

{|E1+〉 , |H1+〉 , |H2−〉 , |E1−〉 , |H1−〉 , |H2+〉}. (4.7)
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Figure 4.4: Band structure for a 300 nm wide and 110 Å thick strip format system. As

in the graphs of the figures (4.2) and (4.3) we see the formation of edge states with linear

dispersion with the difference that in this case we have the formation of what appears to

be a Dirac cone ‘ ‘buried" in hole-type bulk states.

4.3 Electric field dependence of the parameters

In what follows we will talk a lot about dependence on the electric field, however, it

is necessary to clarify what exactly we mean by this term. Whenever we refer to an

electric field applied in the direction perpendicular to the plane of the quantum well, we

are referring to the difference between the backgrounds of the conduction bands of the

outer layers of the quantum well. energy represented by the “x" in the figure 4.5.

Until then, we were treating the parameters of the Hamiltonian, except for ∆, as inde-

pendent of the electric field. However, this is an approximation of the behavior of these

parameters. An update of the definition of the Hamiltonian matrix is necessary to consider

such dependence accordingly.

Such definition for the Hamiltonian operator proved to be structurally dependent on

the system’s thickness (97 Å, 103 Å, or 110 Å). In other words, until now, it has not

been possible to find a closed-form for the Hamiltonian in which the size of the quantum

well reflects only on the parameters’ values. Furthermore, for systems with thicknesses

of 103 Å and 110 Å, it was only possible to find approximate forms that do not hold

quantitatively for all energies of the first Brillouin zone. However, by analyzing these
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Figure 4.5: Representation of the limits of the conduction (blue) and valence (red) bands

when there is an electric field applied in the direction of growth of the well.

mentioned Hamiltonians, it is possible to obtain a qualitative view of such systems.

4.3.1 System with thickness of 97 Å

So let’s start with the 97 Å thick system. For this system, a closed-form was obtained for

the entire first Brillouin zone. Thus, in this case, we have that the Hamiltonian is given by

H =

 H+(k) H+−(k)

H−+(k) H−(k)

 , (4.8)

where the matrix H+ is given by the expression (4.9), while H−(k) = H∗+(−k).

H+(k) =


εC(k) iPk− 0

−iPk+ εV (k) 0

0 0 εV B(k)

 . (4.9)

The coupling matrix that gives the interaction between the Hamiltonian diagonal

blocks is given by

H+−(k) =


0 0 N−(k)

0 0 0

N∗+(k) 0 0

 , (4.10)
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and H−+ = (H+−)†.

The functions that are dependent on k, which appear in both the definition of H+ and

the definition of H+− are defined as follows,

εC(k) = EC + γC(k2x + k2y) + αCk‖,

εV (k) = EV + ∆E + (γC + ∆γ)(k2x + k2y) + αV k‖,

εV B(k) = EV B −∆E + (γV −∆γ)(k2x + k2y) + αV k‖,

N±(k) = ±η2(k2x − k2y)− iη3kxky,

where k‖ = kx + ky, and the parameters given by ∆γ and αC(V ) are functions of the

magnitude of the electric field

∆γ(x) = A1 +B1 exp(C1x),

∆E(x) = A2x,

αC(x) = A3 +B3x, and

αV (x) = A4 +B4 exp(C4x),

with x representing the magnitude of the electric field in the growth direction of the well.

The values adopted for the parameters in the simulations presented in the following sec-

tion are given in the tables 4.1 and 4.2.

Table 4.1: Parameters for 97 Å

Parameter Value Units

EC .032088 Ry

EV B .0314028 Ry

γC 40.7246 Ry a20

γV -19.8633 Ry a20

Px -.0766887 Ry a0

η2 -.19853 Ry a20

η2 -.0317535 Ry a20
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Table 4.2: Parameters for the ∆ and α functions

Parameter Value

A1 -.231075

B1 4.11407

C1 -.255277

A2 2.79538E-5

A3 3.24001E-5

B3 8.28089E-5

A4 .0219519

B4 -.02344

C4 -.286293

4.4 Results and discussion

Translating the Hamiltonian described in the previous section to a tight-binding formu-

lation, where the following substitution is made kα → −i∂α where α = x, y. Then,

for the partial derivatives, one can translate them in terms of finite differences. In such a

way, we can arrive at an appropriate model to serve as input for KWANT. In this way, it

was possible to calculate the band structure, map the local currents over the system and

calculate the total conductance in the linear response regime.

One of the main differences between the results obtained with the Hamiltonian from

the previous section and the new one with parameters dependent on the electric field is

the appearance of two non-degenerate Dirac cones in the gap between the bulk states. In

the figure 4.6 we see the band structure for a system subjected to an electric field of 50

meV, in which, in the panels (a) and (b), we see the bands obtained by diagonalizing the

subblocks separately. In these calculations, we disregarded the values of the couplings

between the pseudo-spins. In the (c) panel, we see very few differences between the cases

with and without coupling between pseudo-spins.

We see in the graphs in the figure (4.7) some of the interesting results obtained with

KWANT. In this first calculation, we adopted the Hamiltonian for a 97 Å thick system and

simulated a tape with translational symmetry in the x-direction. The dimensions adopted
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Figure 4.6: Spin separated bands for 97 Å thick system. In the rightmost panel we have

both the uncoupled bands and those obtained with coupling, it is noted that the coupling

has little effect on the energy scale of interest.

for the scattering region were 500 × 300 nm and the electric field applied in the growth

direction is compatible with a band shift of 136 meV. Placing the Fermi energy in the

region of the insulating gap, where we also see the formation of the double Dirac cone,

we see the formation of helical edge states.

In order to study the behavior of the system with the variation of the electric field,

we also analyzed the energy levels at kx = 0 and their dependence on the electric field

(eF = electric field), such results appear in the figure graph (4.8). The question we want

to answer here is whether or not we can speak of analogs to Landau levels for electric

fields in this system.
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Figure 4.7: (a) Band structure for the 97 Å thick system subjected to an electric field of

70 meV in the growth direction; thin and black lines show the situation where we have

confinement in the y-direction and the thick and colored lines show the situation without

confinement; the dashed line shows the Fermi energy adopted in the current simulations.

(b) The probability density that is defined by the wave function at the energy indicated

by the dashed line in (a), (c) current density for the spin-Up component, and ( d) current

density for the spin-Down component.

4.5 Results for transport with metallic leads

As mentioned before, the results presented in the figure 4.7 were obtained with a system

with translational symmetry in the x-direction. In this section, we present the results for

systems whose semi-infinite leads have a Hamiltonian different from that of the scattering

region. To simulate metallic behavior leads, the Hamiltonian adopted for the lead region

represents free electrons of effective mass mef, that is

Hleads =
p̂2

2mef
+ V̂cons, (4.11)
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Figure 4.8: Dependence of energy levels on kx = 0 with the electric field in the direction

perpendicular to the plane of the well. Black lines represent the situation where there is

confinement in the y-direction (strip), while thick and colored lines show levels calculated

in a system with periodic boundary conditions (no edges).

where the potential V̂cons is simply an additive constant to adjust the Fermi level, and in

view of little or no effect on the final results, the effective mass was chosen so that it has

the same order of magnitude as the conduction band of the scattering region.

When we place the Fermi energy in the region of the double Dirac cone, we see

that current density accumulates at the edges of the scattering region. Furthermore, as

anticipated by the shape of the band structure, the wave function is asymmetric in the

y-direction. However, as the system is symmetrical by time-reversal when changing the

incidence lead, the shape of the probability density is maintained, changing only the char-

acter of the pseudo-spins. This behavior is clear in the figure 4.9.

Analyzing the current patterns, we see that in the energy range where we have the

Dirac cones there is still formation of edge states. In the figure 4.10 we see the separation

of pseudo-spin currents. However, interesting patterns stop when the Fermi energy is
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Figure 4.9: Spin density in the system of 97 Å with a Fermi energy of 440 meV and an

out-of-plane electric field of 50 meV. In the upper panels, we have the spin density (red

and blue represent the Up and Down spins respectively) when we have incident waves

from the left lead while the lower panels represent the results obtained for waves incident

to the right. The graphs on the right show the wave function profile in the dashed lines of

the mappings on the left. Note the edge-dependent asymmetry.

placed in the vicinity of the bulk states. We see one of these patterns in the maps for the

pseudo-spin currents present in the figure 4.11. What you see is the formation of current

vortices that are evident when analyzing the pseudo-spin currents.

Calculating the system conductance for different values for the Fermi energy, we see

that, in the region close to the bulk states of the valence band, the conductance peaks relate

to the formation of these circular-current patterns. In the figure 4.12 we see how each

current maxima is related to the formation of vortices. Very similar behavior is observed

in the case of variable width systems, where a small gap in the Dirac spectrum is induced

by the edge-states hybridization [64]. In that situation, the leads and the scattering region

share the same Hamiltonian, and a constriction in the scattering region is responsible for

the Fabry-Pérot resonances.

The origin of the Fabry-Pérot circular resonances, in the case presented here, is the

mismatch between the Hamiltonians describing the leads and the scattering region. Sim-

ilar to what is presented in [64], the crucial element for the emergence of these current

patterns is the difference in carrier velocities for the leads and scattering region. This ex-
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Figure 4.10: Results for the local current density in a 97 Å thick system with an out-of-

plane electric field of 60 meV and a Fermi energy of 448 meV. (b) The probability density

that for the energy indicated by the dashed line in (a), (c) current density for the spin-Up

component, and ( d) current density for the spin-Down component.

planation is supported by the fact that the formation of vortices occurs when the chemical

potential crosses the local maxima of energy levels.
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Figure 4.11: Results for the local current density in a 97 Å thick system with an out-

of-plane electric field of 60 meV and a Fermi energy of 439.57 meV. Notice how the

chemical potential in proximity to the bulk states leads to formation of vortices.(b) The

probability density that for the energy indicated by the dashed line in (a), (c) current

density for the spin-Up component, and ( d) current density for the spin-Down component.
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Figure 4.12: Curve obtained for the conductance between the metallic leads when vary-

ing the Fermi energy close to the boundary between the double Dirac cone and the bulk

states. Panels (a)-(e) show the pseudo spin-Up current densities for the Fermi energies

corresponding to the maximum conductance points.



Chapter 5

Excitons in transition metal

dichalcogenides monolayers

The present and the next chapter describe the work carried out in collaboration with the

group headed by Professor Jaroslav Fabian in Regensburg, Germany. The work focused

on two distinct bidimensional systems: transition metal dichalcogenide monolayer and

graphene. However, different phenomena were investigated in each of these systems.

In this chapter, we present the research done to calculate and understand the excitonic

states in encapsulated transition metal dichalcogenides. In the next chapter, we report the

preparation stage for the investigation of weak localization in hydrogenated graphene.

5.1 Introduction

This introduction is greatly inspired by the text in Ref. [65]. In general, an exciton is a

two-body system composed of an electron and a hole bonded via Coulomb interaction.

Therefore, to describe an exciton, one can write its wave function as the linear combina-

tion of the product of a single (uncorrelated) electron and hole Bloch functions

ψ(re, rh) =
∑
ke

∑
kh

A(ke,kh)ψcke(re)ψckh(rh), (5.1)

where A(ke,kh) represents the amplitude function. We can also write the envelope func-

tion for the exciton Φ(re, rh), which is defined as the Fourier transform of the amplitude
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function A(ke,kh):

Φ(re, rh) =
∑
ke

∑
kh

A(ke,kh)
eike·re√
V

eikh·rh√
V

, (5.2)

which can be interpreted as the plane-wave expansion of the two-particle wave function.

One can adopt a effective mass approximation to find the wave function in Eq. (5.2),

i.e.

[Eg + Ec(−i∇e)− Ev(−i∇h) + V (re, rh)]Φ(re, rh) = EΦ(re, rh), (5.3)

where we have replaced the ke(h) in the dispersion relation for electron (hole) E ≡
E(ke(h)) to its corresponding differential operator (−i∇e(h)) which acts on the electron

(hole) coordinate space re(h).

In the parabolic approximation we can write Ec(ke) = ~2k2e/2m∗e for electrons, and

Ev(kh) = −~2k2h/2m∗h for holes. The potential part of the Hamiltonian may be of the

form

V (re, rh) = eF · (re − rh), (5.4)

which leads to the Franz-Keldysh effect when F is a uniform electric field. The interaction

can also be of the form of a Coulomb interaction between the hole and the electron

V (re, rh) = − e2

4πεs|re − rh|
, (5.5)

in this situation we will have the exciton effect, which will be matter of our primarily

concern. In this work we have adopted a different potential to study excitons, the so-

called Rytova-Keldysh potential, such a choice will be explained later in this chapter.

The Wannier equation

Replacing the operators into the equation 5.3 we get

[Eg −
~2∇2

e

2me

− ~2∇2
h

2mh

+ V (re, rh)]Φ(re, rh) = EΦ(re, rh), (5.6)

which can be rearranged in terms of the center of mass and relative coordinates, and,

by separating the variables with the ansatz Φ(r,R) = ψ(r)χ(R), one get a free particle
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equation for the center of mass, and a single particle equation submitted to a central

potential V (r):

[
−~2∇2

R

2M

]
χ(R) = ERχ(R), (5.7)[

−~2∇2
r

2µ
+ V (r)

]
ψ(r) = Erψ(r). (5.8)

By Fourier transform the Eq. 5.8, and taking the summations properly, we arrive at

∑
k

eik·r

[
~2

2µ
k2ck +

∑
k′

Vk−k′ck′

]
= Er

∑
k

eik·rck. (5.9)

Eliminating the summations and the exponentials on both sides of the Eq. 5.9, we get the

equation for a single k

~2

2µ
k2ck +

∑
k′

Vk−k′ck′ = Erck, (5.10)

which is called the Wannier equation in reciprocal space.

Noticing that the Eq. 5.10 can be recast into matrix form, one can use well established

numerical libraries to solve for the eigenvalues and eigenvectors. Basically, if the Fourier

expansion coefficients ck’s is rearranged into a column vector c, we can write the Wannier

equation as

(
P̂ + V̂

)
c = Erc. (5.11)

The diagonal matrix P̂ represents the kinetic part of the system, and its elements are given

by Pk = ~2k2/2µ. The interaction part of the equation is given by V̂ , which, in general,

will be non-diagonal in k-space. The elements of V̂ will depend on the actual potential

used for the system. We will address this choice in the following section.

The effective Bethe-Salpeter equation

The Bethe-Salpeter equation (BSE) came from quantum field theory and is based on Feyn-

man diagrams describing all interactions between two particles [66]. In the context of
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condensed matter physics, the BSE can be adapted to describe the excitons in semicon-

ductors. Following [67, 68] the effective BSE for direct intralayer excitons can be written

as an eigenvalue problem similar to the Wannier equation:

[Ec(~k)− Ev(~k)− Ωλ]Fcv,λ(k) +
∑
c′v′k′

[Dcvk
c′v′k′ + Xcvk

c′v′k′ ]Fc′v′,λ(k
′) = 0, (5.12)

which can be treated as an eigenvalue equation, where Ωλ is the λ-th eigenvalue we want,

and the corresponding eigenstate is defined by

Ψλ(r, r
′) =

∑
cvk

Fcv,λ(k)ψc,k(r)ψv,k(r′). (5.13)

The interaction part of the BSE equation can be separated into the direct Coulomb term,

represented by the matrix Dcvk
c′v′k′ ,

Dcvk
c′v′k′ = ∆cvk

c′v′k′V (k− k′), (5.14)

∆cvk
c′v′k′ =

[∑
l

α∗cl(k)αc′l(k
′)

][∑
m

α∗v′m(k′)αvm(k)

]
. (5.15)

and the exchange part given by the matrix Xcvk
c′v′k′:

Xcvk
c′v′k′ =

1

A

[∫
dr∇2v(r)

][ 〈c,k|~Π|v,k〉
Ec(k)− Ev(k)

][
〈v′,k′|~Π|c′,k′〉
Ev′(k′)− Ec′(k′)

]
(5.16)

The values designated as αcj and αvm are the components of the eigenvectors of the

single-particle Hamiltonian adopted. The first index of αcj (αvm) identifies the conduction

(valence) band to which the eigenvector is related, while the second index identifies the

components of the eigenstate on chosen basis.

The results presented here were obtained disregarding the exchange contribution given

by Eq. 5.16. The reason for that relies on the fact that the inclusion of the exchange term

does not change qualitatively observables such as absorption spectra, leading to the same

conclusions.
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The Rytova-Keldysh potential

To include into the model the screening effect caused by the difference between the di-

electric constant of the monolayer and its incapsulation, we adopted the Rytova-Keldysh

(RK) potential [69]. Following the calculation presented in [70], one can get the expres-

sion for the RK potential in k-space

V (~q) = − 1

A

(
e2

2ε0

)
1

εq + r0q2
. (5.17)

where q = |k − k′|, ε0 is the vaccuum dielectric constant and r0 is the screening length.

For the semiconducting TMDCs such as WSe2, MoSe2 and MoS2, r0 is about 4.5 nm

[71, 72]. Adopting the assumption that the TMDC has a negligible thickness, is common

to see in the literature the value for ε defined as the average of the dielectric constants of

the encapsulation materials,

ε =
εt + εb

2
, (5.18)

being εt(b) the value for the dielectric constant for the top (bottom) material.

5.1.1 Comparing results

Here we are primarily interested in investigating a general model describing a system

where two conduction bands interact with one valence bands. Thus, an effective 3 × 3

model is adopted. Let us start by defining the Hamiltonian of the system of interest:

H(~k) =


E1 + ~2

2m∗1
k2 0 0

0 E2 + ~2
2m∗2

k2 0

0 0 − ~2
2m∗3

k2

 , (5.19)

which describes two conduction bands (m∗1and m∗2 > 0) interacting with a valence band

(m∗3 > 0). Here, we are adopting all effective masses positive and defining the kinetic

energy for the hole as negative. First, we take the two possible electron-hole pairs and

treat them using the Wannier equation to find the excitonic spectra. Then, we compare

the results obtained by the BSE for the respective two-by-two Hamiltonians, and finally,
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Table 5.1: Binding energy calculated with Wannier.

index m∗1 = 0.15 m∗2 = 0.25

1 -320.3818 -339.4469

2 -0.7204 -98.4229

3 64.9041 -40.5658

4 64.9041 -40.5658

5 93.5776 -8.4528

we present the problem with the three-by-three model when the conduction bands cross

each other.

For the sake of testing, we have adopted, for all calculations, a k-space grid of 11×11

points covering the values of kx(y) in the interval {−5, 5} [nm1]; for the effective masses

we’ve used m∗1 = 0.15, m∗2 = 0.25, and m∗3 = 0.4; and the electron-hole interaction is

mediated by Rytova-Keldysh potential:

V (~q) = − 1

A

(
e2

2ε0

)
1

εq + r0q2
, (5.20)

The first five results for the binding energies obtained by solving the Wannier equation

for both conduction effective masses (m∗1,m
∗
2) are presented in the table 5.1. To reach

such results we have adopted, only for testing purposes, a 2D square k-space defined by

an 11× 11 grid with ±5 nm−1 as its limits.

Now let’s see what the most simple BSE equation gives us when we insert the same

parameters adopted above. The Hamiltonian considered here is given by

H2x2 =

 Eg + ~2
2me

k2 0

0 − ~2
2mh

k2

 , (5.21)

the dispersion relation for the parameters adopted here is presented in the figure 5.1.

The effective Bethe-Salpeter equation is given by

[Ec(k)− Ev(k)− Ωλ]Fcv,λ(k) +
∑
c′v′k′

Dcvk
c′v′k′Fc′v′,λ(k

′) = 0, (5.22)

where we are not considering the exchange term and in which Ωλis the λ-th eigenvalue
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Figure 5.1: Energy dispersion for two different values of electron mass and energy gap:

(a) me = 0.25 m0 and Eg = 2.45 eV, while (b) me = 0.15 m0 and Eg = 2.40 eV.

Table 5.2: Binding energy calculated with BSE, using the 2× 2 model.

index m∗1 = 0.15 m∗2 = 0.25

1 -320.3818 -339.4469

2 -0.7204 -98.4229

3 64.9041 -40.5658

4 64.9041 -40.5658

5 93.5776 -8.4528

corresponding to the eigenfunction in k-space Fcv,λ(k) that, by its turn, is related to the

envelope wave function for the λ-th excitonic state

Ψλ(r, r
′) =

∑
cvk

Fcv,λ(k)ψck(r)ψvk(r′). (5.23)

The results for the binding energies in this case match those obtained by the Wannier

equation, as one can see in the table 5.2.

Notice that, the Bethe-Salpeter equation for a 2× 2 uncoupled system is equivalent to

the Wannier equation. It’s easy to see that if the following correspondencies are made

Ec(k) = Egap +
~2

2m∗c
k2, (5.24)
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Figure 5.2: Comparison between the binding energies obtained by Wannier equation and

by the Bethe-Salpeter equation. Notice that the BSE provide the same results the sepa-

rated Wannier equations get.

Ev(k) = − ~2

2m∗v
k2, (5.25)

Dk
k′ =V (k− k′), (5.26)

Ec(k)− Ev(k′) = Egap +
~2

2µ
k2. (5.27)

5.1.2 Bethe-Salpeter equation with a 3× 3 Hamiltonian

As a benchmark, we solved the BSE for the same set of parameters adopted in the previous

section, but for the 3× 3 Hamiltonian 5.19. To see if the Hamiltonian provides the same

results obtained by the Wannier equation, we put the results in the figure 5.2 where we

can see both sets of values.

Another important part of our results is the set of eigenfunctions corresponding to the

binding energies. In a system composed of N conduction bands, M valence bands, and J

k-space points, the λ−th eigenvector for the BSE can be written as

Fλ =
∑
cvk

F λ
cv(k)|ck, vk〉. (5.28)

In the case we are working on, we have just one valence band and two conduction

bands. Therefore, we can write the Fλ as a column vector following the order in which

the conduction valence indexes run faster than the k-space vectors:
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Fλ =



F λ
c1v

(k1)

F λ
c2v

(k1)

F λ
c1v

(k2)

F λ
c2v

(k2)
...

F λ
c2v

(kN)


. (5.29)

Moreover, the way that we identify the different conduction bands is an important

detail that has to be addressed. By classifying based on their energy, the band crossings

might be overlooked. As an example, let us consider the example where the states cj are

classified as follows:

• c1 is the band with the highest value of energy; and

• c2 is the second most energetic band.

Clearly our list of conduction bands has only two bands, while the valence bands list

isn’t even necessary, since we have just one valence band. However, our code is capable

to handle an arbitrary number of conduction and valence bands. In general, the order of

the states follows the following rule:

Ec1 > Ec2 > · · · > EcN > EvM > EvM−1
> · · · > Ev2 > Ev1 (5.30)

By following this rule, we can identify the bands of the dispersion relation presented

in the figure 5.3. Notice the “inversion” of the conduction bands around the kx = 0. This

situation indicates that we have to analyze the wave functions to characterize the energy

bands.

5.1.3 Results for the general 3× 3 model

Let us focus on a more general model, which allows couplings between the conduction

and the valence bands and between the conduction bands as well. The three bands model

we are going to investigate has the following structure:
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Figure 5.3: Band dispersion for the 3× 3 model with bands identified, both cases without

couplings (P10 = P20 = P21 = 0). (a) Identification based on the energy values, like

indicated in Eq.(5.30). (b) The identification of the bands is based on their respective

eigenvectors, which are the basis of the Hamiltonian in this uncoupled case. Notice that

the energy order Eq.(5.30) still holds at a finite interval of k-values around kx = 0 in (b).

H(~k) =


E

(0)
2 + F2k

2 P21k± P20k±

E
(0)
1 + F1k

2 P10k+

c.c. E
(0)
0 + F0k

2

 , (5.31)

where we have identified the basis adopted as {|2〉, |1〉, |0〉} instead of {|c2〉, |c1〉, |v1〉} to

allow the description of mixture when we turn the couplings on.

Among all the parameters available in our model, including the Hamiltonian 5.31

and the Rytova-Keldysh potential 5.20, the effective dielectric constant ε has the most

direct way to control. Since the value of ε depends on the encapsulation of the TMDC

monolayer, it is important to know how the excitonic spectra vary as one increases the

value of ε. Starting from the resonance regime between the first exciton states, i.e. setting

the values of E2 and m0 that make the first exciton states overlap in energy, the figure 5.4

shows how the binding energies change with ε.

Taking P20 < P10 and changing P21, we see that the resonating states separate in

energy, even though the color of the lines in Figure (5.6) indicates that the states present a

more degree of mixture. It is an interesting property and deserves more attention in future

investigations.



Chapter 5. Excitons in transition metal dichalcogenides monolayers 79

Figure 5.4: First 30 energy levels versus the value of dielectric constant. The different

colors represent the different conduction band that contributes to the exciton wavefunc-

tion.

Figure 5.5: Wavefunctions in k-space for calculated excitons in the uncoupled regime.

The horizontal direction represent the order in energy corresponding to each state, the

vertical direction is related to the value of the dielectric constant, where each row cor-

respond to a value of ε, starting on the top with ε = 1 and ending at the bottom with

ε = 12.
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Figure 5.6: Energy levels for P10 > P20 (P10 = 2 and P20 = 0.5 meV nm).

Figure 5.7: P10 = 2, P20 = 0.5, and P21 = 0.3

• P10 = 2.0 meV nm

• P20 = 0.5 meV nm

• P21 = 0.3 meV nm

To measure the mixing of the excitonic states we have used the difference of the

projections over the conduction bands, i.e

P =
∑
k

(
|Fc2,v(k)|2 − |Fc1,v(k)|2

)
, (5.32)

P10 [meV nm] P20 [meV nm] P21 [meV nm]

2.0 0.5
0.0

0.3

Table 5.3: Coupling values
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Figure 5.8: P10 = 2, P20 = 0.5, and P21 = 0

where the total wave function for the exciton is supposed normallized

∑(
|Fc2,v(k)|2 + |Fc1,v(k)|2

)
= 1. (5.33)

5.1.4 Absorption analysis

The absorption spectrum considering the excitonic effects can be calculated by

αa(~ω) = C0

∑
N

∣∣∣∣∣∣
∑
cv~k

Fcv~k(N)pavc(
~k)

∣∣∣∣∣∣
2

δ(ΩN − ~ω), (5.34)

where the superindex a indicates the light polarization. The prefactor C0 is given by

C0 = 4π2e2/ε0clωA~2, where cl being the speed of light, and A the 2D unit area. The

quantity represent by panm is known as the dipole matrix element and is defined by

panm =
~
m0

〈n,~k|êa · ~p|m,~k〉, (5.35)

where the light polarization given by the unity vector êa. For the absorption final result,

we apply a Lorentzian broadening

L(x, x0; Γ) =
1

π

1
2
Γ

(x− x0)2 + (1
2
Γ)2

, (5.36)

with a constant width at half-maximum Γ = 10 meV.

Exploring the coupled three bands model, the results in the figure 5.9 shows how the

spectra dependence with the effective dielectric constant (ε). The most prominent peak
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Figure 5.9: Excitonic absorption spectra for different values of dielectric constant. The

vertical shift was introduced only to improve visualization.

indicates the absorption of the exciton composed of an electron from the most strongly

coupled conduction band, whose wavefunction has the s-orbital symmetry. Notice the ex-

istence of a weaker peak passing through the larger one, from left to right, as the dielectric

constant increases. This second peak comes from the exciton whose electron comes from

the weakly coupled conduction band and, similarly to the first peak, it also has an even

wavefunction.

Until now, the freedom in the definition of the signs in the coupling terms was not

relevant, in the sense that the choice between plus and minus in PABk± did not reflect

in the results. However, for the absorption spectra for different light polarizations, this

choice is important. In the results presented in Fig. 5.10, we see that, depending on the

sign present in the coupling between the second conduction band and the valence band,

it is possible to get a separated spectrum for excitons of different conduction bands. The

coupling between the first conduction band and the valence bands was kept constant and

depending on momentum by P10k+. By the particular choice of parameters, the influence

of P21k± was not clear, and more investigations are required.
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Figure 5.10: Excitonic absorption spectra for light with different polarization for models

with different chiralities. (a) P20k+ and P21k+, (b) P20k− and P21k+, (c) P20k+ and

P21k−, (d) P20k− and P21k−.

5.1.5 Rashba SOC in TMDC

The next steps in this project consist to change our focus towards a more realistic model.

Using a modified model based on the whork in [71], the k · p Hamiltonian in the vicinity

of K-point of the Brillouin zone of the TMDC could be written as a sum of the following

components:
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H0 =


Evb 0 0 0

0 Evb 0 0

0 0 Ecb 0

0 0 0 Ecb

 , (5.37)

HSO =


∆vb 0 0 0

0 −∆vb 0 0

0 0 +∆cb 0

0 0 0 −∆cb

 , (5.38)

H1kp = ±γ


0 0 k+ 0

0 0 0 k+

k− 0 0 0

0 k− 0 0

 , (5.39)

H2kp =


α̃↑k

2 0 κ↑k
2
+ 0

0 α̃↓k
2 0 κ↓k

2
+

κ↑k
2
− 0 β̃↑k

2 0

0 κ↓k
2
− 0 β̃↓k

2

 . (5.40)

Such matices are written in the basis given by {|vK ↑〉, |vK ↓〉, |cK ↑〉, |cK ↓〉}. Now,

let’s insert a term of Rashba spin orbit coupling between the two conduction bands only.

Following the work in [73] we can write the Rashba term, in the spin basis {| ↑〉, | ↓〉} as

H̃R = α(kxσx − kyσx)

= α

kx
 0 −i

i 0

− ky
 0 1

1 0

 = α

 0 −ikx − ky
ikx − ky 0


= α

 0 −i(kx − iky)
i(kx + iky) 0

 = α

 0 −ik−
ik+ 0

 . (5.41)

In this way, one can write the Rashba contribution to the Hamiltonian in the basis

{|vK ↑〉, |vK ↓〉, |cK ↑〉, |cK ↓〉} as
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Figure 5.11: Energy bands of MoS2 with Rashba SOC for both conduction and valence

bands given by αc(v)b = 5 meV nm. In the panels, we see (a) the valence bands, (b) the

conduction bands, and (c) the sz-projection of each band. Notice that one can adopt a

model without the SOC between the valence bands, since the sz-projection is approxi-

mately constant.

HR =


0 −iαvbk− 0 0

iαvbk+ 0 0 0

0 0 0 −iαcbk−
0 0 iαcbk+ 0

 . (5.42)

From now on, we’re going to adopt αvb = 0, which means that we’ll ignore the

Rashba coupling between the valence bands. Since the systems we’re interested in have

large spin-splitting for the valence bands when one compares it with the splitting of the

conduction bands, such an approximation is quite reasonable. This feature can be easily

seen by comparing the spin polarization of the conduction bands with that for the valence

band as shown in the c-panel of Fig. 5.11 and both panels at Fig. 5.12.
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Figure 5.12: Energy bands for MoS2 with a color scale indicating the z-projection of spin

in unities of ~/2. In panel (a) we see the valence bands that have the spin projection well

defined in the interval. Panel (b) shows the conduction bands, which present crossings

and changings in the spin projection.



Chapter 6

Weak localization in Hydrogenated

Graphene

6.1 Introduction

When the distances between the scatterers in a conducting system are greater than the

phase relaxation length, Ohm’s law describes a linear dependence of the resistance with

the length of the conductor `φ. This scenario can change for low temperatures in systems

with low mobilities. In this situation the free mean path can be smaller than `φ. In this

way, the overall conductance of the such systems will decrease due to interference effects.

For conductors with conductance much greater than e2/h, this decrease is approximate to

e2/h. If the physical system meets such conditions, we say it is in the weak localization

(WL) regime. Since a small magnetic field, around 100 G, could destroy the effects of

WL, one can use magnetoresistance measurements to identify the phenomenon.

Here, the idea is to study the weak localization in Graphene with Hydrogen adatoms.

Using tight-binding modeling, we can implement a numerical simulation using the Kwant

Python package [27]. The Hydrogen adatoms on the system will play the role of scatterers

and will cause the reflections responsible for the weak localization.
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Figure 6.1: Graphene strip with zig-zag boundaries and an adatom on top of the Carbon

atom at the position r = 0. At both ends of the strip, we have semi-infinite leads.

6.2 Tight-binding model

To start the investigations, we have been exploring the simpler system composed of a

zig-zag nanoribbon with an adatom in the middle, see Fig. 6.1. The tight-binding model

adopted for this system is that given by the reference [74]. Basically, our model can be

split into two parts, an orbital part, and the spin-orbit part,

H = Horb +Hso. (6.1)

In what follows we have adopted the notation where c†iσ = (a†iσ, b
†
iσ) and ciσ =

(aiσ, biσ) represent the creation and annihilation operators for the pz-orbitals on both A

and B graphene sublattices. The creation and annihilation operators for the Hydrogen

s-orbitals located at the site m are given respectivelly by h†mσ and hmσ. The orbital part

of 6.1 is given by

Horb = εh
∑
m

h†mσhmσ − t
∑
〈i,j〉

c†iσcjσ + T
∑
〈m,i〉

h†mσciσ + h.c. (6.2)

where εh = 3 eV is the adatom on-site energy, T = 6.5 eV is the Hydrogen-Carbon

hopping term, and t = 2.6 eV is the hopping between the Carbon atoms energy [74].

The minimal realistic model for SOC has its effects confined up to the second-nearest

neighbors of the hydronated site CH (in sublattice A), which defines our impurity region.

Defining A†σ (Aσ) as the creation (annihilation) operator on CH and B†mσ (Bmσ) as the

creation (annihilation) operator on the three nearest neighbors of CH . The tight-binding

Hamiltonian can be written as
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Hso =
i

3

′∑
〈〈i,j〉〉

c†iσcjσ′

[
λI√

3
νij ŝz

]
σσ′

+
i

3

∑
〈〈CH ,j〉〉

A†σcjσ′

[
ΛI√

3
νCH ,j ŝz

]
σσ′

+
2i

3

∑
〈CH ,j〉

A†σBjσ′ [ΛBR(ŝ× dCH ,j)z]σσ′ + h.c.

+
2i

3

∑
〈〈i,j〉〉

B†iσBjσ′ [ΛPIA(ŝ×Di,j)z]σσ′ ,

where the individual terms and parameters assume the following interpretation and values:

• The first term models the intrinsic spin-orbit coupling for the Graphene, and it is

characterized by 2λI = 24 µeV. It couples every next-nearest-neighbor pairs that

do not contain CH (indicated by the prime).

• The second term indicates the adatom-induced intrinsic SOC, and its strength is

given by ΛI = −0.21 meV (17 times stronger than λI). It couples the same spin in

the same sublattice.

• The third term is the Bychkov-Rashba term, which induces the nearest neighbors

spin-flip. The value of ΛBR = 0.33 meV is more than 60 times stronger than the

value for Graphene in a representative electric field of 1 V/nm (λBR = 5 µeV).

• The last term comes from the pseudo-spin asymmetry and couples different spins

from next-nearest-neighbors. The value of ΛPIA = −0.77 meV has no counterpart

in flat Graphene.

To introduxe an out-of-plane magnetic field into our system, we have implemented

the Peierls substitution, where the original hoppings are replaced by

ti,j → ti,je
iφij , (6.3)

where the Peierls phase is defined by

φij =
e

~

∫ rj

ri

A · dl, (6.4)
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Figure 6.2: Comparison between systems with a single Adatom in the middle, with and

without magnetic field.

with A being the vector potential, and ri the position of the i-th atom. To get a zero

magnetic field in the leads, and a magnetic field pointing in the z-direction we adopt the

Landau gauge given by

A(r) = ŷBx̄, (6.5)

x̄ =


0,

x,

d,

x < 0

0 ≤ x ≤ d

x > d

. (6.6)

Notice that the vector potential can not be set to zero in the x > d region, as this would

imply an infinite magnetic field at the x = d interface.

6.3 Preliminar results

The first step was to model the system using Kwant and benchmarking some preliminary

results. In the current stage, we still deciding the best way to benchmark, trying to find

reliable sources in the literature. The following results present the first outcomes of our

numerical calculations.

Since our main interest is to investigate the weak localization in Graphene, we need a

system with N > 1 adatoms distributed sparsely. The sparsity of the adatom distribution

is necessary given the validity of our tight-binding model [74]. Initially, however, before
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Figure 6.3: Total density of states comparison between the systems with and withou the

adatom. Both the systems have a rectangular shape and zig zag bouraries. The adatom

was placed on top of the Carbon atom at the origin of the coordinate system, which is

approximately the center of the system.

including more than a single adatom, it is crucial to guarantee that the model is well

defined in the simplest scenario.

Firstly, we calculated the conductance of the system without adatoms. Then, we com-

pared it when an adatom was included, both with and without the presence of magnetic

field. In Fig. 6.2 we see that the presence of an adatom decreases the transmission through

the system for all values of chemical potential. When a non-zero magnetic field is applied,

the transmission decrease even further, except for energies close to zero.

Looking into the density of states of the system could give us some insights into the

system. In Fig. 6.3 the density of states shown was obtained using the kernel polynomial

method (KPM), where we can see that the inclusion of an adatom does not modify sig-

nificantly the total density of states. On the other hand, we calculate the local density of

states in the central position, we have a dramatic change when we add the adatom. The

important features are the appearance of a peak for energy zero and the very high peaks

at both ends of the energy range.

Exploring further to better understand the differences between the systems with and

without the adatom, we the plotted the local density over the system for specific values of

energy. In the color maps in the Fig. 6.5 we see, in the upper panel, the existence of an

edge states which contribute to the total density around zero energy. The bottom panel of

Fig. 6.5 shows the extended states away from zero.

The results in Fig. 6.6 shows us the concentration of states around the adatom site. In
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Figure 6.4: Local density of states (LDOS) for the position ~r = 0. In blue we have

the results for the system without the adatom while the red line shows the results for

the system with the adatom positioned at the center. The important features here is the

presence of the peak for energy zero, and the very high peaks at the both ends of the

energy range.

Figure 6.5: Color map for the local density of states for the system without adatom. In the

panel (a) we have the mapping for E = 0, and in (b) we have the mapping for the E = 1

eV.
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Figure 6.6: Local density of states for the system with a Hydrogen adatom in the center.

The panel (a) shows the results for E = 0, while the panel (b) presents the mapping for

energy corresponding to the highest value of density E = 9.17 eV.

the upper panel of Fig. 6.6 we see that, for zero energy, the edge states have the company

of states localized in the middle site. The bottom panel, on the other hand shows the high

density in the adatom site for energy around 9.17 eV, which correspond to the pronounced

peaks at the ends of the plot in Fig. 6.4.

6.4 Spin relaxation benchmark tests

Seeking to validate the tight-binding model and obtain a benchmark for the code, we

decided to reproduce some results already published. Since most of the published results

refer to systems with translational symmetry in both directions of the plane, we will use

the artifice of joining the edges of the system by means of additional hoppings, thus

creating a system equivalent to a nanotube, as can be seen in Figure 6.7. In this way,

an approximation of a system that would extend in both directions of the plane can be

obtained.

Initially, the density of states of the system without the presence of Adatoms was cal-

culated, i.e. pure graphene, and with the addition of hydrogen and fluor. The results with

which we compare our results can be seen in Figure 6.8 which in turn presents the density

of states obtained through calculations using the T-matrix formalism [6]. To efficiently

use computational resources, we adopted the method known as kernel polynomial method,

or KPM [75]. In this method, the density of states is approximated by an expansion of

Chebyshev polynomials of a stochastic trace, which in turn is understood as the average
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Figure 6.7: Graphene lattice with periodic boundarie conditions in y-direction and an

adatom on top of the Carbon atom at the center. At the both ends of the system we have

the semi infinite leads both with periodic boundarie conditions in y-direction as well.

of the expected value calculated on random vectors:

ρ(E) = Tr(δ(E −H)) ∼ 1

R

∑
r

〈r|δ(E −H)|r〉. (6.7)

To validate the implementation of the spin-orbit and magnetic moment terms, we

chose to compare the results for the spin relaxation rate. Initially, we calculated the spin

exchange probability (spin-flip) Γs(E), defined by

Γs(E) =
∑

σ∈{±1}

∑
i,j

(
|ti,j;σ,−σ|2 + |ri,j;σ,−σ|2

)
, (6.8)

where ti,j;σ,−σ and ri,j;σ,−σ are the transmission and reflection coefficients with spin-flip,

which were obtained numerically using KWANT. Then, the spin relaxation rate, for zero

temperature, was calculated by the expression

τ−1s (E) =
2π

~
η
t

πa

∑
τ∈{±}

στs (E) =
4t

~
η
W

a
Γs(E), (6.9)
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Figure 6.8: T-matrix formalism results for the density o states for pristine graphene, va-

cancy model (Vac) and with different adatoms in top position: Hydrogen (H), ω = 7.5 eV

and ε = 0.16 eV, copper (Cu), ω = 0.81 eV and ε = 0.08 eV, and florine (F), ω = 5.5 eV

and ε = −2.2 eV. This image was published as Fig. 7 in [6].

Figure 6.9: (a): Numerical results, using KWANT implementation of kpm, for the density

of states for graphene with 0.1% of hydrogen adatoms concentration; and (b): DOS for

graphene with 0.1% of fluorine. Even though the approximations required to perform

the calculations have smoothed out the sharp resosance of the result for Hydrogenated

adatom, we have a very good qualitative result in comparison with those in Fig. 6.8.
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Figure 6.10: Calculated spin-relaxation rates as functions of the Fermi level for hydro-

genated graphene. Symbols represent numerical Landauer-type (recursive Green’s func-

tions) calculations and solid lines come from the analytical T-matrix analysis. (a) result

considering the full Hamiltonian, (c),(e) and (g) show the results when only one spin-orbit

term is considered. This figure is part of a larger figure published in [7].

Figure 6.11: Reproduction of the results of [7] presented in Fig. 6.10, using only numer-

ical calculations using KWANT. Similar to what is shown in Fig.6.10, in each panel we

can see the results due to each spin orbit coupling term of the Hamiltonian. The exception

is the leftmost panel, where we see the result obtained considering the full Hamiltonian

model.

where η is the concentration of adatoms per carbon atoms, t = 2.6 eV is the value of

hopping between first neighbors for pure graphene and a is simply the lattice constant

adopted for the graphene structure [7].

In Fig.6.10 we can see the results for the spin relaxation rate published in [7]. Such

results served us as reference to validate the implementation of the SOC terms in the

Hamiltian. Our results is presented in the Fig. 6.11 from which one can easily see an

apparently perfect match between our results and those in Fig.6.10. In addition to that,

we also have obtained a confirmation for the quality of our results by comparing the results

for the spin-relaxation anisotropy, presented in the figures 6.12 (from [7]) and 6.13.

It is of our interest to investigate the situation where the magnetic moment of the
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Figure 6.12: Figure extracted from the referece [7]. Calculated spin-relaxation anisotropy

as the defined ratio of 1/τs for electron spins out-of-plane and in-plane for hydrogenated

graphene. The symbols representing the numerical results and solid lines the analytical

model. The anisotropy here is 2 as expected spin-orbit fields with no role played by the

intrinsic coupling.

Figure 6.13: Calculated spin-relaxation anisotropy using the numerical results from

KWANT. The obtained result matches the expected anisotropy of 2 obtained by Green’s

functions calculation [7] presented above.
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Figure 6.14: Figure from [8] where we can see the spin relaxation rate in graphene with

magnetic impurities for different temperatures calculated using the T-matrix formalism.

The value of the exchange coupling adopted was J = −0.4 eV and the impurity concen-

tration is indicated in the figure.

adatoms are also considered. To add such an aspect in our calculations we had to include

an exchange term in the Hamiltian, which is given by

Hex = −J ŝ · Ŝ = −J(ŝx ⊗ Ŝx + ŝy ⊗ Ŝy + ŝz ⊗ Ŝz), (6.10)

where ŝi stands for the spin operators for the electron in the impurity site while Ŝi model

the intrinsic magnetic moment.
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Figure 6.15: Numerical results for the spin relaxation rate obtained purelly by extracting

the transmission and reflection coefficients from KWANT calculations. We have adopted

the same parameters used in the reference [8]: exchange coupling given by J = −0.4 eV

and the impurity concentration given by η ∼ 1 ppm.



Chapter 7

Conclusions and final remarks

In summary, as presented in chapter 3, we studied the behavior of topological edge states

in an realistic effective electronic model for InAs/GaSb quantum wells in the presence of

an applied electric field. Using a k ·p approach, were able to derive a realistic low-energy

BHZ-like model for the system and probe the electric-field driven topological transition of

quantum spin Hall phase of InAs/GaSb quantum-well systems. In this context, one of our

main results is establishing that the electric-field-driven energy oscillations in the edge

states in narrow systems are a clear signature of the onset of the topological phase. Such

oscillations are related to intra-edge coupling between the states localized on opposite

edges.

More interestingly, we are able to provide an ansatz for the edge states as a function of

the electric field with the same formal structure of those found in exponentially localized

Majorana edge modes as a function of the magnetic field. Moreover other topological

systems with exponentially localized edge modes. With this, we were able to find ana-

lytical expressions for the localization length and wave vector behave as a function of the

electric field, which nicely match our numerical results.

We are confident our results can motivate experimental search to investigate such os-

cillations in edge state conductance experiments, which could be an additional element in

confirming for the presence of topologically-protected helical edge modes in InAs/GaSb

quantum-well devices. Although a full transport calculation is beyond the scope of the

present paper, we believe that conductance maps from a four-probe set up with front- and

back-gates can show the oscillatory pattern consistent with our results.
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The key ingredient in such experiments would be the enhancement of the coupling

between edge states. We believe this could be achieved by adding a sub-micron lateral

constriction (similar to that of a quantum point contact) in the device’s Hall bar. The

oscillations would appear in four-terminal experiments where both the density and the

electric field can be tuned, a procedure similar to that of Ref. [36]. As such, a conductance

map as a function of both front- and back-gates should show oscillations in the topological

region near charge neutrality.

In chapter 4, by investigating a symmetrical quantum well, we observed the tunability

of the topological phase by verifying the presence of the electric-field driven topological

transition in this system. By adopting dissimilar Hamiltonians for the leads and the scat-

tering region, the numerical quantum transport calculations have shown the formation of

current-circulating patterns that are accompanied to peaks of conductance. Such a Fabry-

Perot analogous is similar to what is observed in systems where the scattering region have

a narrower width in comparison with the leads [64] or when the band structure of the leads

mismatch the band structure for the scattering region by the application of a gate voltage

[76].

Among the several possible directions to the exciton project, we include the inversti-

gation of excitonic states using a k ·p Hamiltonian for the TMDC monolayer with Rashba

SOC. Besides the case with Rashba SOC, we also intend to explore the recently predicted

case where excitons are composed by quasi-particles with negative mass [77].

On the weak localization in hydrogenated Graphene, some important steps have to be

executed in this early stage of the project. First and foremost, we need to benchmark our

kwant code using published results as comparison. Once we have confidence in our code,

the idea is to introduce N > 1 adatoms and through magnetoresistance calculations, to

observe weak localization.



Appendix A

Quantum transport: Landauer’s

approach

A.1 Problem formulation

Fundamentally speaking, to describe a nanoscopic system composed by a battery (elec-

tron source) and a scattering region, we need a total Hamiltonian given by

Ĥtot = ĤS + Ĥbattery + Ĥint = ĤS ⊗ 1̂battery + 1̂S ⊗ Ĥbattery + Ĥint, (A.1)

where Ĥint describes the interaction between the scattering region and the battery, which,

by their turn, are described by the operators ĤS and Ĥbattery respectively. By battery we

mean every component of the circuit that is external to the nanojunction.

First approximation: open quantum system

Due to the complexity of writing an operator that describes the battery in a precise manner,

what is usually done is to replace the idea of a bettery for the concept of an open system

with two electron reservoirs. To stablish a charge current between such reservoirs, it is

necessary that they have an unbalenced chemical potential. This unbalence are called the

bias of the system.

V =
µL − µR

e
(A.2)
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In other words, considering a density operator that could describe the total system (in-

cluding the battery) ρ̂(t), the battery replacement for two electron reservoirs is equivalent

to perform a trace over the battery degrees of freedom.

ρ̂S(t) = Trbattery {ρ̂tot(t)} (A.3)

In this way, making a couple of other considerations about the battery degrees of

freedom we could derive the Lindblad equation:

dρ̂S(t)

dt
= Lρ̂S(t) (A.4)

and then, we would be able to find a solution once an initial condition and an appropriate

super-operator L were provided.

Second approximation: Ideal steady state

Assuming that the equation given by A.4 admit a stationary solution, where the current

steady state can be measured at all times instead of just as time average. In other words

〈Î〉t = Tr
{
ρ̂S(t)Î

}
→ Tr

{
ρ̂ssS Î

}
= 〈Î〉 = constante , (A.5)

we can concentrate ourselves in the limit scenario, adopting the ρ̂ssS instead of the time-

dependent density operator ρ̂S(t).

Third approximation: Boundary condition

We are going to abandon the idea of solving the quantum open system altogether and,

instead of that, focus in solving the problem of a closed, although infinite, system. The

strategy for that is to explore the boundary conditions of the system. Since we are in-

terested in the stationary solution, the reservoirs role become to prepare wave packages

that move towards the scattering region and, after that, go away of the system keeping

the current constant. In this way, the system Hamiltonian will describes two infinite leads

and a scattering system.
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Fourth approximation: Mean field

We will also consider the approximation where the system’s Hamiltonian may be witten

as

ĤS = Ĥmf + V̂ , (A.6)

where Ĥmf is the individual electrons Hamiltonian in the presence of a mean field pro-

duced by every other electrons and the ions that make up the scattering system, and in the

operator V̂ we will concentrate every contribution that is not compreended by the mean

field approximation.

In this work, the Hamiltonian adopted will be defined by the kṗ theory. In this pertur-

bative approximation, we are going to negect the electron-electron interactions altogether

and the ionic landscape will be translated in terms of an electronic effective mass. The

spin-orbit coupling and the lattice symmetries will be considered by the Kane model [61]

for the binary compounds of interest (GaSb and InAs).

Fifth approximation: Independent channels

This last approximation relies on the assumption that our system is connected to charge

reservoirs, which are in thermal equilibrium. By considering our system as being in

contact with an environment, we are allowed to neglect the correlations between the single

particle states. In other words, we need to assume that the system have evolved into a

incoherent (or Independent) set of (single-particle) channels. Where by channel we mean

a set of quantum numbers that describes completely a scattering solution.

Another important consideration is that regarding how such incoherent states are oc-

cupied. The assumption assumed in the Landauer formulation is that the charge carriers

injected from the left reservoir (right-moving electrons) has the occupancy given by the

Fermi-Dirac distribution

fL(E) =
1

e(E−µL)/kBT + 1
, (A.7)

while the electrons from the right reservoir (left-moving) have the same distribution but

with different local chemical potential:
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fR(E) =
1

e(E−µR)/kBT + 1
. (A.8)

Following the definitions above, one can write the single-particle statistical operator

for the scattering problem as the sum of the operator for the left-moving and the operator

for the right-moving particles:

ρ̂ssS =
∑
L

|ΨL〉fL(E)〈ΨL|+
∑
R

|ΨR〉fR(E)〈ΨR| (A.9)
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