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Abstract

The series of novel compounds Yb,Zr, Ti,_,O7, with composition ranging from x = 0.0 to
x = 2.0, were synthesized by the solid-state reaction and by the sol-gel method. The struc-
tures of the compounds were investigated using x-ray diffraction, Raman spectroscopy and
electron microscopy. Pure phase samples could not be synthesized by the solid-state reaction,
except for Yb,Ti,O7. The sol-gel samples did form pure phases, although with an increased
degree of structural disorder. Along the Yb,Zr, Ti,_,O; series the structure ranges from an
ordered pyrochlore, for x < 0.5, to a disordered fluorite, for x = 1.0, 1.5, and finally to the
rhombohedral 6-phase, for x = 2.0. The morphotropic transition from pyrochlore to fluorite
occurs in the range 0.5 < x < 1.0, somewhat less than the value predicted by the struc-
tural tolerance factor, x = 1.21. The intermediate compositions, close to the morphotropic
phase boundary, exhibit either structural distortions or short-range local order that does not
extend to the long-range crystal structure. Low temperature magnetization and AC magnetic
susceptibility measurements were used to characterize the magnetic ground state of these
magnetically frustrated compounds. The transition to long range magnetic order is suppressed
with increasing structural disorder, suggesting an increase in magnetic frustration and possible
stabilization of a spin liquid ground state for Yb,Zr,05.

Keywords: Pyrochlore; Fluorite; Structural disorder; Frustrated magnetism; Low-temperature
magnetism.
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Resumo

A série de novos compostos Yb,Zr, Ti,_,O7, com composicdo variando de x = 0.0 a x = 2.0, foi
sintetizada pela reacdao no estado sélido e pelo método sol-gel. As estruturas dos compostos
foram investigadas por difracdo de raios-x, espectroscopia Raman e microscopia eletronica.
Amostras de fase pura ndo puderam ser sintetizadas pela reacdo de estado sélido, exceto para
Yb,TipO7. As amostras sol-gel formaram fases puras, embora com maior grau de desordem
estrutural. Ao longo da série Yb,Zr, Ti,_,O; a estrutura varia de um pirocloro ordenado,
para x < 0.5, a uma fluorita desordenada, para x = 1.0, 1.5, e finalmente a fase O, para
x = 2.0. A transicdo morfotrdpica de pirocloro para fluorita ocorre na faixa 0.5 < x < 1.0,
um pouco menor que o valor previsto pelo fator de tolerancia estrutural, x = 1.21. As
composicoes intermediarias, proximas a fronteira morfotrépica, exibem distorces estruturais
ou ordem local de curto alcance que n3o se estende a estrutura cristalina de longo alcance.
Medicoes de magnetizacdo de baixa temperatura e suscetibilidade magnética AC foram usadas
para caracterizar o estado fundamental magnético desses compostos magnéticos frustrados. A
transicdo para ordem magnética de longo alcance é suprimida com o aumento da desordem
estrutural, sugerindo um aumento na frustracio magnética e possivel estabilizacdo de um
estado fundamental liquido de spin para Yb,Zr,05.

Palavras-chave: Pirocloro; Fluorita; Desordem estrutural; Magnetismo frustrado; Magnetismo
a baixa temperatura.
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CHAPTER

Introduction

In this chapter we introduce the pyrochlore oxides, offer some motivation for studying the
YbyZr, Ti,_,O; compounds that are the subject of this thesis and give a brief outline of the
remaining chapters.

1.1 Pyrochlore Oxides

The pyrochlore oxide family of materials contains more than 200 compounds with the structural
formula A;B,07, where often A is a rare-earth element (see Section 3.7) and B is a transition
metal or semimetal, but other combinations including alkaline earth elements and nonmetals
are also common. The mineral pyrochlore, (Na,Ca),Nb,Og(OH,F), first described in 1826,
is isostructural to the A,B,0O; pyrochlore oxides and gives the family it's name. The term
'pyrochlore’ derives from the Greek mdp (fire) and xAwpdc (green), since this mineral typically
turns green on ignition [1].

The pyrochlore materials exhibit a wide array of physicochemical properties, having been
studied for uses as diverse as thermal barrier coatings [2], adiabatic cooling [3], oxygen ion
conductors [4], proton conductors [5], nuclear waste disposal matrices [6], high dielectric
constant capacitors [7], negative temperature coefficient thermistors [8], hot corrosion ceramics
[9], photocatalysts [10], oxygen catalysts [11], methane catalysts [12], gas sensors [13], solid
oxide fuel cells [14] and environmentally friendly pigments [15].

In addition to these technological applications, pyrochlores have sparked intense interest of
the physics community due to numerous interesting phenomena such as frustrated magnetism
[16], giant magnetoresistance [17], topological Hall effect [18], metal-insulator transitions [19],
magnetocaloric effect [20], quantum paraelectric behavior [21], magnetic monopoles [22] and
Dirac strings [23], superconductivity [24], metallic ferroelectricity [25], multiferroicity [26],
magnon Hall effect [27], the spin liquid [28], spin glass [29] and spin ice [30] states, among
others.
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Figure 1.1 Sublattices formed by A and B elements in the pyrochlore structure.
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Figure 1.2 Periodic table in which highlighted elements show possible A3* and B** cations in the A;B,07 py-
rochlore structure.



In the A,B,0O; pyrochlore structure both A and B elements form separate but identical sub-
lattices of corner-sharing tetrahedra, illustrated in Figure 1.1. These two sublattices iterpene-
trate, so that when combined they form a face-centered cubic lattice. The lattice composed
of corner-sharing tetrahedra is one the canonical frustrated lattices (Section 3.8).

The most common oxidation state for the cations (positively charged ions) in the pyrochlore
structure is trivalent A" and tetravalent B**, although there are also divalent A%*, pentavalent
B®* and even some monovalent A", hexavalent B®* compounds. Figure 1.2 shows a periodic
table with possible A3" and B*" elements highlighted [31, 16]. The A and B ions belong to
distinct crystallographic sites, therefore it is possible for multiple elements to occupy the A
or B site (or both). There also exist pyrochlore compounds in which the anion (negatively
charged ion) is not O*~ but instead F~, although these fluorides have been studied much less
than the oxide pyrochlores [32].

For most magnetic pyrochlores the A3* ion is magnetic, while B*" is non-magnetic. Some
materials contain a 'pyrochlore’ sublattice, consisting of corner-sharing tetrahedra, although
they don’t have the same structure as the A;B,0O; pyrochlores. An example of this are
the AB,0Oy4 spinel compounds, where the B sublattice is formed by corner-sharing tetrahedra,
but the spinel A sublattice has a different structure from that of the pyrochlore A lattice.
Thus the term pyrochlore, somewhat confusingly, can apply to the actual pyrochlore structure
(Chapter 2), the A;B,0; stoichiometry, or the lattice of corner-sharing tetrahedra.

1.2 Motivation For this Thesis

The compounds in the series YbyZr, Tir_,O7, with x varying between x = 0.0 and x = 2.0,
have not been previously synthesized, to the best of our knowledge. The x = 0.0 endpoint
of this series, Yb,Ti;O7, has been the focus of much attention due to its unusual magnetic
dynamics and a ground state marked by competition between ferromagnetic and antiferromag-
netic phases. To date there are over 50 publications concerned with the magnetic properties of
Yb,Ti»O7 and some of the existing literature on this compound is reviewed in Section 3.12. On
the other hand, we found no publications on the magnetic properties of the opposite endpoint,
x = 2.0, of the YbyZr, Tiy_,O7 series, YbyZr,Oy. Several studies on Yb,Zr,O; exist, but they
are mostly concerned with non-magnetic physical properties and technological applications [33,
34, 35, 9, 36, 37, 38, 39, 40].

Numerous publications have investigated the effects of element substitution in pyrochlore
compounds. Of these studies we may distinguish between those in which the magnetic ion
is diluted with another ion (which could also be magnetic), typically A;A’,_B,O7 where A is
magnetic, and those in which the proportions of the non-magnetic ions are varied, typically
A;B,B’5_,O7 where B and B’ are non-magnetic. In the former case the magnetic properties are
directly affected by the substitution, while in the latter case they vary only indirectly through
changes in the crystalline environment or structure of the compounds. The substitutional series
Yb,Zr, Ti,_O7 fits into the latter category, since Yb®* is magnetic, while Ti** and Zr** are
not.

Such variations in the elemental composition allow the properties of the compounds to be
tuned to certain critical values, where interesting phenomena manifest that might not occur
for the pure A;B,0O; compounds. Much of the effort of condensed matter physicists has
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been dedicated to explore quantum critical points and other interesting regions in the phase
diagrams of various compounds. A technique often employed to explore usually inaccessible
regions of a compound’s phase diagram is hydrostatic pressure or, less commonly, uniaxial
strain. The chemical substitution of one element by another changes the chemical potential,
which is analogous to physical pressure, according to the principles of thermodynamics [41].
Therefore a variation in chemical composition can have similar effects to the application of
physical pressure, although it cannot be independently controlled as easily.

A change in composition of the type A;A',_B,07 or A,B,B',_,O7, with varying proportions of
A/A’ or B/B’, can also change the structure of the compounds, depending mainly on the ionic
radii of the ions that compose the crystal structure. This possibility is extensively discussed in
Section 2.3, and in fact the tolerance factor (Section 2.3.1) predicts a morphotropic transition
(relating to a change in chemical composition) between pyrochlore and defect fluorite struc-
tures somewhere along the middle of the series Yb,Zr, Tiy_,O7. The structural transformation
complicates the investigation of magnetic properties in Yby,Zr, Ti,_,O7, therefore the larger
part of this thesis is actually concerned with the structural properties of these compounds.

The remainder of this thesis is structured as follows:

Chapter 2 introduces the basic concepts of crystallography, describes the fluorite, pyrochlore
and related structures and reviews some approaches to structure prediction.

Chapter 3 introduces the fundamental concepts of magnetism, frustrated magnetism and
how these apply to the magnetic pyrochlore oxides, specifically Yb, Ti,O5.

Chapter 4 describes the solid-state and sol-gel methods, the synthesis of the Yb,Zr, Ti,_,O; com-
pounds through both of these routes, and results of scanning electron microscopy for a few of
the samples.

Chapter 5 introduces the basics of x-ray diffraction and explains how diffraction data was
interpreted to yield information on structural properties.

Chapter 6 introduces the basics of spectroscopy, describes how the Raman spectra were
analyzed and the implications for the structural properties.

Chapter 7 describes the experimental setup used to measure low-temperature magnetic prop-
erties, how the data was analyzed and interpreted.

Chapter 8 summarizes the main findings of the previous chapters and mentions some possi-
bilities to extend the work in this thesis.

Appendix A and Appendix B contain synchrotron proposals related to future work on the
YbyZr, Tiy_,O; compounds.



CHAPTER

Crystal Structure

This chapter introduces the basic concepts of crystallography and the structures of the com-
pounds in the A;B,07 pyrochlore family. We also discuss ways of predicting the structure
of the compounds in this family, including tolerance factors and stability maps generated by
computer simulations. All figures of crystal structures in this chapter were generated using
the crystallographic visualization software Vesta 3 [42].

2.1 Introduction to Crystallography

Crystallography is fundamental to much of solid-state physics because most solid materials
have a periodic structure, at least to a good approximation. It is relevant even to more general
condensed matter physics, since often properties of fluids, amorphous materials and complex
systems rely on concepts from crystallography. In practice, we need some understanding of
crystallography to interpret results from x-ray diffraction (Chapter 5) and Raman scattering
(Chapter 6). For a more comprehensive introduction to the concepts of crystallography the
reader is advised to consult [43, 44, 45, 46, 47].

A crystal structure is, by definition, a periodic arrangement of elements (either atoms, ions or
molecules) in space. Thus the defining feature of a crystal is its translational symmetry, which
we describe by means of a lattice. A lattice is an infinite set of points possessing translational
symmetry. The set of all translational symmetries has the structure of a group generated by
d vectors, where d is the dimension of the lattice. For the three-dimensional lattices (d = 3)
used to describe real crystal structures this means that, assuming that the origin is a lattice
point, all lattice points R are of the form

R = nja; + nra, + nzas (21)

where n; are integers and a; are linearly independent vectors. The set of primitive translation
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vectors a; form the a polyhedron known as the primitive unit cell. Translating the unit cell by
multiples of the primitive translation vectors a; we can fill up the whole space with copies of the
unit cell. As an example, the left panel in Figure 2.1 depicts a two-dimensional lattice, keeping
in mind that the actual lattice is infinite in both plane directions. Choosing two primitive
translation vectors we get a unit cell, which is the highlighted parallelogram (middle), and the
tiling of space generated by translating the unit cell (right).

Figure 2.1 A depiction of a two-dimensional lattice (left), with a highlighted unit cell (middle) and the tiling
of space generated by translating the unit cell (right).

In two-dimensional space all the possible lattices fall into five categories, the so called two-
dimensional Bravais lattices, depicted in Figure 2.2. Each of these categories has a unique
type of symmetry, so two distinct lattices which possess the same symmetries nevertheless fit
into the same Bravais lattice class. The set of symmetries of an object has the structure of a
group, a crucial concept in crystallography. The usual abstract definition of a group [48, 49]
as a set of elements satisfying certain conditions is in fact equivalent to the statement that a
group is the set of symmetries of an object [50, 51].

© 0 © o0 ©
1. e
° i 0000
oo
0000 © 0 o b ®
© ©
ﬁoo -0 ©
00 : (5]

Figure 2.2 Possible tow-dimensional lattices, distinguished by their symmetry [52].

The contents of a unit cell are described by a basis, which is a list of atoms and the coordinates
of their positions in the unit cell. The coordinates are given as fractions of the unit cell
dimensions a; = |a;|, commonly known as lattice parameters, so all coordinates should be
in the interval [0,1), although sometimes negative coordinates in the range (—1,0] are also
allowed. Figure 2.3 shows an example of a unit cell for the two-dimensional lattice of Figure 2.1
and a table listing the coordinates of the atoms in the basis.

Acting on the unit cell and its basis with the translations that define the lattice we obtain
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Figure 2.3 An example of a unit cell for the two-dimensional lattice of Figure 2.1 and a table listing the
coordinates of the atoms in the basis.
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Figure 2.4 The crystal structure, created by acting on the unit cell and its basis with the translations that
define the lattice.
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Figure 2.5 The 14 possible 3d Bravais lattices, distinguished by their symmetry [53].



the full crystal structure, depicted in Figure 2.4, also infinite in both directions. The three-
dimensional case is exactly analogous: a lattice is composed with a unit cell, containing a
basis of atoms, to form the crystal structure. In three dimensions there are fourteen possible
Bravais lattices, shown in Figure 2.5.

A primitive unit cell always contains exactly one lattice point, but in many cases it is convenient
to use a unit cell that is not primitive, containing more than one lattice point. These are termed
conventional unit cells and usually are chosen to reflect the symmetry of the underlying Bravais
lattice. In this way we get the body-centered and side-centered lattices, with two lattice points
per conventional unit cell, and face-centered lattices, with four lattice points per conventional
unit cell. The unit cell is usually specified by its dimensions (the lattice parameters a,b,c),
and the angles between adjacent faces (a, 8,7). Most structures referred to in this thesis are
cubic, soa=b=c, a =p =y =90° and it is sufficient to specify the unique lattice parameter
a.

Any crystal structure possesses certain symmetries, such as translations, rotations, reflections,
inversion, etc. As stated previously this set of symmetries forms a group, the so called space
group. In two dimensions they are known as wallpaper groups, and there are 17 distinct
possibilities [54]. In three dimensions there are 230 possible space groups, which are commonly
divided into the 7 crystal systems (triclinic, monoclinic, orthorhombic, tetragonal, trigonal,
hexagonal, cubic), corresponding to the symmetry properties of their underlying Bravais lattices
[55]. In order to represent magnetic structures (or other phenomena with inherent polarization)
it is necessary to consider the 1651 magnetic space groups, also known as Shubnikov groups
[56].

Each of the 230 space groups is assigned a symbol that describes the symmetry operations
it contains. The most common naming convention for space groups is Hermann-Mauguin
notation, consisting of two to four symbols for each space group. Each of the symbols in
the name represents certain symmetries in a way that allows unique reconstruction of the
space group from its name. As an example, the space group of the pyrochlore structure is
Fd3m, numbered 227 in the International Tables for Crystallography Volume A, the standard
reference for crystallographic information [55]. Since Fd3m belongs to the cubic crystal system
(the underlying Bravais lattice has cubic symmetry) it is easiest to visualize the symmetry
operations contained in the space group through their action on a cube, the conventional unit
cell. The meaning assigned to each symbol in Fd3m is as follows:

F Face-centered lattice. Other possibilites are primitive (P), | (body-centered), R
(rhombohedral) and A, B or C (side-centered).

d Glide plane (a combination of reflection and translation) with the translation along
a quarter of a face diagonal of the cube.

3 Threefold rotational symmetry (3) around the cube’s body diagonal, along with a
reflection through a plane perpendicular to the rotational axis (represented by the
bar on top of the 3).

m Mirror (reflection) through a plane perpendicular to the face diagonal

When defining a crystal structure it is redundant to list all of the atoms contained in the unit
cell because there are symmetries relating atoms in different positions. It is convenient to
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absorb this redundancy by listing only the atoms inhabiting symmetry-inequivalent positions in
the unit cell. These inequivalent positions are not related by symmetry operations in the space
group of the structure and are termed Wyckoff positions. Each Wyckoff position is given a
number and a letter, such that the number represents how many equivalent positions there are
and the letters are given sequentially (from a to z), starting at the most special position (with
the highest symmetry) to the most general position (with the least amount of symmetry).

Table 2.1 shows the Wyckoff positions for the space group Fd3m. Only one of the coordi-
nates associated with the Wyckoff positions is given, it being understood that applying the
Fd3m symmetries to that set of coordinates will yield the full set of equivalent coordinates
in the unit cell, equal in number to the multiplicity. The site symmetry describes symmetries
which keep that point fixed, so that the most general position (192i) has only trivial symmetry
and the number of symmetries increases going down the list.

Multiplicity Letter Site Symmetry Coordinates

192 [ 1 (x,y,2)
96 h .2 (A)
96 g . m (x,x,2)
48 f 2. mm (x, %,%
32 e .3m (x,x,x)
16 d .-3m ¢.i1
16 c .-3m (0,0,0)
8 b 43m 3,33
8 a 43m 4,11

Table 2.1 Wyckoff positions for the space group Fd3m (origin choice 2).

Some space groups have two choices for the origin, depending on whether the point of highest
symmetry or a point with inversion symmetry is chosen as the origin. For software that deals
with diffraction it is most convenient to have inversion symmetry through the origin. That is
why in this work we always use the second origin choice for Fd3m.

The list of atoms inhabiting symmetry-inequivalent positions in the unit cell is known as the
asymmetric unit. It is the minimal set of atoms that can generate the whole crystal structure
when acted upon by the symmetry operations in the corresponding space group. Section 2.2
contains a few examples of structures and their asymmetric units.

2.2 Structures

In this section we explore in detail the structure of the fluorite, pyrochlore and 6-phases, which
were found to be present in our Yb,Zr, Ti,_,O7 samples using x-ray diffraction (Chapter 5).



2.2.1 Fluorite

Many AX, compounds crystallize with the same structure as the mineral fluorite, CaF,, in
which Ca%" cations form an fcc lattice and F~ anions occupy the interior of the conventional
unit cell, depicted in Figure 2.6. Each conventional unit cell contains four formula units
4 X AXy = AsXg (i.e. Z =4 [57]). The space group associated to the fluorite structure is

Fm3m (No. 225 [55]).

Figure 2.6 Conventional unit cell of the general AX; fluorite structure.

The structure is most conveniently specified by its asymmetric unit, listed in Table 2.2.

ion position  x y z  occ

A 4a 0 0 0 1
X 8c 025 025 025 1

Table 2.2 Unit cell coordinates, Wyckoff positions and site occupancies for the asymmetric unit of the
fluorite structure AX,.

Applying the Fm3m symmetries to the asymmetric unit yields the full structure, as depicted
in Figure 2.7. Each A ion has eight nearest neighbor X ions, while each X ion has four nearest
neighbor A sites.

In general the AX; structure could be composed of either A>* and X~ ions or A** and X~ ions.
Another possibility is that instead of one element, A, at the 4a Wyckoff position there could
be a mixture of two elements, A and B, with stoichiometry AyB1yXa. For example, if the
mixture is even (y = 0.5) the stoichiometry would be AgsBg5X, = ABX4 and the asymmetric
unit would contain a random mixture of A and B at the 4a site, indicated by a site occupation
occ = 0.5 in Table 2.3.

2.2.2 Defect Fluorite

The defect fluorite structure is an anion-deficient variant of the fluorite structure, containing
vacant anion positions (defects). Using the example in Table 2.3 with X = O*7, if the cations
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Figure 2.7 Asymmetric unit (middle) for the AX; fluorite structure and the full unit cell (right), generated
by applying Fm3m symmetries to the asymmetric unit.

ion position  x y z  occ
A 4a 0 0 0 05
B 4a 0 0 0 05

8c 025 025 025 1

Table 2.3 Unit cell coordinates, Wyckoff positions and site occupancies for the asymmetric unit of the
fluorite structure ABXj4.

were A>* and B** instead of A** and B** then § of the anion positions O?~ would need to
be vacant in order to ensure electric charge neutrality. In that case ABO, = A,B,0g would
become A,B,0; and the asymmetric unit would be defined by Table 2.4. Each conventional
unit cell contains one formula unit A;B,07 (i.e. Z =1 [57]).

ion position X y Z occ
A3t 4a 0 0 0 0.5
B** 4a 0 0 0 0.5

0> 8c 0.25 0.25 0.25 0.875

Table 2.4 Unit cell coordinates, Wyckoff positions and site occupancies for each atom in the asymmetric
unit of the defect fluorite structure A;B,0O7.

We assume that the distribution of both cations and anion vacancies are random, so the
structure is no longer perfectly ordered but on average will assume the fluorite structure.
Throughout this work we use the terms fluorite and defect fluorite interchangeably for the
sake of convenience, but it should be understood that in most cases we are in fact referring
to the defect fluorite structure.

Sometimes the A,B,0; defect fluorite formula unit is written as [A,B]4O7 or [AB],O7 to em-
phasize that the cations are disordered, both A3* and B** randomly occupying a single crystal-
lographic site (the 4a Wyckoff position). In the A;B,07 pyrochlore structure (Section 2.2.3)
the cations are not mixed and inhabit distinct sites, so it makes sense to distinguish the A and
B positions in the A;B,0O; formula unit, though they are equivalent in the fluorite structure.
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While in the ideal fluorite every cation is eightfold coordinated and every anion is fourfold
coordinated, the oxygen vacancies in the defect fluorite cause the average coordination of a
cation to decrease to seven. Since the structure is in principle random, this does not imply
that every cation has precisely seven nearest neighbors, rather some of them might have eight
or less than seven neighbors.

In the case of Yb,Zr, Ti,_,O7; compounds which assume the defect fluorite structure the site oc-
cupation parameters vary with composition x such that the total occupation of Ti and Zr atoms
remains constant and reflects the proportions of each element, e.g. for Yb,Zr, Ti,_,O7 with
x = 1.5 we have

0cC4a(Ti) + occqa(Zr) = 0.5 (2.2)
and
occ4a(Zr) X 15 (2.3)
occyo(Ti) 2—x 05
so
0cC4,(Ti) = 0.125 0cC45(Zr) = 0.375 (2.4)

as shown in Table 2.5.

ion position x y z occ
Yb3*  4a 0 0 0 0.5
Ti**  4a 0 0 0 0.125
Zr**  4a 0 0 0 0.375
0* 8¢ 0.25 0.25 0.25 0.875

Table 2.5 Unit cell coordinates, Wyckoff positions and site occupancies for the asymmetric unit of the defect
fluorite structure YbyZr,Tir_,O7 with x = 1.5.

2.2.3 Pyrochlore

The A;B,07 pyrochlore structure is a superstructure of the defect fluorite in which the cations
and oxygen vacancies are ordered. Its space group is Fd3m (No. 227 [55]). Due to the
increased order the lattice parameters of the pyrochlore structure are doubled in relation to
the corresponding defect fluorite structure, usually being close to 10A, while the fluorites
have a lattice parameter of approximately 5A [31]. The pyrochlore structure is said to be
a superstructure of the fluorite structure since the fluorite symmetries are a superset of the
pyrochlore symmetries. This is not apparent if we simply consider the number of symmetry
operations in Fd3m and Fm3m because of the doubling of the unit cell, but a 2 x2 X2 fluorite
supercell has a larger set of symmetries than that of a single pyrochlore unit cell. Therefore
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the pyrochlore structure is more ordered but less symmetric than the fluorite structure. This
is analogous to the distinction, rooted in symmetry, between a liquid and a solid: the solid
is more ordered but less symmetric since it does not possess the liquid's isotropic rotational
symmetry. Table 2.6 lists the atoms in the asymmetric unit of the pyrochlore structure. Each
conventional unit cell contains eight formula units A;B,0; (i.e. Z =8 [57]).

ion  position b y z occ

A 16d 05 05 05
B*  16¢ 0 0 0
0%~ 8b 0375 0.375 0.375
0> 48f xag¢  0.125 0.125

= =) =)

Table 2.6 Unit cell coordinates, Wyckoff positions and site occupancies for the pyrochlore structure A;B,07.

In this case, unlike with the defect fluorite, there is no positional disorder, evidenced by all
site occupations equaling one in Table 2.6. From the table we also see that there is a free
parameter, X4g¢, that is not constrained by symmetry to have a specific value. All of the other
coordinates are fixed by the symmetry of the corresponding Wyckoff position, so that e.g.
0.375 = % exactly. The A and B cations occupy the 16d and 16c Wyckoff positions, respectively
(Table 2.1), which have the same site symmetry (3m = D34) but different surroundings, since
the anions occupy the 8b site but the 8a site remains vacant.

Ocassionally the A,B,0O7 pyrochlore formula unit is written as A;B,0O’ to distinguish the
distinct oxygen positions O = Oygr and O" = QOg,. Figure 2.8 shows the unit cells for each
of the sublattices that make up the A,B,0O7 pyrochlore structure. The Og, anions are colored
orange to distinguish them from the green Ogg¢ anions.

In the case of Yb,Zr, Ti,_,O7 compounds that assume the pyrochlore structure the site occu-
pancies vary with composition x in a way analogous to the explanation preceding Table 2.5.
For example, if x = 0.5 then the structure would be as listed in Table 2.7.

ion  position X y z occ

Yb3+ 16d 0.5 0.5 05 1

VA 16¢ 0 0 0 0.25
Ti** 16¢ 0 0 0 0.75
0% 8b 0.375 0.375 0.375 1

0* A8f xag¢  0.125 0.125 1

Table 2.7 Unit cell coordinates, Wyckoff positions and site occupancies for the asymmetric unit of the
pyrochlore structure YbyZr, Tiz— Oy with x = 0.5.

As already noted in Section 1.1, both A3* and B*' cations form lattices of corner-sharing

tetrahedra, depicted in Figure 2.9. These identical lattices are displaced with respect to
one another by half of the unit cell body diagonal. The edge length of the tetrahedra is
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Figure 2.8 Unit cells for each of the sublattices that make up the A;B,07 pyrochlore structure. Qg are
colored orange to distinguish them from the green Oggs.
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Figure 2.9 Lattices of corner-sharing tetrahedra, formed by A>* and B** cations in the pyrochlore structure.

2”—\5 = 3.54A assuming a = 10A. The O* anions occupy the spaces within and between these

cation lattices.

The 111 planes, perpendicular to the (111) body diagonal of the unit cell, consist of alternating
As;B and ABj layers, depicted in Figure 2.10. In the A3;B layers the A ions form a kagome
lattice (Section 3.9) with the interior of the hexagons occupied by B ions, while in the AB;
layers the roles of A and B are reversed. The 110 planes, perpendicular to the (110) face
diagonal of the unit cell, consist of alternating planes with A3" and B** cations ordered in
stripes and in a checkerboard pattern, as can be seen in Figure 2.11.

The nearest neighbors of the ions in each Wyckoff position, including the usually vacant 8a
site, are

A3* eight 0%~ neighbors, two Og, and six Oug¢, forming an AOg polyhedron, a distorted
cube

B4+ six 0%~ neighbors, all Oug, forming a BOg polyhedron, a somewhat distorted
octahedron

O four cation neighbors, two A%* and two B*", forming an OA,B, tetrahedron

O3 four cation neighbors, all A3*, forming an OA, tetrahedron

OZ four cation neighbors, all B*", forming an OB, tetrahedron

The coordination polyhedra, formed by the nearest neighbors of each atom are depicted in
Figure 2.12.

Considering a 2x2x2 fluorite supercell we see that it maps to a single pyrochlore unit cell with
oxygen coordinate Xsgr = % = 0.375. In the pyrochlore structure x4g¢ relaxes from this value
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Figure 2.10 Two consecutive 111 slices of the pyrochlore structure, perpendicular to the (111) body diagonal
of the unit cell.
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Figure 2.11 Two consecutive 110 slices of the pyrochlore structure, perpendicular to the (110) face diagonal
of the unit cell.
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Figure 2.12 Coordination polyhedra formed by the nearest neighbors of each atom in the pyrochlore struc-
ture, including the usually vacant 8a site.

X8 = 0.30 X8 = 0.33 Xag¢ = 0.35 X8 = 0.375
Ouss Ogp

Figure 2.13 Oxygen ions in pyrochlore unit cell, with x4g¢ = 0.30, 0.33, 0.35, 0.375.
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Xags = 0.35 Xagr = 0.375
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Figure 2.14 The coordination polyhedra centered on the A3 and B** cations for x4gr = 0.3125, 0.33, 0.35,
0.375.

because the oxygen ions accommodate to partially fill the vacancies that would be present in the
corresponding defect fluorite structure. In the pyrochlore structure these vacancies correspond
to the unfilled 8a sites, with unit cell coordinates (g,%, %) (see Table 2.1). The actual value
of x4g¢ usually lies in the range 0.30 < x4g¢ < 0.35 for most pyrochlores. Figure 2.13 shows

how the O%~ anions are arranged in the conventional unit cell for some values of x4

The value of x4gf also controls the geometry of the coordination polyhedra surrounding the
cations. For x4gr = % = 0.375 we get perfect AOg cubes and distorted BOg, while for
Xagr = 1% = 0.3125 we get perfect BOg octahedra and distorted AOg cubes. Figure 2.14 shows
the coordination polyhedra centered on the A3* and B** cations for some values of xg in
between these two extremes. There is a kind of competition between the elastic tension caused
by deformation of these two polyhedra. Since the B-O bonds are usually more rigid (stronger,
more ionic in nature) than the A-O bonds (weaker, more covalent) the actual values of x5 are
often closer to the lower limit x48r = 0.3125 than the upper limit x4g¢ = 0.375, with AOg cubes

significantly more distorted than the BOg octahedra.

2.2.4 OH-phase

The 6-phase structure has stoichiometry A4B;01,, which is equivalent to a stuffed pyrochlore,
A2+sz_xO7_x/2, with x = % = 02857, i.e. A2.29Bl.7lo6,86- This rhombohedral structure is
much less studied than the pyrochlore and fluorite structures since it has a more narrow range
of stability and more limited options for A>* and B** elements. It is stable only for compounds
containing smaller rare-earth ions and does not tolerate oxygen nonstoichiometry as much as

the pyrochlore/fluorite structures [58, 59, 60].
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ion position x Yy z  occ

A3* 3a 0O 0 O f
Bt 3a 0 0 0 1-f
A3* B x1 y1 a1 g
B4+ 18f x1 y1 21 1-g
0* 18f X2 Y2 Zp 1
0o* 18f X3 Y3 Z3 1

Table 2.8 Unit cell coordinates, Wyckoff positions and site occupancies for the asymmetric unit of the -
phase structure A4B3015.

¢ - 00

Figure 2.15 A4B301, 6-phase asymmetric unit (left) and a full unit cell (right).

A/B 0 0

Figure 2.16 Cation coordination polyhedra in the 6-phase structure.
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The space group of the d-phase is R3 (No. 148 [55]) and its structural parameters are
a==90°y=120°a=b~ 9.6A and ¢ ~ 8.9A. This structure breaks the cubic symmetry
of the parent fluorite phase and is not a fluorite superstructure, although there is some lattice
plane continuity when deforming a fluorite into the 6-phase, as is evident from their diffraction
patterns (Chapter 5). The oxygen vacancies in the 0-phase are ordered in chains oriented
approximately along the (111) direction of the parent fluorite unit cell. Therefore the 6-phase
can be considered as a rhombohedral distortion of the fluorite with anionic vacancies along
one of the threefold axes.

The unit cell coordinates, Wyckoff positions and site occupancies for the asymmetric unit of
the A4B301, O-phase structure are listed in Table 2.8. The site occupation parameters f and
g are not independent and have to satisfy f+6g = 4 to ensure the proper 4:3:12 stoichiometry.
The structure is less symmetric than the fluorite and pyrochlore phases, as is clear from the
large number of free parameters in Table 2.8.

Figure 2.15 shows the A4B301, 6-phase asymmetric unit and a full unit cell. The A3* and
B** cations are randomly mixed on two sites and the O~ anions occupy two distinct sites. In
this sense the structure is intermediate between the disordered fluorite, with mixed cations and
one anion site, and the ordered pyrochlore, with no cation mixing and separate anion sites.

There are two distinct symmetry cation positions in the 6-phase structure, the 3a (0,0,0)
and 18f (x, y,z) Wyckoff positions. Both of these sites are randomly occupied by a mixture
of the A%* and B** cations but their surroundings are different, as illustrated in Figure 2.16.
The 3a position is surrounded by six O~ forming a distorted octahedron, while the 18f cation
position is surrounded by seven 0%~ forming a distorted, truncated cube shape. The oxygen
ions occupying the two distinct sites in Table 2.8 are colored differently in Figure 2.16 to
distinguish them.

2.2.5 Other Structures

The monoclinic A;B,0; phase is stable for larger A** and smaller B*" ions than for those
found in the pyrochlore phase, for instance for the titanates A, Ti,O; the stability condition
iS ¥Ln = Tnd, 1. Ln = La—Nd. This structure is much less symmetric than the pyrochlore,
with space group P2; (No.4 [55]), a ~ 25A, b ~ 8A and ¢ ~ 6A. It is related to the layered
perovskite structure [61].

The A;B,07 weberite structure is isomorphous to the mineral weberite, Na,MgAIF;. It can be
thought of as an intermediate between pyrochlore and fluorite, in the sense that the cations
are partially ordered, with some crystallographic sites containing only A or B cations and other
sites containing a random mixture of A and B, as illustrated in Figure 2.17.

The traditional weberite structure is orthorhombic, with space group Imma (No. 74 [55]),
which is a subgroup of Fd3m. It is a fluorite superstructure and a pyrochlore substructure,
with lattice parameters a,,, by, , ¢, related to the corresponding fluorite and pyrochlore lattice
parameters as and a, by a, = ¢, = \/Eaf = a,/ V2 and b, = 2a = a, [62].

The weberite is similar to a pyrochlore in which the ordering of cations in the AB3 and A3;B
layers (011 layers in the weberite, corresponding to the 111 layers in pyrochlore, Figure 2.10)
is different. There is a wide variety of weberite variants with slightly different symmetry [62].
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Figure 2.17 Relation between the pyrochlore, weberite and fluorite structures.

Another common fluorite superstructure is the orthorhombic B-phase structure of A,BOs com-
pounds. As for the 0-phase, this stoichiometry can be thought of as a stuffed pyrochlore,
Ag4xBo-O7_y/2, with x = % This structure contains edge-sharing tetrahedra as in the fluorite
(fcc) structure but is more complex, with interwoven triangular layers that form the caps of
the tetrahedral network [63].

There are many other potentially relevant structures, too numerous to list here. Most of
these phases are superstructures of the basic fluorite structure in a similar fashion to the
superstructure relation between pyrochlore and fluorite. Their stoichiometries and symmetries
(space groups) range widely, from phases with mixed cations on the same crystallographic
sites and oxygen vacancies, to phases with ordered cations on multiple distinct sites. Some
of these phases could be present as minority fractions in the Yb,Zr, Ti;_,O; compounds we
synthesized (see discussion in Section 5.3).

One way to categorize the various phases in the pyrochlore family is by ranking them according
to the ratio between the number of anions and the number of cations in their composition.
Table 2.9 lists some of the most common phases according to this criterion. All of these
stoichiometries can be expressed as a general fluorite derivative A3+mB4+n02n+3n/2 with various
values of m and n. For m + n = 4 these can be written as Ay,By_xO7_y/» where x > 0 for
a stuffed pyrochlore and x < 0 for a diluted pyrochlore, one example of each being listed in
Table 2.9. Note that a certain stoichiometry can be associated with various distinct structures
and in some cases even a single compound can crystallize with multiple structures. On the
other hand, in some cases a specific structure can accommodate a range of slightly varying
stoichiometries.

21



structure stoichiometry anion/cation ratio

. BO,
fluorite 2.0000
AB,Oq
diluted
A1.9Bz_107_05 1.7625
pyrochlore
pyrochlore
defect fluorite
A2B, 07 1.7500
monoclinic phase
weberite
stuffed
A21B1906.95 1.7375
pyrochlore
A4B50
6-phase e 1.7143
p-phase A,BOs 1.6667
- AsBO1; 1.5714
. A203
bixbyite 1.5000
A;B,04

Table 2.9 Some common phases in the pyrochlore family, rankied according to the ratio between the number
of anions and the number of cations in their composition.

2.3 Structure Prediction

Materials with chemical formula A;B,0; may assume several different structures, including
the pyrochlore, fluorite, weberite, layered perovskite phases and various other phases with the
same or similar stoichiometry, some of which were introduced in Section 2.2. Predicting which
structure a given material will assume is an interesting challenge, given the large number of
possibilities for both the A and B elements. The most reliable results come from computer
simulations (Section 2.3.2), but we also introduce a simpler approach (Section 2.3.1) which
provides a useful heuristic for predicting structures and can be quite accurate except close to
phase boundaries on structure-composition phase diagrams.

2.3.1 Tolerance factors

A tolerance factor is a single constant that combines the ionic radii of the ions in the material
and possibly other parameters, such as lattice parameters, atomic coordinates and electronega-
tivities. Different ranges of values for this constant correspond to different predicted structures.
The interatomic separations, and by extension the lattice parameters, are determined mainly
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by the oxidation states and ionic radii of the ions composing the structure. Therefore it is
expected that some structural properties can be predicted considering simply the ionic radii
(and possibly other parameters) of the ions in the material.

The concept of tolerance factor was first introduced by Goldschmidt [64] to describe the
structure of ABOj3 perovskites, but similar tolerance factors have been proposed for other
materials, such as spinels [65], garnets [66] and ilmenite [67]. The Goldschmidt tolerance
factor t; is a dimensionless number defined as

1 ra+7to
o= — ——— 2.5
0 \/ET‘B-F}’O ( )

where 7; are the ionic radii of the corresponding ions in the ABOj structure. The factor V2
is included as a convenience, it represents the ratio between the B—O bond length (75 + 10,
half of the cubic lattice parameter) and the A—O bond length (74 + 7o, half of the cube’s face
diagonal). According to the value of #; the structure will be hexagonal/tetragonal (t, > 1),
cubic (1 > ty > 0.9) or orthorhombic/rhombohedral (0.9 > ty > 0.71 = 1/ ¥2). The tolerance
factor is also correlated to various other physical properties, hence its usefulness.

Several different tolerance factors have been proposed for the pyrochlore structure. The sim-
plest one, introduced in [31], is just a ratio between the ionic radii of the A and B ions,

r'A
tH = — 2.6
1= (2:6)

According to [31] the stability region for the pyrochlore structure is 1.46 < #; < 1.72. If
t; < 1.46 the ionic radii are too similar to assume the ordered pyrochlore structure and
the disordered defect fluorite structure results. If £; > 1.72 then the stable structure is the
monoclinic structure mentioned in Section 2.2.5.

As will be discussed in Section 3.7, the ionic radii of lanthanide ions decrease with increasing
atomic number, from 1.16A in La®" to 0.977A in Lu®*. There are several slightly different
definitions for the ionic radius, the values quoted here are derived from r® vs V plots [68].
The ionic radius also slightly depends on the ion’s coordination (number of nearest neighbors).
To be consistent we always consider eightfold coordinated A3 cations, sixfold coordinated
B** cations and fourfold coordinated O anions, as they would be in the pyrochlore structure,
even though in the more disordered structures there may also be, for instance, seven or sixfold
coordinated A% ions.

ion  coordination radius (A)

Yb¥*t 8 0.985
Ti¢* 6 0.605
Zr*t 6 0.72
0> 4 1.38

Table 2.10 lonic radii and coordination of the ions that compose the YbyZr, Tiy_O7 structure [68].
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If the A and/or B sites contain a mixture of elements, as in Yb,Zr,Ti,_,O7, the ionic radius
of that site is assumed to be an average of the ionic radii of the elements, weighted by their
molar fractions. The ionic radii for the elements in YbyZr, Ti,_,O7 are listed in Table 2.10.

Another tolerance factor f,, introduced by Isupov [69], is defined as

fy = V3 ratro (2.7)
2 rg+r1o

As with ty, the constant g = 0.866 is a geometric factor included so that £, = 1 when the

pyrochlore BOg octahedra are ideal, i.e. x48r = 0.3125 = 15—6 although for real pyrochlores
X48¢ can assume different values (Section 2.2.3). Assuming ideal BO4 octahedra the constant

prefactor in (2.7) is a ratio of distances between the ions,

A — Oggs :ﬁ (2.8)
A — Ogyp 2 '

Other tolerance factors have been proposed that take into account additional parameters,
such as the value of the oxygen coordinate x4g¢ and the lattice parameter a, increasing their
predictive power at the expense of becoming more complicated. In [70] the authors propose
two tolerance factors, t3 and ty,

fo = (x48f - 411)2 + 312 ra+7o (2 9)
3 = .
(xagr — 5)> + 35 "B+ 70

_3\/5 a

t
4 8 rg+r1o

(2.10)

t3 considers only the geometry of the A,B, tetrahedra, which contain an Qg ion, while
t, is derived from the geometry of the Ay tetrahedra, which contain an Og, ion. These
parameters offer more precise predictions than those that rely solely on the ionic radii, but
their disadvantage is that they require knowing either the the oxygen coordinate x4g¢ or the
lattice parameter a. Usually these are not known prior to synthesizing the compounds and have
to be measured experimentally or calculated by computationally expensive and time consuming
ab initio approaches, although they can be approximately predicted empirically. In [70] two of
these methods, based on BVS (bond valence sum) calculations and Nikiforov's work, are used
to predict the normalized dielectric difference in several pyrochlore compounds.

It should be noted that, while a can be reliably extracted from x-ray diffraction experiments
(Chapter 5), neutron diffraction is required to obtain accurate values of x4gr, since x-rays are not
very sensitive to light elements such as oxygen. This means that the value of x4g¢ determined
through x-ray-diffraction is quite sensitive to subtle errors in the data analysis in addition to
being sensitive to synthesis conditions and structural disorder. Therefore tolerance factors
based solely on the ionic radii and a, such as t4, are expected to be more robust than those
that take into account X4gf, such as f3. In [71] it is shown that x4gs can be expressed as a
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function the mean cubic and octahedral bond lengths, however this approach also has poor
predictive character since it requires knowledge of those structural parameters, which is not
available prior to synthesis and characterization.

In addition to the oxidation states and ionic radii, another factor that could help predict
structural properties is the electronegativity of the ions composing the material. It has been
found in [72], by analyzing data for 92 pyrochlore compounds from 168 literature sources, that
taking into account electronegativity values yields better predictions of the pyrochlore lattice
parameter for compositions with mixed cations or anions. In this study the best fit to the data
was calculated using only the ionic radii r; (2.11) and both ionic radii 7; and electronegativities

Xi (2.12),

a(r;) [AaBaXo] = 1.91712 (1 + rx) + 2.76428 (15 + 1x)

2.11
+ 0.04008 ( )
a(ri, xi) [A2B2Xo] = 1.99818 (14 + rx) + 2.64754 (rg + 1)

+ 0.02238 (xx — xa) + 0.06215 (xx — xB) (212)

- 0.07432

where the lattice parameter and ionic radii are in A and x is dimensionless. Equation eq. (2.11)
is sufficient to account for the lattice parameters of A;B,X; compounds with only three species
(A, B, X), but (2.12) significantly improves the fitting of experimental data for compositions
with more than three species (mixed cations or anions, as in AA'B,X7). When there are mixed
species on one of the sites the ionic radius and electronegativity are averaged values, weighted
by the molar fraction of each species. Note that the coefficients of the electronegativities in
(2.12) are small compared to the coefficients of the ionic radii, so that most of the variability
in lattice parameters is due to differences in ionic radii.

For Yb, Ti,O7 the calculated lattice parameters are a(r;) = 10.0612A according to eq. (2.11)
and a(r;, xi) = 10.761A according to eq. (2.12), which agree with the experimentally deter-
mined values ranging from 10.02A (ICSD 154077 [73]) to 10.09A (ICSD 173750 [73]). Using
Xyb = 115, xz, = 1.33, x7i = 1.54 and xo = 3.44 [74] we calculated the predicted lattice
parameters for YbyZr, Ti,_,O7 according to (2.11) and (2.12), listed in Table 2.11. Clearly the
trend is for the lattice parameter to increase with x, which is proportional to the amount of
Zr in the composition.

In [75] the authors propose a different expression for the lattice parameter, based on 110
experimental values for 79 pyrochlore compounds,

8 +10)?
a = NG 1.43373 (ra + o) — 0.42931 (ra*roy (2.13)

3 rg+71o

which depends only on the ionic radii ; but allows a nonlinear dependence on those, in contrast
to the linear dependence on 7; in the previously defined tolerance factors. The predicted lattice
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X a(ri)  a(ri, xi) a

0.0 10.0612 10.0761 10.0740
0.15 10.0850 10.0999 10.0982
0.3 10.1088 10.1237 10.1221
0.5 10.1406 8.4763 10.1538
1.0 10.2201 10.2348 10.2313
1.5 10.2996 10.3142 10.3067
20 10.3791 10.3936 10.3800

Table 2.11 Calculated lattice parameters a(r;), a(r;, xi) and a’ for YbyZr, Tip—O7 according to (2.11), (2.12)
and (2.13), respectively.

parameter values a’ for Yb,Zr, Ti,_,O7 according to (2.13) are also listed in Table 2.11. Using
a’ in the definition of tolerance factor t, (2.10) we get the tolerance factor ts,

ts = 1.43373 — 0.42931 AT 0

2.14
rg+7to ( )

Considering all the compounds fitted in [75], those that assume the pyrochlore structure are
centered around f5 = 0.913, and t5 = 0.894 marks the cutoff value between pyrochlore and we-
berite structures. The simpler tolerance factor t; also allows one to distinguish the pyrochlore
and weberite structure (the weberite structure is assumed for f; > 1.84) but misclassifies sev-
eral pyrochlore structures formed through high-pressure synthesis, encircled in Figure 2.18. ts5
could be used to distinguish these high-pressure synthesis compounds, since the data points
associated to them are somewhat separated from those representing common weberite struc-
tures in Figure 2.18. Pyrochlore compounds that contain ions with stereochemically active
non-binding lone electron pairs, such as Bi**, Pb?" and Te*", do not agree as well with the
tolerance factor predictions since the lone electron pair violates the assumption of approxi-
mately spherical ions, upon which the whole tolerance factor approach is based (close-packing
of spheres).

In [66], based on geometric considerations, another tolerance factor t; is proposed,

3 +
to= — Ao (2.15)

\/ﬁ rg+ 7o

This only differs from t, (2.7) by the multiplicative constant % = 0.72761 instead of
V3

~ = 0.866. The authors argue that the ideal pyrochlore structure should have t5 = 1
but acknowledge that in practice the values are clustered around ts ~ 0.88. Figure 2.19 [66]
shows the calculated tolerance factor t¢ for 180 pyrochlore compounds and the cutoff values

that define the stability fields for the pyrochlore structure, 0.826 < tg < 0.943.
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A critical review of the tolerance factors t; to t5 is performed in [76]. In this study compounds of
the type Gdy_,Ln,Zr,O; were synthesized with various substituting lanthanides Ln = Nd, Sm,
Dy, Ho, Y, Er, two doping levels x = 0.2, 0.8, and the experimentally determined structures
of these compounds were used to test the accuracy of the predictions offered by the different
tolerance factors. Gd,Zr,O; was chosen as the base compound since t[Gd>Zr,07] = 1.462,
lying almost exactly at the stability boundary between fluorite and pyrochlore structures at
t; = 1.46, so by doping it with other lanthanides various t; values on both sides of the boundary
could be explored.

Before discussing their results we need to distinguish between the nominal t; = 74 /g ratio and
the actual cation radius ratio t] when taking into account the real site occupations determined
by x-ray diffraction (Chapter 5). In this context it is useful to introduce 1164 and rig., the
average radius of the cations at the 16d and 16c Wyckoff sites, respectively, and define

, Tied _Sra+(l—s)rp
t = =
riec Stg+(1—5)ra

(2.16)

where s is the degree of inversion, defined as the fraction of A3* at the 16¢ (B) site or
equivalently as the fraction of B** at the 16d (A) site (see Table 2.12). The defects caused by
exchange of cations between the A and B lattices are called antisite defects, since the cation
migrates from its proper site to an antisite on the opposite sublattice. In the ideal pyrochlore
structure s = 0 and the actual and nominal cation radius ratii coincide, #{ = f;. For the
completely disordered fluorite structure s = 0.5 (the 16d and 16¢ pyrochlore positions coalesce
into a single 4a fluorite position) so that | = 1 regardless of the nominal value t;.

ion position x Yy z occ

A3 16d 05 05 05 1-s
Bt 16d 05 05 05 s
A3 16c 0O 0 0 s
Bt 16c 0 0 0 1s

Table 2.12  Unit cell occupancies for the cations in the pyrochlore structure, with inversion ratio s (see
Table 2.6).

We may define actual values t] for the other tolerance factors analogously to the definition of
t1 (2.16), substituting the r4 and rp values in the definition of the t; by 7164 and 7y6c.

Figure 2.20 shows the expected and observed structures of the compounds synthesized in [76]
along with the nominal t; (empty squares) and actual ] (filled circles). The experimentally
determined boundary between pyrochlore and fluorite lies at t; = 1.457, slightly lower than the
expected t; = 1.46. Note that the degree of inversion s, indicated as a percentage on the right
axis label, is nonzero (~ 7% or s = 0.07) even for the pyrochlores far away from the boundary,
causing a significant difference between the nominal and actual values for the tolerance factor.
It is speculated that the heat treatment for 12h at 1400°C might not have been sufficient
to fully equilibrate the structure and some defects induced by the mechanochemical synthesis
remain in the annealed samples.
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Figure 2.20 Expected and observed structures along with the nominal t; (empty squares) and actual #]
(filled circles)[76].
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Figure 2.21 Expected and observed structures along with the nominal f, (t-Isupov) and actual #, [76].
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X T’B(A) tl t5 t6

0.0 0.605 1.628 0.922 0.867
0.15 0.613 1.605 0.924 0.863
0.3 0.622 1.583 0.927 0.859
0.5 0.634 1.554 0.930 0.855
1.0 0.663 1.487 0.937 0.842
1.5 0.691 1.425 0.944 0.831
2.0 0.720 1.368 0.950 0.819

transition 1.21 1.92 1.71

Table 2.13 Average rg, tolerance factors t; and predicted x value for the pyrochlore/fluorite transition in the
YbyZr, Tip_O7 series.

Figure 2.21 shows the nominal and actual values of ¢, for the same compounds. The nominal
values vary smoothly in a very narrow range, so it has no advantage over the simpler t;, while
the actual values show a more pronounced transition but have no predictive value since they
require knowledge of the experimentally determined degree of inversion s.

Figures 2.22 and 2.23 show the nominal and actual values for t3 and t4, respectively. The
same remarks as for t, apply here as well. The nominal values show little (¢4) or erratic (t3)
variation, while the actual values more clearly detect the structural transition but are not useful
as a predictive tool.

According to t5 the predicted structure of all compounds is a pyrochlore, which does not match
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experimental observation (Figure 2.24). It should be noted that Raman spectroscopy on the
same compounds did reveal signs of short-range ordering so that it cannot be ruled out that
extended annealing at higher temperature than 1400°C could produce different structures.

In summary, according to [76] none of the tolerance factors t; —t5 (and 4 o< £; also) is a reliable
and robust criterion to predict the structures and perhaps the most useful is the simplest one,
t1. Table 2.13 lists the calculated values for the average rg, tolerance factors t; and predicted
x value for the pyrochlore to fluorite transition in the Yb,Zr, Ti,_,O7 series according to each
tolerance factor. Given the results in Chapter 5, the predicted value according to the t;
criterion, x = 1.21, is closest to the experimental value for the transition, which is between

x=0.5and x =1.0.

2.3.2 Phase Maps

Phase stability diagrams (also called structure composition diagrams, phase maps, etc.) repre-
sent the stable phases for A;B,0O; compounds with various combinations of A and B elements.
A natural way of ordering the different elements is by their ionic radius, thus most of these
diagrams have the ionic radius r4 of the A element on one axis and the ionic radius rg of
the B element on the other axis. Not all combinations of A and B elements are possible to
synthesize since some are not be thermodynamically stable. Some combinations are stable but
require high pressures during the synthesis.
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Figure 2.25 Phase map constructed from literature studies [58]. Each phase is associated to a color: mon-
oclinic (black), pyrochlore (red, yellow), fluorite (grey), 6-phase (cyan). Color combinations
indicate a compound that has been found in more than one phase and an empty box indicates
that it has been found as both pyrochlore and fluorite.
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Figure 2.26 Phase map constructed from simulations [58]. Each phase is associated to a color: non-cubic
(dark blue), pyrochlore (yellow, orange), 6-phase (black, cyan), fluorite (red). Yellow/red
squares represent pyrochlore phases formed under high pressure [77].
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Figure 2.27 High-temperature (2000K) phase map constructed from simulations [58]. Each phase is associ-
ated to a color: non-cubic (blue), pyrochlore (yellow), 6-phase (black), fluorite (red). Yellow/red
squares represent pyrochlore phases formed under high pressure [77].
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Figure 2.28 Phase map from structures reported in the literature [59]. Each phase is associated to a
color: monoclinic (grey), pyrochlore (blue), 6-phase (orange), fluorite (black). Hollow symbols
represent a single phase, while solid symbols indicate that both the ordered structure and
disordered fluorite have been observed.

Several of these stability diagrams can be found in [58], where the structural stability of these
compounds is studied, since it correlates with their radiation durability and performance as
nuclear wasteform disposal materials [78]. Figure 2.25 shows a phase map constructed from
experimentally determined structures. Two colors were assigned to the pyrochlore structure to
distinguish the sources of the information, the red data points being based on experimental
studies (see [58] for references to all publications), while yellow data points are based on the
review [31].

Structure simulations using a method based on pair charge potentials [58] were used to con-
struct the diagram in Figure 2.26. The regions labeled with P, F and 6 contain compounds
that assume the pyrochlore, fluorite and 6-phase structures, respectively. The upper-left region
contain a non-cubic phase, likely the P2; monoclinic structure (Section 2.2.5).

The two central regions are more uncertain, with tentatively drawn boundaries. These regions
contain compounds that assume different structures depending on the conditions imposed
during synthesis. The pyrochlore structure should be stable in the FP (orange) region, while
the 6-phase should be stable in the FO (cyan) region, but both phases form through an order-
disorder transformation upon cooling below a critical temperature on the order of 1900K. The
critical temperature increases with increasing ionic radius r4 of the A element in the FP region
while it decreases with increasing 74 in the Fo region. A low critical temperature is usually a
sign of less stability, so the precise location for the right boundary of the Fo region and the
left boundary of the FP region might be harder to predict accurately.

In complex oxides all sublattices disorder in an order-disorder transformation. For fluorite
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derivatives such as the pyrochlores only two types of reaction are significant, cation antisite
defects and anion Frenkel defects [78]. The pyrochlore oxides are somewhat unusual since both
of these effects seem to be equally important in determining the order-disorder transformation
temperature, unlike most other complex oxides where one of the disordering effects is dominant
[79, 80, 81].

Figure 2.27 is similar to Figure 2.26, but while Figure 2.26 indicates the quenched structures
at room temperature, Figure 2.27 shows the high-temperature structures assumed by these
compounds at approximately 2000K, above the order-disorder transformation temperature.
The central region in Figure 2.26, containing the FP and F6 compounds, is now subsumed
by the fluorite structure. Extensive radiation damage can cause disordering of the structure
similar to the effect of high temperature [58].

Figure 2.28 shows a similar stability diagram, with slightly different boundaries for the regions
associated to each phase.

2.3.3 Phase Diagrams

Another kind of phase diagram commonly used to predict the structures of compounds is
the binary A,O3—BO, composition-temperature phase diagram. In this type of diagram the
structure is plotted as a function of temperature and stoichiometry, which varies between 0%
A,03 and 100% BO, to 100% A,O3 and 0% BO,. The molar percentage of A,O5 is similar in
spirit to the anion/cation ratio of Table 2.9, and both quantities are actually directly propor-
tional to one another. Table 2.14 lists the molar percentage of A,O3 for some stoichiometries
in the A,O3—BO, binary system.

stoichiometry mol % A,03

A;B,07 33
A4B3O12 40
A68011 75

Table 2.14 Molar percentage of A;O3 for some stoichiometries in the A;O3—BO; binary system.

Figures 2.29 to 2.31 show three Yb,O3—ZrO, binary phase composition diagrams, though
Figure 2.31 only contains the high-temperature region T > 1000°C, and Figure 2.32 shows an
Yb,O3—HfO, phase diagram. Since the ionic radii of Hf and Zr are very similar, ry; = 0.71A ~
r7, = 0.72A [68] the YbyO3—HfO, phase diagram should also be approximately valid for the
Yb,03—2rO, binary system.

Comparing these phase diagrams we see slight differences due to variations in experimental
methods and simulation methodologies. At room temperature YbyZr,07 (33 mol% of Yb,03)
is predicted to assume a solid solution of the 6-phase with monoclinic ZrO, , but slightly above
room temperature a solid solution of the 6-phase with a fluorite phase is predicted to be stable.
Other studies that have explored the chemistry and physics of the Yb,O3—ZrO, binary system
are [33, 34, 35].

Figures 2.33 and 2.34 show phase diagrams for the Yb,O3—TiO, system, although only the
high-temperature regions, for T > 900°C and T > 1200°C, respectively.
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Figure 2.29 Phase diagram for the Yb,O3—ZrO; binary system, from [82]. Each region represents a structure
or solid solution within a certain symmetry class: M = monoclinic, Flu = fluorite, Tet =
tetragonal, C = cubic, 6 = rhombohedral 6-phase, H = hexagonal, L = liquid.
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Figure 2.30 Phase diagram for the Yb,O3—ZrO; binary system, from [83]. Each region represents a structure
or solid solution within a certain symmetry class: M = monoclinic, T = tetragonal, F = fluorite,
C = cubic, 6 = rhombohedral 6-phase, H = hexagonal, L = liquid.
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There are also ternary composition diagrams for systems of the form A,O3—A",03—BO, or
A;03—B0,—B’'0,. Since the two plane axes are know used to express the composition, these
are isothermal sections of the phase diagram, representing the structures at a specific tempera-
ture. Figure 2.35 shows an example of a ternary phase diagram for the Yb,O3—La;03—ZrO; sys-
tem at 1523K [82]. We found no ternary phase diagram for the YbyO3—ZrO,—TiO, system
in the literature.
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Figure 2.35 Ternary phase diagram for the YbyO3—LapyO3—ZrO, system [82] at 1523K.
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CHAPTER

Frustrated Magnetism

This chapter introduces the basic concepts of magnetism required to interpret the experimental
data in Chapter 7, frustrated magnetism and how these concepts apply to the lanthanides
and pyrochlore compounds. At the end we review some of the literature on Yb,Ti,O7 in a
framework that also is applicable to other pyrochlore magnets.

3.1 Magnetization of a Paramagnet

Consider an ideal paramagnet, containing atoms with localized and non-interacting magnetic
moments. The magnetic moment p of an atom is related to its total angular momentum J,
in units of 71, by

w=gJus (3.1)

where Ug = 57— = 9. B " is the Bohr magneton an
here up = 2 = 9.2740100783(28)107%*J T~" is the Bohr mag [89] and

2me,

SS+1)-L(L+1)
2]J(J+1)

3
g= E + (32)

is the Landé g-factor for an atom with orbital angular momentum L and spin S [90, 91]. For

example, the ground state of an Yb®" ion has | = %, S = % and L = 3, according to Hund's

rules applied to the 4f'% electron shell configuration, thus ¢ = %.

The energy of a magnetic moment u in a magnetic field B is E = —p - B [92], so the partition
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function for a single magnetic moment is

B ] B ]
Z = Zexp (PI;T) = Z exp (m]g:B—BT) = Z‘]exp (m]x)

m]:—]

where

_ 8usB
YT T

Summing up the geometric series eq. (3.3) we get

,_ sinh (2] + 1)3]
sinh [§]

The expected value of m; is

() = Zmm o2 102
e Zm’:+]exp(m]x) ~ Zox

m]:—]

so that the magnetization is

_ _ N8y dZdB _ dInZ
M = Ngua (m)) = /=555 = kT —

(3.3)

(3.4)

(3.5)

(3.6)

(3.7)

where N is the number of magnetic moments per unit volume. Differentiating (3.5) leads to

M= MsatB](y)

where

Msat = NgLUB
is the saturation magnetization,
B
= 8JHs
kgT
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and

By(y) = 2]2—; ! co’ch(ZI;Ir 1}/) el coth(l}/) (3.11)

is the Brillouin function for angular momentum | [90, 91].

In most of this work we use molar quantities instead of volumetric quantities, since we do not
know the density of the powder samples. The saturation moment s, is defined analogously
to (3.9),

Mo = N[ 1B (3.12)

where now 7 is the absolute number of magnetic moments. Setting n = N4 = 6.02214076-10%,
the Avogadro constant [89], we get the molar saturation moment. The saturation moment
for a single Yb%** ion, n =1, is

| oo
NI~

Msae = gftp = 5 5 g = 4 s (3.13)

3.2 Magnetic Susceptibility

When investigating magnetic materials the magnetic susceptibility is an indispensable charac-
terization technique that is very widely used. The defining relation for magnetic susceptibility

X is
M=xH (3.14)

where M is the magnetization (magnetic moment per unit volume) and H is the applied mag-
netic field. Definition (3.14) assumes that M and H are linearly related, which is usually valid
at high temperature and low magnetic field [92]. We also define x,,, the molar susceptibility,
which is the magnetic moment per mole of magnetic ions, related to x by the volume v,,,; of
one mole of magnetic ions,

Xm = Omol X (315)

When H is a constant DC field the susceptibility is proportional to the magnetization, although
typically magnetization is measured at a fixed temperature and varying field, while suscepti-
bility is measured using a constant field and varying the temperature [93]. AC susceptibility
measurements, where H varies sinusoidally, offers additional information on magnetic dynam-
ics [94, 95]. In the limit where the sample has no low-energy excitations the AC susceptibility
is in principle frequency-independent and equivalent to the DC susceptibility.

43



3.3 Contributions to the Susceptibility

Materials can have both positive and negative contributions to their magnetic susceptibility.
For insulating materials the main contributions are the orbital diamagnetism, van Vleck param-
agnetism and Curie-Weiss paramagnetism. For conductive materials we also have to consider
Pauli paramagnetism, Landau diamagnetism and itinerant moment paramagnetism [90, 91].

Orbital diamagnetism is a temperature-independent negative contribution to x that is present
in all materials. It arises due to the reaction of the electrons’ orbital motion to an external field,
similar in spirit to Lenz's law [92]. It is a rather small contribution to x, usually on the order
of 10 — 107® emu mol™!, that is easily overshadowed by other contributions, when present.
The diamagnetic contribution is temperature independent and can be accurately estimated
by summing the contributions of all constituent atoms or ions in a material [96]. Table 3.1
lists the diamagnetic contributions to the susceptibility due to single ions in the compounds
YbyZr, Tip—xO7 and (NH4)Fe(SO4)2(H20)12 (used for calibration, see Section 7.1.3).

ion x4 (107 emu mol ™)

Yb3* -18
Titt -5
Zr+t -10
0* -12
Fe3* -40.1
NH; -13.3
SO:~ -40.1
H,O -13

Table 3.1 Diamagnetic contributions to the susceptibility due to single ions in the compounds
szzrxTiz_xO7 and (NH4)F€(SO4)2(H20)12 [96]

Adding the contributions for single ions yields an approximate value for the diamagnetic sus-
ceptibility, for example

Xa [YbTi,07] = 2x4 [YB** ] + 2xa [Ti* ] + 7x4 [0 ] = =1.3-107* emu mol™"  (3.16)
Similar calculations give

Xa[Yb2Zr,07] ~ —1.4-107* emu mol™ (3.17)

Xa [INH4Fe(SO4)2(H20)15] = —2.4 - 107 emu mol™! (3.18)
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In Section 7.1.3 we show that for (NH4)Fe(SO4)2(H20)12 the paramagnetic contribution to x
is 5 orders of magnitude larger than x;, and similar remarks hold for Yb,Zr, Ti,_,O7. Therefore
we can neglect orbital diamagnetism for the compounds studied in this work and will not further
concern ourselves with this effect.

Another contribution to the susceptibility is van Vleck paramagnetism, which arises due to
low-lying excited states of an atom or ion. Such states can contribute to the susceptibility by
being thermally populated, as usual, but there is also a temperature-independent contribution.
This second-order effect vanishes for elements with closed shells and is most significant when
the total angular momentum | = 0 but L, S # 0, which occurs when an electronic shell is one
electron short of being half filled. In that case there is no paramagnetic contribution according
to first-order perturbation theory (since | = 0), but the second-order perturbative correction
to the Zeeman interaction is nonzero.

For the lanthanides this means that europium (Eu) compounds are the most affected, since
Eu has 6 out of a total of 14 electrons in its 4f shell. The first excited multiplet of Eu3*,
with | = 1, has an energy gap of only 330K to the ground state multiplet [91]. The next
lanthanide ion most significantly affected by the van Vleck contribution is Sm*", which has an
energy gap of 1225K between the | = % ground state and the first excited state with | = %
In contrast, Yb3* has a large energy gap of 14490K to its first excited state. Since the size
of the contribution is inversely proportional to the energy gap, we can safely ignore van Vleck
paramagnetism for the series of compounds Yb,Zr, Ti,_,O5.

Curie-Weiss paramagnetism is the dominant contribution to magnetic susceptibility for our
samples and is described in the following section.

3.4 Curie-Weiss Paramagnetism

The starting point for the Curie-Weiss mean-field theory of localized moment magnets is Weiss'
accounting for the molecular mean field in the expression for the internal magnetic field,

H;=H+aM (3.19)

so the internal field H; felt by the magnetic moments is the sum of an externally applied
field H and a field generated by the magnetization of the moments themselves. Using this
phenomenological approach we can calculate the susceptibility for a localized moment magnet.

Since the definition of the susceptibility (3.14) assumes a low field, where x is linear, and for
small ¥ we can expand the Brillouin function (3.11) as

J+1

3] v+ Oy (3.20)

Bi(y) =

we can approximate the relative magnitude of the magnetization, given by the Brillouin func-
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tion, as

M _ LIt
M. Bj(y) ~ 3] (3.21)

where now the variable y (3.10) incorporates the molecular mean field B; = poH;:

gJus
y =

KT po(H + aM) (3.22)

Recalling that M; = NgJup (3.9) we get

Nuog?J(J + 13 e
M = 3%, T (H+aM) = T(H + aM) (3.23)
where
Nuo?J(J + 1)u?
c = Nig JJ + Dyg (3.24)
3kg

is the Curie constant. Setting N = N, = 6.02214 - 10% in (3.24) we obtain C,,, the molar
Curie constant. Rearranging (3.23),

C C
M_T—aCH_ T — Ocw

H (3.25)

where Ocy = aC is the so-called Curie-Weiss temperature. This gives us an approximation
for the susceptibility yx, the Curie-Weiss law

B C
- T—0Ocw

X (3.26)

This approximation is expected to fail when T is close to the critical temperature T associated
to a phase transition, where x obeys a power law

x o (T=Te)™ (3.27)

for some critical exponent ) that depends on the universality class of the transition [41]. We
can fit the linear region of the inverse susceptibility ™! (not too close to T¢) to a line. In the
Curie-Weiss approximation

x'=CNT - Ocw) (3.28)
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so the slope of the line provides C and the x-intercept is Ocw. The Curie constant can be
used to calculate the effective value of magnetic moments in the sample, while O¢cy tells us
how these moments are correlated, on average. The effective moment pi is defined as

pesr = & VJ(J + 1)ug (3.29)

so that (3.24) can be written as

_ N F‘Oﬂiff

C
3kp

(3.30)

From the measured values of the molar Curie constant C,, (N = N,) we can calculate the
effective moment

3kg
Chm 3.31
Noim (331)

Uefr =

and compare this with the theoretically predicted value. Letting C,, denote the unit-less value
of the molar Curie constant we can express the effective moment g in Sl or CGS (emu)
units,

Uest = 797.727 \|Cyy up (S

(3.32)
= 2.82787/Cy, Up (CGS emu)

For Yb®" the ground state has ] = Z, S =1 and L = 3, so the g-factor (3.2) is g = 8. Thus
the theoretically predicted value of peg for Yb3* is

Uefr = 4.5356 UB (333)

It should be noted that the derivation of the Curie-Weiss law assumes a degenerate angular
momentum ground state manifold. If the crystal field splitting is comparable to or greater
than the temperature, some of the states in this manifold will be preferentially populated,
which can lead to a skewed moment and a reduction of the effective moment from the value
predicted by (3.32).

3.5 Magnetic Interactions
In an insulating solid the magnetic properties usually derive from localized magnetic moments,

as opposed to the delocalized itinerant band magnetism in conductive materials. Our model
of a magnetic insulator thus consists of a crystalline lattice with magnetic moments embedded
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in it, and the interactions between these localized moments generate the magnetic phenomena
we are concerned with. In the case of pyrochlores the magnetic moments are usually associated
to lanthanide ions, which have a non-zero moment due to unpaired electrons in their outermost
electronic shells (Section 3.7).

We will now describe the most relevant types of interaction between magnetic moments. In
this discussion we use the terms magnetic moment and angular momentum (or spin) inter-
changeably, since they are proportional to one another according to (3.1).

The exchange interaction is quantum-mechanical in origin and depends on the overlap of the
wavefunctions describing neighboring electron orbitals. The antisymmetrization requirements
for multielectron wavefunctions give rise to an effective coupling when two electron orbitals
spatially overlap. This effective coupling is called an exchange interaction and is represented
by the hamiltonian H,

H=-JS;-S; (3.34)

where S; and S; are the spin operators for each electron and | is a constant. The exchange
constant | can be expressed in terms of integrals involving the wavefunctions of the two
electrons [90, 91]. When ] > 0 parallel spins are energetically favored, while for | < 0
antiparallel spins have the lowest energy. These two conditions are commonly described as
ferromagnetic (FM) and antiferromagnetic (AFM) interactions, respectively (see Figure 3.1).

ferromagnetic antiferromagnetic

J >0 J <0

Si S; Si S;

Figure 3.1 Ferromagnetic (FM) and antiferromagnetic (AFM) interactions between two spins, represented
as arrows.

The interaction that arises when two electronic orbitals directly overlap is called direct exchange
and is very short ranged, being limited to neighboring atoms or ions. Another form of exchange
interaction, indirect exchange or superexchange, occurs when two electronic orbitals do not
overlap directly to any significant extent. The most common situation is that the exchange
interaction between two cations is mediated by an intermediary anion and can be understood
by considering virtual states of the intermediary ion. The coupling of the two cations is usually
antiferromagnetic and the effective interaction is described by the same hamiltonian (3.34)
as for direct exchange but with a different interaction energy |, that can be calculated using
second-order perturbation theory [90, 91].

To model a lattice of magnetic atoms we need to consider the interactions between pairs of
atoms. Usually only the few closest neighbors of a given atom need to be considered, since
the interaction strength quickly decays with distance. Thus we may consider interactions
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between nearest neighbors (NN), next nearest neighbors (NNN) and so on. Each of these has
an interaction strength J;, as illustrated in Figure 3.2.

© o
NN exchange NNN (super)exchange

Figure 3.2 Nearest neighbor (NN) and next nearest neighbor (NNN) interactions between spins on a lattice,
with interaction strengths J; and ], respectively.

For spins on a lattice the hamiltonian can be expressed as
1
H= Z]" Jii Si- S (3.35)

where the sum runs over all possible atoms, indexed by i, j and J;; is the interaction strength
between the spin S; and the spin S;. The prefactor % is included to account for the double
counting of the bond between each pair of atoms (once as ij and once as ji). The hamiltonian
could also be expressed as

H = ZL‘]’ Si . S]' (336)
@)
where now the sum runs over all pairs (ij) of atoms, so there is no double counting of bonds.

Si £ S

S; S;

Figure 3.3 Canting of FM spins as a result of the antisymmetric Dzyaloshinskii-Moriya exchange interaction
(not to scale).

Another potentially relevant interaction is the antisymmetric exchange, also known as Dzyaloshinskii-
Moriya interaction. Similarly to superexchange it also depends on virtual states but is mediated
by the spin-orbit interaction instead of an intermediary ion. Acting between spins S; and S;
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its hamiltonian is

H=D-S; x S]' (337)

where D is a vector which is usually restricted by the local symmetry to lie in a certain direction
or plane. Combined with the dominant FM or AFM interactions this often leads to a slight
canting of neighboring spins, such that they are no longer exactly aligned (Figure 3.3).

Lastly, we need to consider the dipolar interaction that exists between any magnetic dipoles.
This effect is usually weak but can be significant when other interactions are competing or
closely balanced, as is common in frustrated systems (Section 3.8). The hamiltonian that
describes the dipolar interaction is

_ U0 Si- S —38i-%;5; - &

47 r3
ij

H;; (3.38)

where y;,y; are the gyromagnetic ratios for the spins S;, S;, which are separated by a distance
rij in the direction of the unit vector #;;. Notably, the dipolar interaction decays as rl.‘].3, making
it relatively long-range compared to the exponentially decaying exchange interaction. The
lowest energy state is for both spins, S; and S;, to align with their mutual separation vector
r;j, as illustrated in Figure 3.4. Except for a one-dimensional chain this is impossible to satisfy
for all interacting spins, thus the dipolar interaction is in a sense intrinsically frustrated.

Si [ Sj [ i

S; S;

Figure 3.4 Lowest energy configuration for two spins coupled by the dipolar interaction.

The sign of the Curie-Weiss constant Ocp (3.26) indicates the dominant type of magnetic
correlations between magnetic moments. A positive sign corresponds to ferromagnetic corre-
lations and a negative sign corresponds to antiferromagnetic correlations, while Oy = 0 for
an ideal paramagnet. In dilute magnetic materials the magnetic moments barely interact due
to being widely separated and O¢cw = 0.

Considering the hamiltonian (3.36) for exchange-interacting spins on a lattice we can express
Ocw in terms of the interaction strengths J;. Assuming that at each level n there are z,
neighbors interacting with energy J,, (i.e. z1 nearest neighbors, z; next nearest neighbors, etc.)
then it can be derived from mean-field theory [97] that

25(5+1) v«
Ocw = T Z—f ZnJn (3.39)

The significance of this formula is that it relates the macroscopic parameter O¢cy, which can
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be determined experimentally, to the microscopic parameters of the model, which are not
immediately accessible to experiment.

3.6 Magnetic Order

The effect of the interactions described in Section 3.5 is that when the thermal disorder is
reduced the magnetic moments in a system undergo a phase transition to an ordered or frozen
state, which is an inherently collective phenomenon. For common (non-frustrated) magnetic
materials a phase transition occurs at a temperature T" that is close to the Curie-Weiss
constant, T* = Ocw. At low temperature, T < T*, the system possesses long-range order,
so that the correlation between magnetic moments extends over distances far greater than
the distance separating neighboring spins. When the temperature is raised to T =~ T", close
to the phase transition, the correlation length is reduced, so the system has some amount
of short-range order but far away regions are uncorrelated. At high temperature, T > T,
the phase is paramagnetic, so the spins are uncorrelated and their orientations are essentially
random (Figure 3.5).

Long range order  Short range order Paramagnetism

bt

Pt SR | N~
Frb B — | vt —
T<T* T~T* T>T"

Figure 3.5 Transition from longe-range ordered phase at low temperature to disordered paramagnetic phase
at high temperature.

4—__‘,
T~
rd

N~ /4

————

e
- -~

The phase transition manifests itself experimentally as a peak in magnetic or thermodynamic
bulk quantities, such as the specific heat and magnetic susceptibility. Figure 3.6 illustrates
how the inverse magnetic susceptibility behaves depending on the dominant type of correlation,
ferromagnetic (Ocw > 0), paramagnetic (Bcw = 0) and antiferromagnetic (Ocw < 0).

x! P x!
Ocw T T Ocw  |Ocwl T
ferromagnetic paramagnetic antiferromagnetic
ch>0 6CWZO ch<0

Figure 3.6 Inverse magnetic susceptibility behavior for an antiferromagnet, a paramagnet and a ferromagnet.
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Figure 3.7 The magnetic family tree, a portrait of how the different types of magnetism are related. Adapted from [98].
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The order that exists at low temperature can assume many forms, some of which will be
described in Section 3.10. They range from relatively simple structures such as the conventional
ferromagnetic, antiferromagnetic and ferrimagnetic states to complex magnetic structures that
may have multiple propagation vectors, be incommensurate with the underlying lattice etc.
Some classifications of the kinds of magnetic ordering have been proposed, for example the
magnetic family tree in Figure 3.7, that portrays how the various types of magnetism are related.
It is arguable whether some of these types of order warrant their own separate categories and
several new types of order have been proposed, recently including altermagnetism [99].

3.7 Lanthanides

The lanthanides are chemical elements with atomic numbers 57 to 71, from lanthanum (La) to
lutetium (Lu). These elements, along with the chemically similar scandium (Sc) and yttrium
(Y), are known as rare-earth elements. Lanthanides are rather heavy, with large atomic number
7, so that spin-orbit coupling, which scales approximately as Z*, sets the dominant energy
scale [91]. The crystal field and Zeeman effects are treated perturbatively over the dominant
spin-orbit interaction.

The lanthanides have partially filled 4f electron shells, from 4f° in La to 4f'* in Lu. These
partially filled 4f orbitals are highly localized and shielded from the crystalline electric field by
the more spatially extended 5s, 5p and 6s orbitals (for the Ln**, Ln3" and Ln*" lanthanide
cations the 6s orbital is empty). Thus in insulating rare-earth compounds the 4f orbitals have
negligible direct or indirect overlap, leading to very weak exchange interactions, with magnetic
ordering temperatures typically on the order of 1K or less.

The relative strength of spin-orbit coupling means that 4f elements’ ground state is accurately
described by Hund'’s rules, with a well-defined total angular momentum J. The (2] + 1)-fold
degenerate ground state manifold is separated from the first excited spin-orbit manifold by an
energy gap of order 1eV (~ 10*K) (except for Eu*" and Sm3", as mentioned in our discussion
on van Vleck paramagnetism in Section 3.3).

Figure 3.8 shows some magnetic properties of lanthanide ions. The ions La®*, Ce**, Yb%*
and Lu®" have filled shell electron configurations (either 4f°5p*5d°6s” or 4f45p?5d%6s") and
therefore are non-magnetic. Promethium (Pm) is extremely rare and radioactive, the most
stable isotopes having half-lives of only a few years. Experimental values for e are from [93,
100] and agree quite well with theoretical values using Hund's rules, except for Eu*>* and Sm?*,
which is mostly due to the van Vleck contribution.

Figures 3.9 and 3.10 show the spin (S), orbital (L) and total (J) angular momenta and the
calculated and experimentally measured magnetic moments of the Ln3" trivalent lanthanide
ions.

The crystalline electric field lifts the (2] + 1)-fold degeneracy of the ground state, inducing
splittings on the order of 10meV to 100meV (10°K to 10°K). lons that have an odd number
of electrons have half-integer spin and are forced by time-reversal symmetry to have doubly-
degenerate states, according to Kramers' theorem [101], while the quantum states of ions with
an even number of electrons are not necessarily degenerate. In Figure 3.8 the odd-electron
Kramers ions are shaded differently from the non-Kramers ions that have an even number of
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Figure 3.8 Magnetic properties of lanthanide ions, using Hund's rules to determine the ground state. Experimental values for e from [93, 100].
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Figure 3.9 Spin (S), orbital (L) and total (J) angular momentum of the Ln3* trivalent lanthanide ions, in
units of up. The experimental values are from [93, 100].
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Figure 3.10 Calculated and experimentally measured magnetic moments of the 3+ lanthanide ions.
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electrons.

3.8 Magnetic Frustration

The concept of frustration, a central theme in areas such as statistical and condensed mat-
ter physics, was first introduced in 1977 by Philip Anderson [102, 103] and Gerard Tolouse
[104, 105], although frustrated systems had been studied before. The term applies to situa-
tions in which conflicting interactions between microscopic elements in a system render them
'frustrated’ because any configuration they might assume cannot satisfy all of the constraints
imposed by the interactions. Thus a system of spins is magnetically frustrated if it cannot
simultaneously minimize the energy of each pair or set of interacting magnetic moments. The
system will assume a state that is a compromise between the conflicting constraints set by the
competing interactions. This often leads to complex structures, unlike the simple structures
that would be favored by a subset of the interactions.

The simplest example of magnetic frustration occurs when three spins are arranged in an
equilateral triangle with Ising anisotropy (easy-axis anisotropy) that forces them to align with
the axis normal to the plane of the triangle. If these spins interact antiferromagnetically with
their nearest neighbors then the interactions are frustrated, since in any configuration of the
spins at least one of the interactions is not in its preferred minimal energy state.

—

AFM ’) Ji

?
no frustration geometrical frustration bond frustration

Figure 3.11 AFM Ising spins on a square are not frustrated (left) but are frustrated on a triangle (middle).
A NNN interaction could make the square frustrated too (right).

This kind of frustration is geometrical since it arises due to the geometry of the lattice on
which the spins are arranged. If the same spins were arranged on a square there would be
no frustration, unless we also consider interactions with further neighbors. This could give
rise to a distinct type of frustration, bond frustration, if the interactions J; between nearest
neighbors and ], between next-nearest neighbors are balanced so that the spin on any one
vertex is ambivalent as to pointing up or down.

Models of lattices with bond frustration have a very rich theory but are hard to realize exper-
imentally since the interaction strengths (J; and ], in the above example) have to be tuned
to a value close to the critical value where the interactions are perfectly frustrated. Geomet-
rical frustration is relatively easier to come by since lattices with geometric patterns such as
those illustrated in Figures 3.13 and 3.14 are quite common in the crystal structures of solid-
state compounds. In practice there are situations intermediate between geometric and bond
frustration, particularly for systems that display some degree of randomness in the geometric
structure and/or interaction strengths.
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Another kind of non-geometric frustration occurs for materials with highly anisotropic inter-
actions induced by strong spin-orbit coupling. An example of anisotropically frustrated com-
pounds are the Kitaev materials [106, 107], featuring a honeycomb lattice which is bipartite
and therefore not geometrically frustrated. Their low-energy physics is well described by Ki-
taev's model [108], where the interactions along the three honeycomb directions are different,
generating the anisotropy.

As mentioned in Section 3.6, for common magnetic materials a phase transition occurs at
a temperature T* = |O¢cw|. For frustrated compounds this is no longer the case, the phase
transition temperature T™ is considerably smaller than [Ocw|. The frustration index f, defined
as

f= 'QTCf” (3.40)

has become a common semi-quantitative indicator of the degree of frustration in materials
[109, 16]. An unfrustrated material is expected to order at T =~ |Ocw| (f = 1), since |Ocwl
represents the scale at which interactions between magnetic moments become significant. In
reality unfrustrated materials can have f < 3 due to effects not considered in deriving the
Curie-Weiss law (3.26). Frustrated materials have f > 3, typically f is on the order of 10 or
even 100.

Experimentally frustration manifests as an inverse magnetic susceptibility that remains linear
even below the Curie-Weiss scale, only deviating from linear behavior at a temperature T~
that is well below |Ocy|, as illustrated in Figure 3.12 (compare with Figure 3.6). The state
of the system in the intermediate regime, T* < T < |Ocw| is sometimes called a cooperative
paramagnet, since it still behaves as a paramagnet although the interactions (cooperation)
between spins are significant.

X X
1Ocwl T T" |Ocwl T
not frustrated frustrated
T* ~ |Ocwl T" < |Ocwl

Figure 3.12 Inverse magnetic susceptibility behavior for a conventional and a frustrated antiferromagnet.
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3.9 Frustrated Lattices

Most geometrically frustrated lattices are composed of either triangles or tetrahedra, which
can be thought of as the basic frustrated units in two and three dimensions, respectively.
These frustrated units can be composed into a lattice by joining them through their edges
or vertices, giving rise to the triangular, kagome, fcc (face-centered cubic) and pyrochlore
lattices, illustrated in Figures 3.13 and 3.14. Some other frustrated lattices worth mentioning
are the garnet and hyper-kagome lattices, both of them composed of triangles arranged in a
more complex three-dimensional pattern.

unit

edge-sharing vertex-sharing
triangular kagome

Figure 3.13 Triangular lattice (left) and kagomé lattice (right) are both composed of the basic frustrated
unit in two dimensions, the triangle (middle).

frustrated
unit

edge-sharing vertex-sharing
fcc pyrochlore

Figure 3.14 The face-centered cubic lattice (left) and the pyrochlore lattice (right) are both composed of
the basic frustrated unit in three dimensions, the tetrahedron (middle).
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3.10 Complex Spin States

The ground state of the AFM Ising spins on an equilateral triangle is degenerate since all
six configurations in Figure 3.15 have the same energy, with one frustrated interaction that
is colored in red. This is a common theme for frustrated systems, which often have a large
number of degenerate or nearly-degenerate states which are close to or coincide with the

S
salsalae

Figure 3.15 Degenerate ground states for AFM Ising spins on an equilateral triangle. Red color is assigned
to the energetically unfavorable interaction.

Considering the simple units of frustrated lattices, such as the triangle and tetrahedron, often
there is no unique way of extending the configuration of spins in one of these units to the
adjacent units in order to minimize the system'’s energy. In those cases the number of equivalent
configurations is proportional to the number of frustrated units or spins, so that the degeneracy
is macroscopic, scaling with the size of the system. In thermodynamic terms this means that
the entropy of the ground state is not zero, as the third law of thermodynamics states, but
rather a nonzero residual entropy exists that is extensive, proportional to the systems volume.

In systems with some local constraints that can be implemented in many ways to form a
global state, the spins might be able to fluctuate, changing their orientations similarly to the
fluctuations in position of the atoms in a liquid. Such a state is called a spin liquid, and
some pyrochlore compounds display spin liquid behavior, for instance the spin liquid candidate
Tb,Ti,O7 [110, 111].

A quantum spin liquid is a state in which the spins continue to fluctuate even at zero temper-
ature, driven by quantum fluctuations rather than thermal ones. The resonating valence bond
model is often used to describe a quantum spin liquid state. The principle is that neighboring
spins combine into a spin singlet,

1
) = % (MR RAD) (3.41)

and the spin liquid is formed by a superposition of all possible configurations of singlets. The
effect of this resonating quantum state is that the entanglement spreads not only to neighboring
spins but also to far away ones, as illustrated in Figure 3.16. To date no compound has been
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Figure 3.16 Model of a spin liquid as a superposition of all possible singlet partitions of the spins on a
triangular lattice [112].
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Figure 3.17 Model of a spin glass as a collection of spins placed at random sites on a lattice.
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definitively identified as a quantum spin liquid, although many candidates have been proposed
[112, 113, 114, 115, 116, 117, 118].

When magnetic frustration and disorder coexist a spin glass state can be formed, where the
spins are disordered but highly correlated below the glass phase transition temperature. The
low-temperature state is not ordered in the conventional sense, rather it exhibits a frozen order
similar to the frozen positional disorder in glasses, which are amorphous forms of solid matter
often formed by quenching (rapidly cooling) a liquid so that a crystalline phase does not form.
Figure 3.17 shows a common model to describe spin glass phases, where magnetic moments
are distributed randomly on a lattice, such that the sign and/or magnitude of the interaction
depends on their distances and geometric arrangement. Some pyrochlore oxides exhibit spin
glass behavior, for instance Tb,Mo0,07 [119] and Y,Mo0,07 [29]. More information on spin
glasses can be found in the experimental reviews [120, 121, 122, 123].

VNNV NN

0in 4 out 1in 3 out 2 in 2 out 3in 1 out 4 in 0 out

Figure 3.18 Possible states of a tetrahedron in the spin ice structure.

Another intriguing state is the spin ice state that exists when spins on the pyrochlore lattice
interact ferromagnetically and have strong uniaxial (Ising) anisotropy in the local (111) direc-
tion. These conditions are satisfied for the pyrochlores Dy, Ti,O; and Ho,Ti, Oy, the so called
classical spin ices. Considering only one of the pyrochlore tetrahedra, the spins on each vertex
are forced to point either towards the center of the tetrahedron or in the opposite direction,
giving rise to 2% = 16 possible configurations. These can be divided into the categories shown
in Figure 3.18 according to how many spins point into the tetrahedron.

The ferromagnetic interaction favors the states that have two spins pointing inwards and two
spins pointing outwards, so that the sum of the spins on the tetrahedron is as large as possible.
To see why this condition minimizes the energy we can rewrite the exchange hamiltonian (3.36)
restricted to the spins on one tetrahedron as

1

H=-]Y si.sj:—%][(z si]z—ZSiz} (3.42)

(i) i

where the sums run over the spins i or pairs of spins (i) in a tetrahedron. Since the magnitude
S; = |S;| of the spins is fixed, the minimal energy is attained when the sum of the spins is
maximal. The two-in two-out minimal energy configurations are said to satisfy the ice rule,
due to an analogy with the proton structure of ordinary water ice that lead to the adoption of
the term 'spin ice’ to describe the spin system.

In the most common hexagonal phase of H,O ice the O?~ oxygen ions are ordered but the H*
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hydrogen ions (protons) are disordered, although they satisfy a local constraint. Every proton
is located on the line that connects two O%~ ions and the constraint is that every 0%~ has two
protons close to it (as in the H,O molecule) and two protons far away. This model was used
by Linus Pauling to calculate the residual low-temperature entropy of ice due to the proton
disorder [124]. The residual entropy value predicted by Pauling agrees with experimental data
remarkably well for such a simple argument, and it applies equally well to the spin ice state,
as we will now describe.

Out of the 16 possible configurations only (i) = 6 satisfy the ice rule, so that the fraction of
favorable states is % = %. To simplify the problem we assume that the spin configurations
of each tetrahedron are independent, while in reality they are not. It is not obvious why
this simplification leads to good predictions. This matter has been discussed extensively in
the literature and requires considering the long-range nature of the dipolar interaction (3.38),
which the simple FM Ising spin ice model neglects. If our system contains N spins in total,
then there are % tetrahedra and assuming their independence a fraction (%)N/2 of all the 2N

possible states are favorable, so the ground-state entropy is

S=ksln [(%)

and the molar entropy residual entropy AS is

N[z

1. 3
2N] =5 1nE kN (3.43)

AS

R In

= 0.202732554 (3.44)

N —
NI W

where R = kzN,4 = 8.314462618JKmol~! is the universal gas constant [89]. Note that the
entropy is extensive, scaling with the system size N. Experimentally the residual magnetic
entropy can be determined by integrating the magnetic specific heat, although it can be chal-
lenging to distinguish the contributions to the specific heat arising due to the various degrees
of freedom in a solid, including the electronic, lattice and nuclear magnetic contributions. The
specific heat C is related to the entropy S by

T>
S(T,) — S(T}) = f SO (3.45)

n, T

so that by subtracting the magnetic contribution to the entropy integral in (3.45) from the
high-temperature entropy we obtain the residual low-temperature entropy. Figure 3.19 shows
the residual entropy calculated from the electronic magnetic contribution to the specific heat
of Ho, Ti,O7, previously measured in our laboratory. The experimental value agrees well with
the predicted one in (3.44).

Very interesting physics results when the spin ice ground state is excited by the flipping of a
spin, thereby violating the two-in two-out ice rule in both of the tetrahedra it belongs to. The
magnetic flux entering and exiting the excited tetrahedron are no longer balanced, so it acts
as a magnetic monopole, a bare magnetic charge, depicted in Figure 3.20. One of Maxwell's
equations states that there are no sources of magnetic charge, V- B = 0, and to date there
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Figure 3.19 Residual magnetic entropy of the classical spin ice Ho, TiyO7.

is no evidence for fundamental particles that carry a magnetic charge. In the continuum
approximation to the spin ice the average magnetic field H is no longer divergenceless at the
location of the excitation, V- H # 0, so the excitation effectively behaves as a magnetic
monopole.

Figure 3.20 Effective magnetic monopoles that arise when the spin ice rule is violated [125].

By flipping further spins in neighboring tetrahedra the excitation can traverse the medium and
thus constitutes an emergent, deconfined particle. Since a spin flip creates a pair of opposite
monopoles, a string of flipped spins joins them when they separate, a so called Dirac string,
also represented in Figure 3.20. The effective interactions between magnetic monopoles are
described by a potential V(r) analogous to the Coulomb potential for electric charges,

& QaQﬁ
AT 7148

V(rep) = (3.46)

where Q,, Qg are the charges of two monopoles separated by a distance r,5. That is why the
monopole phase is called a Coulomb phase, which exhibits emergent gauge dynamics exactly
analogous to conventional electrodynamics. More information on the spin ice state and its
monopole excitations can be found in [126, 30, 127, 128, 129, 22, 130, 131, 23, 132, 133,
134].
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3.11 Pyrochlore Magnetism

For most of the magnetic A,B,07 pyrochlores the magnetism is due to a lanthanide cation
at the A site of the crystal structure. For these rare-earth magnetic pyrochlores the single-ion
physics dominates over the two-ion interactions, so that the single-ion physics must be dealt
with first. The hierarchy of energy scales is: Coulomb interactions > spin-orbit coupling
> crystalline environment > two-ion interactions, so that each effect can be considered
perturbatively with respect to the previous ones.

o O
W/
A O48f O8b

Figure 3.21 Surroundings of the A cation in the A;B,0; pyrochlore structure.

The environment of the magnetic ion creates an electric charge distribution, known as the
crystalline electric field. As already mention in Section 3.7, this crystalline field splits the
degeneracy of the states with total angular momentum J. The surroundings of the magnetic
A3* cation in the pyrochlore structure are depicted in Figure 3.21. Centered in the horizontal
plane there is a puckered ring of six Oug oxygen ions, similar to the chair conformation of
cyclic organic molecules. Vertically above and below the central A%* cation there are two Ogy,
oxygen ions, in the center of the A, tetrahedra.

The two Ogy, ions are closer to the central ions than the six Ogug¢ ions, in fact the A-Og, bond is
unusually short when compared to most other cation-oxygen bonds in other oxides [31]. The
strong A-Ogp, bond defines the local anisotropy axis of the A3* cation, thereby influencing its
magnetic properties. This local anisotropy axis is in the [111] direction (the vertical axis in
Figure 3.21) or one of the eight equivalent directions denoted by (111), all parallel to a body
diagonal of the conventional unit cell. This axis is also known as the C; axis, since the crystal
structure possesses a threefold rotational symmetry around it, while there are two twofold C,
symmetry axes perpendicular to the Cj axis.

Different lanthanide ions have different types of anisotropy in the pyrochlore structure. Gd*
has no orbital angular momentum, L = 0, so that the crystal field splitting is to first approx-
imation nonexistent, since it is mediated by the spin-orbit interaction, proportional to S - L.
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Thus Gd®* has an approximately isotropic spin, also known as a Heisenberg spin, which can
point freely in any direction (though in some pyrochlores, such as Gd,Ti,O; and Gd,Sn,0y,
the Gd** can exhibit significant anisotropy effects [135, 136]). Some ions such as Tb®*, Ho®*
and Dy*' have an easy-axis anisotropy, also called uniaxial or Ising anisotropy, causing them
to preferentially align parallel to the local (111) axis. Other ions such as Er*" and Yb%* have
an easy-plane anisotropy, also known as planar or xy anisotropy, and preferentially lie in the
plane perpendicular to the local (111) axis.

The energy of the spin state depends on its alignment with the local (111) axis, given by
quantum number mj, the projection of | onto that axis. The ground state |1/1) will be a
superposition of the different m; states,

m=+]

[wy="Y" culm) (3.47)

m=—]

where the coefficients c,, depend on the ion under consideration and the crystalline environment.
In many cases the lowest energy state is a doublet, whose degeneracy is enforced either by
Kramers' theorem (Section 3.7) or by the symmetry of the crystalline environment for the non-
Kramers ions. Denoting the states in this doublet as |+) and |—) we can define pseudospin
operators

5" =) (-
S = (3.48)
5= 2 (#) ¢+ = 1))

The doublet can be classified by the irreducible representation of the site symmetry group
D34 (3m). There are three distinct cases, one non-Kramers and two Kramers doublets, that
transform differently under the C,, Cs site symmetries and time reversal [137]. Yb®" in
Yb,TipO7 belongs to the Kramers effective spin-1/2 case since it behaves exactly like an
S = 1/2 spin under the symmetry operations. At low temperature the higher energy states
are not accessible so the effective spin-1/2 model provides a useful model to study the ground
state and low-temperature properties of Yb, Ti»O7 and similar compounds.

Using a local coordinate frame where Z lies on the C; axis and ¥ along one of the C, axes,

the magnetic anisotropy can be quantified in terms of the g-tensor, with two independent
components, g, and g., that are related to the magnetic moment y by

p=—up[g+(S%+ 5Y9) + g.5°2] (3.49)
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where

§* = %(s+ +57)
" (3.50)

Yy — _ (Gt —_ G~

8= 5 (5" =5

are linear combinations of the pseudospin operators defined in (3.48). The operators S*, SY, §*
satisfy the usual commutation relations,

[S'u/ SV] = ieyvpsp (351)

which justifies naming them pseudospin operators. The symmetry-allowed interactions between
the lanthanide ions on the pyrochlore lattice are quite complex, involving multipole operators
in the angular momentum J and the crystal field potential operators [137]. However if we
consider only the low-energy effective description in terms of the ground state doublets then
the situation simplifies significantly. Projecting the full hamiltonian onto the subspace spanned
by the ground state doublets yields the effective hamiltonian

H= (Z; 125255 = 12SFS7 + JasySi St + JoxCii(SiST + S789)] + hc. (3.52)
ij

with interaction parameters J,,, [+, Jix, J.+, Where the sum runs over all pairs of neighbors
(if), the S; are the pseudospin operators for spin 7, defined in (3.48) and (3.50), h.c. means
the hermitian conjugate of the whole expression and

0 L1 e e
-1 0 &t ¢

== 3.53

C=-y £ el o0 (3.53)
& s -1 0

where & = exp(im/3). The form (3.52) is the most general anisotropic nearest-neighbor
exchange hamiltonian that respects the symmetries of the pyrochlore lattice. This expression,
in terms of the local coordinates of each spin, can be recast in a global coordinate frame where
the interaction constants are easier to interpret,

H=) S!);8, (3.54)
()]
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where now the pseudospin operators S; are expressed in the global coordinate frame and the
effective exchange matrix J;; between nearest neighbors is

o Ji s
Ji=|-J+ h J5 (3.55)
—J+ 3 N

or one of five equivalent permutations thereof, depending on which of the six edges of the
tetrahedron is considered. The form of this exchange matrix is dictated by symmetry, such that
the parameters [; — ] encode both the interactions and their anisotropy. The exchange param-
eters can be interpreted as planar J;, uniaxial |, symmetric off-diagonal J3 and antisymmetric
Dzyaloshinskii-Moriya J4 terms, or equivalently combinations of J; — J4 can be interpreted as
Heisenberg, Kitaev, pseudodipolar and Dzyaloshinskii-Moriya terms.

Some limits and special cases of these parameters have been studied extensively, for instance
the spin ice model corresponds to [; = —J, = J3 = J; < 0 and the Heisenberg limit is J; = |,
Js = Ja = 0. The local parameters are related to the global ones by

== 5 Q= o+ 2] + 419
Lo = 2@h-h-]-2)

1 (3.56)
Jes= —(h+2—2]3+2]4)

6
o= —— (it Tt o)

32

There are six types of ordered states that have distinct symmetry and in the effective spin-
1/2 case correspond to dipolar magnetic order. Figure 3.22 shows examples of the spin
configurations for each type of order. The possible states include the ¢, Palmer-Chalker (PC)
state [138], the 13 coplanar antiferromagnet, the ¢, non-coplanar antiferromagnet, the all-in
all-out (AIAO) state, the two-in two-out spin ice (SI) and the splayed ferromagnet (SFM).

The Ty, and T{g orders transform identically under spatial symmetry (but oppositely under
time reversal) so for the effective spin-1/2 case they can be mixed freely to form a splayed
ferromagnet. In this state the pseudospins are are mostly aligned, forming a small angle 6
with one of the cubic [100] axes. The splay angle 6 determines the mixing between the T,
and T{g order.

For classical spins the problem of finding the magnetic ground state for the whole system can
be neatly separated into two parts: finding the ground state for a single tetrahedron, and
then composing the minimal energy configurations for single tetrahedra to tile the pyrochlore
lattice, using the so called 'Lego-brick rules. The states obtained in this way have four
sublattices, with vanishing crystal momentum (k = O propagation vector), and are sufficient
to describe many of the magnetic pyrochlore ground states (with important exceptions, for
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Figure 3.22 Spin configurations for each type of order [137].

instance, Gd, Ti;O7 requires two propagation vectors [139]). It can be proven that for any set
of exchange constants J; — J; there exists a classical k = 0 ground state of the hamiltonian
(3.54) with four-sublattice long-range magnetic order [140].

All of the configurations in Figure 3.22 can be obtained within a narrow range of exchange
parameters so that in certain regions of the phase diagram the structures are almost degenerate.
At the boundaries between different phases the configurations are exactly degenerate, at least
on a classical level, and the ground state manifold is expanded. This type of degeneracy is not
enforced by symmetry but rather accidental, so that phase competition can arise. Quantum
fluctuations can select a ground state from the classically degenerate states by a mechanism
known as order-by-disorder, which plays an important role in the physics of some pyrochlore
compounds, such as Er, Ti,O7 [137, 141, 142].

Accidental symmetries are of enormous fundamental interest for the unusual physics they give
rise to, since physical properties that cannot be traced back to broken symmetries transcend
the Landau paradigm of phase transitions [143]. As prominent examples, spin liquids and
other magnetically frustrutated systems can display fractionalized excitations and topological
properties, two topics that have driven much theoretical and experimental research in the last
decades.
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3.12 Yb,Ti,0y

The first literature report on the low-temperature properties of Yb,Ti,O; dates from 1969
[144], which describes a heat capacity capacity singularity at Tc = 214mK and a broad feature
at T =~ 2K, as shown in Figure 3.23. Integrating the heat capacity a residual entropy of
AS/R = 0.671 was obtained, which is close to AS/R = In2 = 0.693, suggesting a twofold
degeneracy of the ground state for each spin.

Specifi heat (J K'mol™)

0.1

T(K)

Figure 3.23 Heat capacity of Yb,Ti,Oy, adapted from [144].

In the following decades there were only very few publications on Yb,Ti,O; until a resurgence
of interest in the early 2000s. The classical spin ices Ho, Ti,O; and Dy, Ti,O7, described
in Section 3.10, have large spins and strong Ising anisotropy, so that their behavior is well
described by a classical model. Spin liquids and similar states with strong quantum effects can
be obtained by enhancing the conditions that suppress magnetic order, using the effects of
small spins, low dimensionality and frustration. Pyrochlores that contain smaller spins with XY
anisotropy, as is the case with Yb®" in Yb, Ti,O5, are effectively spin—% and therefore expected
to exhibit significant quantum effects. The search for a quantum analog of the classical
spin ices, a quantum spin ice, was one of the motivations that lead to renewed interest in

One of the first newer studies on Yb,Ti,O7 [146] demonstrated, using 17°Yb Méssbauer spec-
troscopy and muon spin relaxation, that the spin fluctuation rate reduces by a few orders of
magnitude at T¢ = 0.24K and remains constant below T¢. Neutron scattering measurements
did not reveal magnetic Bragg peaks, which are a signature of long-range order, so their inter-
pretation was that at T there is a first-order transition that is not associated with long-range
order, rather with the spin dynamics in the time domain. The absence of long-range order
is consistent with a quantum spin ice or spin liquid model, where spin fluctuations persist to
extremely low temperature.
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With the resurgence in interest sparked by these initial papers, many investigations on Yb, Ti, O
were performed, often leading to contradictory results. Some neutron diffraction studies re-
vealed weak magnetic Bragg peaks below T ~ 0.24K [147, 148, 149, 150, 151, 152, 153, 154],
while others did not [155, 156, 157, 146, 158, 159, 160, 161, 155, 162]. Muon spin relaxation
studies yielded equally ambiguous results [154, 162, 156, 146, 163]. The dynamic properties
were also disputed, with some reporting static spins [154, 150] while others reported slowly
fluctuating spins down to the lowest temperature [159, 158, 146, 162, 164, 165, 153].

The properties of powder and single crystal samples differed significantly, for instance most
powders exhibited a sharp specific heat transition at Tc = 260mK [144, 166, 164, 162, 154],
whereas for single crystals the transition was broadened, up to ten times less intense, and
shifted to lower temperature, in the T ~ 150mK-200mK range [167, 164, 148, 162, 154].
Similarly, the magnetic susceptibility transition appeared at T¢ = 245mK for powder samples
and at T = 150mK for crystals [153].

This confusing state of affairs has been in large part resolved, with discrepancies among
different studies attributed mostly to differences in sample quality. Studies that carefully
controlled the synthesis technique showed that the specific heat anomaly and other properties
are highly sensitive to variations in stoichiometry on the level of 1% [168, 167, 169, 170].
The small amount of structural disorder in non-pristine samples probably explains most of the
discrepancies between different studies.

Many of the crystals in earlier publications, grown by the floating-zone technique, were found
to be non-stoichiometric even though they were grown from powders with the proper stoichiom-
etry. These crystals also displayed various colors, ranging from a deep red to yellow-grayish
and brown-greenish. The color of the crystals can be used as an indicator for off-stoichiometry,
so that, for instance, crystals with an Yb excess in the composition usually are some shade
of red. ldeal stoichiometric Yb,Ti,O; crystals should be translucent and colorless, due to the
3.34eV optical bandgap calculated using density functional theory [171].

It is now known that the crystal growth process itself can unbalance the stoichiometry, so that
off-stoichiometric crystals can be produced even if the powder is stoichiometric. To combat
these problems, in [168] the authors used the travelling solvent floating-zone method, where
a flux of 30% TiO, and 70% Yb,Ti, Oy is used to lower the temperature of the molten zone
and help precipitate out a pure Yb,Ti,O; crystal [172, 173]. The resulting single crystal was
clear and colorless, apparently of very high quality.

A systematic study of the effects of non-stoichiometry was performed on the stuffed/diluted
pyrochlore compounds Yby, Tip—yO7_y 2 for x = —0.02, —0.01, 0.00, 0.01, 0.02, 0.08 [168]. It
was found that any deviation from ideal stoichiometry (x = 0.00) resulted in a decrease of the
sharp first-order specific heat transition temperature, which is T¢ = 268(4)mK for the undoped
Yb,Ti,O7 sample. It was found that the Yb/Ti site inversion ratio (see Table 2.12) was on the
order of 1% even for the highest quality Yb,Ti,O; powder samples, while the corresponding
crystal did not display any detectable site inversion.

In [174] ultrapure Yb,Ti,O; samples grown in an oxygen-depleted atmosphere were compared
to those grown in a standard atmosphere and annealed in oxygen. The color of the crystals
differed, for instance the as-grown crystal was brown while the one annealed in oxygen was
transparent. Diffuse neutron scattering was used as an extremely sensitive probe for structural
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defects and compared to Monte Carlo simulations. The results confirm that oxygen vacancies
are filled during the annealing process and that vacancies seem to stabilize a spin liquid state,
with no long-range order, while the annealed sample possessed an ordered ferromagnetic ground
state.

Although the Yb®* ion is protected by Kramers degeneracy, its ground state is still very sensitive
to deviations from perfect crystallinity. A splayed ferromagnetic (SFM) ground state can be
stabilized by modest hydrostatic pressure, suggesting that most samples have a residual strain
distribution that affects the low-energy physics [163]. The effects of chemical pressure, induced
by stuffing Yb, Ti,0; with Yb3* ions, result in the opposite effect, washing out the characteristic
spin correlations and stabilizing a spin liquid phase [174].

In the most recent studies great care has been taken to assure ultrapure stoichiometric
Yb,Ti;O; samples. Since many of the previously published findings have validity partially
limited to specific samples, we will not further discuss those conflicting reports and focus on
the most recent publications, which used very high quality samples, such as [175]. It is now
well established that Yb, Ti,O7 undergoes a first-order transition into a splayed ferromagnetic
ground state at Tc = 0.27K. The ground state is a splayed ferromagnet, with a splay angle
of about 6 = 5.3(8)°, as illustrated in Figure 3.24. The ground state has no residual classical
degeneracy but exhibits highly unusual dynamic behavior.

Figure 3.24 Splayed ferromagnetic ground state of Yb,TipO7, showing a unit cell and one tetrahedron, with
the splay angle 6 indicated (not to scale).

For Yb®* in Yb,Ti;O; the axial component, in the local (111) = 2 direction, is ¢, = 2.14(3)
and the planar component is g. = 4.17(2), so that planar anisotropy dominates [176]. This
also means that the effective moment’'s magnitude is modified from its free ion value to

tesr = 1.3(1) up.

The energy gap to the first excited state is 76.7meV ~ 890K, therefore at low temperature the
effective spin-1/2 model with hamiltonian (3.52) or (3.54) is an excellent approximation to
the low-temperature physics [177]. According to [175] for the exchange parameters in (3.55)
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are

J1 = —0.026(2)meV
J. = —0.307(3)meV

3.57
Jz = —0.323(3)meV (3.57)
J1+ = +0.028(2)meV
Using (3.56) we obtain the exchange parameters in the local coordinate frame,
J.. = +0.094(4)meV
+ = +0.087(1)meV
J M) (3.58)

Jix = —0.061(1)meV
Joe = —0.161(1)meV

where we assumed that J; — J4 are uncorrelated to calculate the uncertainties. Clearly the J,.
transverse exchange is dominant and the other parameters are comparable in magnitude, a case
far from the originally proposed quantum spin ice scenario, with [, >0and J. = [.. = .. = 0.

Phase competition has emerged as a useful model to explain many of the unusual properties
of pyrochlores such as Yb,Ti,O7, Er, TiO7 and Er,Sn,O7, which all belong to the Kramers
effective spin-1/2 case. For these three compounds, as for various other pyrochlores, the
parameters in (3.55) satisfy J3 < 0 and J4 = 0, so that we may construct a phase diagram by
setting J; = 0 and choosing as axes J; and ], normalized by |J5]. Figure 3.25 shows such a
classical phase diagram for the anisotropic nearest-neighbor exchange hamiltonian (3.54). The

labeled points are the best estimates from the values obtained by inelastic neutron scattering
for szTizO7 [156], El’zTi207 [178] and Er25n207 [179]

Figure 3.26 shows the phase diagram for the classical model with the quantum corrections
produced by linear spin wave theory [140]. The white regions (not including the white circle)
are those in which the quantum fluctuations destroy the classically ordered ground state. The
effect is strongest close to the Heisenberg limit, J1/|J3] = J2/|J3] = oo and close to the central
region [1/|J3| = J2/|J3| = 0, where classically a spin liquid state is expected. These predictions
suggest that those regions might contain quantum spin liquid (QSL) phases, although the
linear spin wave approximation cannot fully account for quantum fluctuations.

Even though Yb,Ti, Oy is still predicted to lie in the ordered SFM phase, the effects of classical
phase competition could significantly affect the quantum fluctuations of the ground state, due
to the proximity to the boundaries with the AFM and QSL phases. The most recent and
reliable values for the parameters J; — J4, listed in (3.57), place the point corresponding to
Yb,Ti;Oy7 even closer to the AFM/FM boundary. It should be noted that in reality J4 is not
that close to zero, as was assumed when constructing the phase diagrams of Figures 3.25
and 3.26, and the nonzero J; slightly shifts the location of the boundary.

A signature feature of Yb,Ti,O7 in its paramagnetic state are the rods that appear in the
(111) directions of reciprocal space in neutron scattering experiments. The origin of these
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Figure 3.25 Classical phase diagram for the anisotropic nearest-neighbor exchange hamiltonian (3.54) with

J5 <0 and J; = 0 [140].
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Figure 3.26 Quantum phase diagram for the anisotropic nearest-neighbor exchange hamiltonian (3.54) with

J5 <0 and J; = 0 [140].
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Figure 3.27 Linear spin wave prediction and the experimental spectrum for Yb, TixO7 at T = 150mK [176].
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Figure 3.28 Measured neutron scattering data (left) and calculated cross-sections (right), for various applied
magnetic field values [175].
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striking rodlike features was considered somewhat mysterious for some time, but they are now
understood to arise from the proximity to the ¢, 13 antiferromagnetic phases, representing
a clear manifestation of the effects of multiphase competition [140, 180].

In [174] it is proposed that the magnetic scattering intensity at (220) in reciprocal space could
serve as a 'smoking gun’ for quantum mechanical effects in Yb,Ti,O7, since it is perhaps the
most distinguishing feature from the classical models to the experimental data. The spin wave
gap at (220) goes to zero at the AFM/FM phase boundary, so that the size of the gap can be
used to quantify the distance from the boundary.

The real mystery of Yb,Ti,O7 lies in its spin dynamics. Due to the relatively large anisotropy
in the exchange interactions there should be no gapless or nearly gapless excitations. One
would expect a gapped magnon (a spin wave excitation) at about 0.2meV with a minimum
near k = 0, which is the ordering vector of the magnetic structure [176]. However actual
measurements show a nearly gapless continuum of excitations, with no well-defined spin-wave
modes. Figure 3.27 shows the clear difference between the linear spin wave prediction and the
experimental spectrum for Yb, Ti,O7 at T = 150mK.

The evolution of the excitation spectrum with magnetic field also poses an interesting puzzle.
An applied field in the [100] cubic direction should preserve the symmetry of the SFM state
but the excitation continuum evolves smoothly into the expected sharp spin-wave modes with
increasing field, without any apparent phase transition.

A very thorough investigation is performed in [175], using elastic, inelastic and small angle
neutron scattering and Monte Carlo simulations to bring light to these enigmatic properties of
Yb, TipO7. They find that indeed ferromagnetism and antiferromagnetism coexist in the ground
state and that linear spin wave theory is able to represent most features of the experimental
spectrum but not the significant broadening of excitations at low fields, as shown in Figure 3.28.

Based on the (220) Bragg intensity the volume fraction of the AFM phase is < 10%, though
other data indicate that AFM regions make up on the order of 43% of the sample. These are
not inconsistent, since the AFM correlations could be highly localized in space or time, but
the constraint set by elastic scattering rules out extended pockets of the AFM phase.

Figure 3.29 Differently oriented FM domains connected by domain walls with AFM character [175].

75



Small angle scattering was used to study the mesoscale spin correlations and indicates the
existence of lamellar domains perpendicular to the [111] direction, with a correlation length of
62(6)nm. The onset of these correlations occurs at T ~ 270mK, so they are clearly associated
to the magnetic ordering, but no periodic structures in the 10nm — 100nm range exist. The
authors propose that domain walls between differently oriented FM domains could have AFM
character, as illustrated in Figure 3.29, which would be consistent with the short-range nature
of the AFM correlations. It is speculated that these domain walls are stabilized by the influence
of dipolar interactions, which were neglected in the Monte Carlo simulations.

Currently there are still some poorly understood properties of Yb,Ti,O7, such as the dynamics
in the temperature range 0.27K < T < 2K, where a short-range correlated magnetic phase
exists. The broad anomaly in the heat capacity at T ~ 2K (Figure 3.23) is associated with
the transition from the high-temperature paramagnetic phase to the intermediary short-range
correlated phase. This broad transition is not a Schottky-type anomaly associated to crystalline
electric field levels, since the first excited state is at ~ 890K, but rather associated to FM/AFM
phase competition, although a microscopic explanation for its exact shape has yet to be
proposed.

In [181] it was found that in the intermediate-temperature correlated phase the spin correlations
obey a dynamical scaling law reminiscent of those observed in quantum critical systems. The
diffuse rods of scattering in the (111) directions of reciprocal space signal the existence of
structured spin correlations that arise due to the proximity to the AFM phase, however their
energy dependence is still an open issue. The authors used inelastic neutron scattering, with
exceptionally high energy resolution, to explore the dependence of (111) scattering intensity
S111 on the energy transfer fiw and found that a scaling law was obeyed, similar to those
observed for states near to a quantum critical point of a material’s phase diagram,

kBTSHl(hC()) = f(lz—a;_,) (359)

where f is a scaling function. The authors speculate that multiphase competition has universal
consequences on the finite-temperature dynamics that are independent of the specific system's
microscopic hamiltonian. Perhaps there is a mechanism, such as quantum fluctuations prefer-
ring entropic states, that drives the Yb,Ti,O7 system to the AFM/FM phase boundary or QSL
critical point [180, 175]. Thus both the statical and dynamical properties of Yb,Ti,O7 yield
insights that might be more generally applicable to a variety of systems that exhibit multiphase
competition.
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CHAPTER

Synthesis

In this chapter we describe the Yb,Zr, Ti,_,O; sample preparation using two synthesis methods,
the solid-state reaction and the sol-gel method, and discuss the advantages and shortcomings
of each method. We also present and discuss the results of scanning electron microscopy
performed on a few of the Yb,Zr, Ti,_,O; samples.

4.1 Solid-state reaction

The solid-state reaction is a common synthesis method for many ceramic and oxide materials
[182, 183, 184]. It is based on the simple idea of mixing powder reactants, compressing this
mixture and firing at high temperature to yield the desired product, as represented schemati-
cally in Figure 4.1.

Mix precursors Sr

Diffusion

3 33
. !/wwx.; 33

R Product

Figure 4.1 Schematic representation of the solid-state reaction method, adapted from [185].

While compared to other methods the reaction conditions for the solid-state synthesis are sim-
pler to implement, it also has some drawbacks that can lead to phase separation or stoichiomet-
ric heterogeneity. Contrary to chemical reactions in fluid phases, which proceed homogeneously,
solid-state reactions only occur at the contact interface between powder particles and progress
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by mass diffusion over these boundaries, so that overall reaction rates are determined by the
mobility and permeability of the boundaries between the powder grains.

When mixing two or more powders it can be difficult to achieve a sufficiently homogeneous
mixture and atomic-level mixing is impossible. Since the reaction takes place at contact points
between adjacent particles and conversion of the precursors to the intended product is limited
by mass transport, if diffusion is hindered there can be areas of unreacted starting material.

Some of these issues can be overcome by mechanical milling, which mixes the precursors more
uniformly and reduces their particle size, thus increasing the surface area for the reaction.
However such processes are impractical for producing small amounts of material and extended
sintering with intermittent grinding steps may still be required to achieve a satisfactory result.
As far from equilibrium techniques mechanochemical methods frequently lead to highly defec-
tive phases, which may be uncommon or inaccessible through more conventional processing
methods. They have become very popular in many areas of materials science [186, 187, 188].

The ways by which atoms or ions are transferred in a solid-state reaction can be classified as
vaporization-condensation, surface diffusion, bulk diffusion, grain boundary diffusion, viscous
flow and creep flow. Intrinsic factors that significantly affect reaction rates are particle sizes,
morphologies, surface and point defects, crystal lattice irregularities and the crystallinity index.
Extrinsic parameters such as pressure, mechano-acoustic vibration, atmosphere composition,
electric fields, magnetic fields and irradiation can also be leveraged to control the reaction. Due
to this variety of possible intrinsic and extrinsic factors actual solid state reaction processes
are very complicated, but their equilibria can be modeled using simple principles of chemical
thermodynamics. This leads to expressions for reaction rates as functions of activation ener-
gies, free energy differences, diffusion constants and the surface contact area between powder
particles [182, 183, 184].

(a) (b)

(c) (d)

Figure 4.2 Schematic depiction of the sintering process [182].

The sintering at high temperature may involve a change in chemical composition or a structural
phase transformation, which often is not reversible when subsequently lowering the tempera-
ture. The final polycrystalline material is composed of agglomerated crystalline grains with
different crystal orientations and a wide range of sizes. The grain size distribution often has
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an upper limit, with a long tail of smaller grains and can even be bimodal. If sintering is not
complete then microscopic pores will be present in the resulting material, shown schematically
in Figure 4.2 [182]. The packing fraction is the ratio between the measured density of a pow-
der sample and the theoretical maximal density based on the unit cell parameters measured
by x-ray diffraction (Chapter 5). When unknown, the packing fraction for a powder is often
assumed to be on the order of 0.6 [189].

4.1.1 Procedure

The chemical reaction in the solid-state synthesis of Yb,Zr, Ti,_,O7 is described by

Yb203 +xZrO, + (2 — .X')TIOZ — szzrxTiZ—xO7 (41)

The required materials are
= Ytterbium oxide: Yb,O3
= Titanium oxide: TiO,

= Zirconium oxide: ZrO,

Ethanol (99%): C,HsO

Lanthanide sesquioxides (Ln,O3) are often highly reactive with atmospheric CO, and H,0O,
therefore it is recommended to fire the precursor oxides at a temperature of 600°C—900°C to
decompose any carbonates, oxycarbonates or hydroxides that may have formed and evaporate
moisture absorbed by the powders from the atmosphere. The presence of these functional
groups would not be a problem in itself because the high temperatures employed during
synthesis will drive them off, but the proper stoichiometry of the synthesized compounds
could be affected if the contamination is significant enough to alter the weighed masses of the
precursors.

Figure 4.3 ZrO; before (left) and after (right) being dried in an oven at 700°C for 12h.

In our laboratory all precursors are kept tightly sealed to minimize moisture absorption and
the precursors were fired at 700°C prior to the synthesis of the Yb,Zr, Tiy_,O7 samples. The
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ZrO, powder suffered a dramatic color change after this heat treatment, changing from a dark
brown color to a light beige, as shown in Figure 4.3. We do not know what caused this color
change, probably reaction products of ZrO, with atmospheric gases that were present in the
initially dark powder. We used x-ray diffraction and Raman spectroscopy to confirm the purity
of the precursors (Sections 5.3 and 6.3).

Stoichiometric quantities of these precursors were weighed using an analytical balance and
thoroughly mixed in an agate mortar with a small amount of ethanol (Figure 4.4). The
ethanol facilitates the mixing of the powders as a paste, leading to a more homogeneous
mixture. After grinding this paste for 5 minutes we waited for about 30 minutes until the
ethanol had evaporated, ground the dried crust into a powder once more and carefully scraped
all the powder from the mortar and pestle.

The powder samples were compressed using a hydraulic bench press to form cylindrical pellets
(Figures 4.5 and 4.6). These pellets were sintered at a temperature of 1200°C or 1500°C with
hold times ranging from 3h to 96h. The heat treatments were done in standard atmosphere
by an oven with a heating rate of 10°C/min and cooling rate of 3°C/min (Figure 4.7). After
each sintering step the pelletized samples were ground in a mortar and the final powdered
samples were conserved in sealed Eppendorf tubes inside a desiccator.

Figure 4.4 Paste formed by mixing precursor oxides with ethanol.
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Figure 4.5 Pellet formed by pressing powder sample (left) and alumina crucible used as container during
calcination (right).

Figure 4.7 Mufla SP-1200 oven, used to calcine the YbyZr, Tio—,O7 samples.

81



4.2 Sol-gel synthesis

To address some of the challenges of the solid-state method, many solution-based wet-chemical
synthesis methods have evolved, such as coprecipitation, hydrothermal processing, solvother-
mal methods and sol-gel chemistry. Among these somewhat overlapping categories we focus
on sol-gel chemistry, which can be broadly defined as the synthesis of solid materials such as
metal oxides from solution-state precursors. This includes a diverse range of chemical reactions
such as crosslinking metal alkoxides to form metal-oxane gels, metal ion-chelate complexes and
organic polymer gels containing metal species [190, 191].

The sol-gel method consists in the preparation of inorganic polymers or ceramics from a liquid
solution (sol) into a viscous networked structure (gel), which is then heated or otherwise
processed to obtain the solid product, as represented schematically in Figure 4.8. The choice
of precursors and reaction method is important since they may affect the chemical composition
and physical structure of the resulting materials.

Metal

Alkoxide
Wet Gel

Solution

l

Hydrolysis
Polymerisation

Dense Ceramic

Heat

Gelling

Figure 4.8 Schematic representation of the sol-gel reaction method, adapted from [192].

According to [190] the sol-gel process can be summarized in the following steps:
1. Synthesis of the sol from hydrolisis and partial condensation of alkoxides.

2. Formation of the gel via polycondensation to form metal-oxo-metal or metal-hydroxy-
metal bonds.

3. Syneresis or aging, where condensation continues within the gel network with the expul-
sion of solvent.

4. Drying of the gel to form a dense xerogel or aerogel.

5. Removal of surface M-OH groups through calcination at temperatures up to 800°C.
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By trapping the molecular randomness of the liquid solution state into a gel, atomic level mixing
of the reagents is ensured and the resulting samples usually are more homogeneous than those
produced by the solid-state reaction. The improved atomic-level mixing also means that the
sol-gel method requires lower temperatures and shorter processing times than the solid-state
method. Furthermore, this type of chemistry enables greater control over particle morphology
and size. A homogeneous precursor solution does not necessarily ensure homogeneity of the
resulting gel, therefore many of the proposed reaction routes have been designed to combat
or control phase segregation during the synthesis [190].

Conversion of the gel into a metal oxide is achieved by pyrolysis at a system-dependent tem-
perature, most commonly under an air atmosphere. Typically the organic components of the
gel undergo combustion at temperatures between 300°C and 400°C. This procedure can be
used to produce crystalline and amorphous forms of metal oxides. When a crystalline form
is produced the presence of the organic matrix ensures an even distribution of the nucleation
sites, usually leading to small crystallites. Even when the system only crystallizes at higher
temperatures (700°C or more) the homogeneity of the precursor gel ensures a good mixture
of the metal oxides in the intermediary amorphous phase, after combustion of the organic
components. This is one of the key advantages of the sol-gel method, especially important
when synthesizing compounds with three or more metal oxides, in which small impurities or
structural irregularities can significantly affect the properties of the end product [191].

Some factors that can affect the structural properties of the metal oxide end product are the
mechanical mixing of the solution and gel, the rate of solvent evaporation during gelation and
the temperature and timing of the heat treatments. The latter is important for drying the gel,
removing surface hydroxyl groups and densifying the structure to become a polycrystalline
ceramic or crystalline material. In many sol-gel reactions the outgassing due to thermal
decomposition of organic precursors leads to porous solids with a foam-like microstructure.

One of the most common sol-gel synthesis routes uses citric acid, which is readily available,
cheap and effective as a chelating agent. The citric acid sol-gel method, also known as citrate
sol-gel method, is the one used in this work. In a typical synthesis aqueous metal salts, usually
nitrates, are mixed with citric acid and the resulting solution heated to form a viscous gel.
The metal nitrates serve as oxidizers for the organic citric acid fuel in the pyrolysis step. The
procedural details of our method were based on the synthesis of Y, Ti,O7 in [193], as described
in Section 4.2.1.

4.2.1 Procedure

In the sol-gel synthesis of Yb,Zr, Ti,_,O; the chemical reaction is described by

Yb203 + X Zr(OBu)4 + (2 - X) TI(OBU)4 (+ Oz) — szzrxTiQ_xO7 (+ C02 + Hzo) (42)

where Bu stands for butyl, an organic group with chemical formula C4Hg. The required
materials are

= Ytterbium oxide: Yb,O3

= Titanium n-butoxide: Ti(OBu)4
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Zirconium n-butoxide: Zr(OBu),

Nitric acid (concentrated, 65%): HNO;

Citric acid (monohydrate, 99%): C¢HgO7

Ethanol (99%): C,HsO

Water (deionized): H,O

Ytterbium oxide was dispersed in few drops of water and then concentrated nitric acid was
added dropwise to dissolve the oxide, under magnetic agitation. The reaction of the oxide
with the nitric acid creates the corresponding nitrate, Yb(NOs);, which is commonly used as
the Yb precursor in this type of reaction. The solution was gently heated to about 70°C in
order to assist the reaction of the oxide with the nitric acid. An excess of approximately 20ml
of concentrated nitric acid per gram of oxide was used, given that the nitric acid excess readily
evaporates.

In parallel, a solution of citric acid in ethanol was prepared, with approximately 5ml of ethanol
per gram of citric acid. The molar amounts nca, nt; and nz of citric acid, titanium and
zirconium precursors should satisfy nca = 2.5(nt; + nz). This solution was also stirred for
about 1h, until all the citric acid had dissolved in the ethanol. Then the appropriate amounts
of titanium and/or zirconium butoxides were slowly added using a pipette, while still under
vigorous magnetic agitation. The butoxides, especially the zirconium one, tend to form a
precipitate when mixed into the solution, which can stick to the sides of the container. After
mixing in the butoxides the solution was stirred for about 30m, until most of the precipitate
had dissolved.

The two solutions, one containing the Yb precursor and the other one containing the Zr/Ti
precursors, were combined in a beaker that was placed in an oil bath on top of a hot plate.
The combined solution was heated and kept at 80°C by the oil bath, under constant magnetic
stirring and inside a fume hood (Figure 4.9).

Figure 4.9 Beaker with solution set inside an oil container that functions as a heat bath.
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Figure 4.10 Solution in the oil bath, before (left), during profuse bubbling (middle) and after release of the
gas (right).

Figure 4.11 Yellowish-green gel formed after drying the solution, viewed from above (left) and below (right).

Figure 4.12 White crust formed after firing the gel at 700°C.
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While reacting at 80°C the solution slowly releases excess solvents and after some time increases
in temperature due to the exothermic nature of the reaction. At a certain point the temperature
spikes and a noxious dark red gas is released, mostly NO,. At this point the solution can bubble
profusely (Figure 4.10) and it is advisable to remove the container from the heat bath until
bubbling subsides.

After about 12h in the heat bath at 80°C the solution dried to form a xerogel, with the
appearance of a yellowish-green glassy resin (Figure 4.11). This gel was scraped from the
beaker into an alumina crucible and fired at 700°C for 3h. This resulted in a white crust
(Figure 4.12), which was then ground into a powder using an agate mortar.

The powder samples were compressed using a hydraulic bench press to form cylindrical pellets
(Figures 4.5 and 4.6). These pellets were placed in alumina crucibles and sintered at temper-
atures ranging from 900°C to 1500°C, with hold times ranging from 24h to 60h. The heat
treatments were done in standard atmosphere by an oven with a heating rate of 10°C/min and
cooling rate of 3°C/min. After sintering the pelletized samples were ground in an agate mortar
and the resulting powdered samples were conserved in sealed Eppendorf containers inside a
desiccator.

4.3 YbyZr, Ti,_,0; Samples

Table 4.1 shows the sintering time and temperature for all samples of Yb,Zr, Ti,_,O7 we pro-
duced, through sol-gel (SG) and solid-state (SS) routes. The SG samples were sintered at
successively higher temperatures, while SS samples were mostly sintered at only one tempera-
ture (1500°C). In each section of Table 4.1 the sintering steps are listed in chronological order.
In between each sintering step x-ray diffraction was used to determine the structure of the
samples.
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700°C 900°C 1000°C 1100°C 1200°C 1500°C
3h
48h
SG 48h
x = 0.0, 0.15, 0.3 48h
60h
40h
24h
SG 24h
x=205 10 60h
40h
24h
SG 24h
x =15 20 oo
3h
40h
SS 10h
x =00 40h
10h
SS 40h
x=0.5,1.0,15,20 35h
36h

Table 4.1 Sintering time and temperature for all samples of YbyZr,Ti—,O7 produced in this work (SG =
sol-gel, SS = solid-state). In each section the sintering steps are listed in chronological order.

87



4.4 Microscopy

A scanning electron microscope (SEM) is a type of electron microscope that uses a focused
electron beam to produces images of a sample. The beam is scanned over the surface of the
sample and the electrons scattered by the material are detected and used to produce an image,
where the shade of each pixel represents the intensity of scattered electrons while the beam
was focused on the corresponding position of the sample’s surface. The maximal resolution of
the SEM can be as small as a few nanometers, depending on the focusing characteristics of
the electron beam and other variables, but the magnification range is usually very wide. Due
to the narrow electron beam SEM micrographs have a large depth of field, making them very
useful to analyze surface topography of many kinds of specimens [194].

The sample must be able to withstand high vacuum conditions, since in conventional SEMs the
sample stage is evacuated to avoid scattering of the electrons by the atmosphere surrounding
the sample. The samples should also be somewhat conductive to allow an outflow of the
impinging electrons, otherwise charge may accumulate at the imaged spot and affect the
focusing of the beam. Samples are generally mounted using some type of conductive adhesive
to provide electric grounding and non-conductive specimens are often covered with a very thin
layer of conductive material by sputter coating or high-vacuum evaporation.

We used a JEOL JSM-6010LA SEM (Figure 4.13), located at the Nuclear and Energy Re-
search Institute (IPEN). The measurements were performed by Dr. Dimy Nanclares Fernandes
Sanches, a researcher at the Federal University of ABC (UFABC). The accelerating voltage
was varied between 5keV and 20keV. A small amount of powder was deposited on a piece of
double sided carbon tape that was glued onto one of the stubs shown in Figure 4.13.

Unfortunately we could not image all of the samples that were synthesized, since we only
were granted access to the SEM instrument for one day. Figures 4.14 to 4.16 show some
representative images of the Yb,Zr, Ti,_,O; samples with x = 1.5, sintered at 1500°C, and
with x = 2.0, sintered at 900°C, 1500°C.
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Figure 4.13 JEOL JSM-6010LA SEM (left) and stubs used to mount the samples (right).
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Figure 4.14 SEM images of the SG sample YbyZr,Ti,—,O7, x = 1.5, sintered at 1500°C for 3h.



Figure 4.15 SEM images of the SG sample YbyZr, Ti,—4O7, x

= 2.0, sintered at 900°C for 24h.
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Figure 4.16 SEM images of the SG sample YbyZr, Tiz_,Oy, x = 2.0, sintered at 1500°C for 3h.



The images above show clear morphological differences between the samples, both between
samples with the same composition (x = 2.0) sintered at different temperature (900°C, 1500°C,
in Figures 4.15 and 4.16) and between samples with the same sintering temperature (1500°C)
and different compositions (x = 1.5, x = 2.0, in Figures 4.14 and 4.16). It is hard to
draw any systematic conclusions about how composition and sintering temperature affect
morphology due to the small number of samples that were imaged. It appears that the sample
YbyZr, Ti;_,O7, x = 1.5, has a more regular foam-like morphology, with little structure at a
scale of tens of micrometer or more. This could be related to the difficulty of accommodating
the differently sized cations Ti** and Zr** in the crystal structure. The samples Yb,Zr, Ti»_,O7,
x = 2.0, clearly have more structure at the tens of micrometer scale, with a few large grains
on the order of 50um. Comparing the samples sintered at 900°C and 1500°C, it seems that
the latter has a reduced amount of tiny foam-like grains than the former, possibly having been
absorbed into the larger more uniform grains.

4.4.1 Energy-Dispersive Spectroscopy

Energy-dispersive x-ray spectroscopy (EDS) is a technique used to determine the elemental
composition of a sample by analyzing the characteristic x-rays emitted by elements in the
sample. This technique is often integrated into electron microscopes, since it only requires the
addition of an energy-dispersive x-ray detector to the instrument. When the electron beam
stimulates a specimen some atoms will loose their core electrons, leaving behind a hole in the
core shell that contained the ejected electron. When a higher-energy electron from an outer
shell fills the hole the energy difference between the outer and inner levels is given off as an
x-ray photon. The energy of the x-ray is specific to the electronic structure of the element
that emitted it and therefore can be used to determine the element.

Yb Yb

_ Yb,Zr,Ti, O,
= x=1.5
o SG 1500°C
W Yb
>
B
[
% Zr
= | Ti+0 Ti Vb Yb
Yb Yb+Zr . b
Zr Ti Yb
N N N 1 1 N N 1 1 N N 1 1 1 N 1 N 1 N 1 N
0 2 4 6 8 10

Energy (keV)

Figure 4.17 EDS spectrum for the sample YbyZr, Ti;_,Oy, x = 1.5, sintered at 1500°C for 3h.
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Figure 4.18 EDS spectrum for the sample YbyZr, Ti;_,O7, x = 2.0, sintered at 900°C for 24h.
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Figure 4.19 EDS spectrum for the sample YbyZr, Ti»_, Oy, x = 2.0, sintered at 1500°C for 3h.



measured nominal _
element ratio
mol % mol %
Yb 17.08 18.18 0.94
Ti 7.55 4.55 1.66
Zr 9.17 13.64 0.67
(0] 66.2 63.64 1.04

Table 4.2 Measured and nominal composition values and their ratio,

sintered at 1500°C for 3h.

for the sample YbyZr, Tir_,O7, x = 1.5,

measured nominal
element ratio
mol % mol %
Yb 16.89 18.18 0.93
Zr 13.96 18.18 0.77
(0] 69.15 63.64 1.09

Table 4.3 Measured and nominal composition values and their ratio, for the sample Yb,Zr, Ti»_,O7, x = 2.0,

sintered at 900°C for 24h.

measured nominal _
element ratio
mol % mol %
Yb 15.26 18.18 0.84
Zr 14.41 18.18 0.79
(0] 70.33 63.64 1.11

Table 4.4 Measured and nominal composition values and their ratio, for the sample Yb,Zr, Ti»—O7, x = 2.0,

sintered at 1500°C for 3h.
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The EDS spectra obtained for the samples are shown in Figures 4.17 to 4.19, with each peak
labeled by the element associated to its characteristic wavelength. The beam energy, equal
to the accelerating voltage experienced by the electrons, was set at 20keV. This energy is
sufficient to excite the O K transition (Ka at 0.525keV), the Ti/Zr L, K transitions (Ti La at
0.452keV, Ti Ka at 4.508keV, Zr La at 2.042keV, Ti Ka at 15.744keV) and the Yb M, L
transitions (Yb M at 1.521keV, Yb La at 7.414keV) [195].

Integrating the area under the peaks in the spectrum and partitioning it according to the
element we obtain an estimate for the composition of the sample. The software provided
with the SEM instrument automatically performs this analysis, the results of which are shown
in Tables 4.2 to 4.4 for the Yb,Zr,Ti,_,O7 samples, including the measured and nominal
composition values and the their ratio. The uncertainty values for the molar percentage
provided by the software were below 1%, but it seems clear that theses values are not reliable,
since they deviate too much from the nominal composition to be considered reasonable. The
values are also inconsistent in the sense that charge neutrality is not satisfied, assuming the
standard oxidation states for the ions, Yb%*", Ti*", Zr** and O?~. It is possible that some
ions with different oxidation states could be present but it would be necessary to postulate an
unreasonable amount of those to account for the measured values in the tables above. These
issues with quantitative accuracy of the elemental analysis by EDS are well-known [194].
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CHAPTER

X-Ray Diffraction

In this chapter we describe the basic theory underlying x-ray diffraction, explain how the
experimental data was analyzed and discuss the results. The description of theoretical and
experimental aspects of x-ray diffraction in this chapter is based on [196, 197, 198, 199].
Further details on the Rietveld Method can be found in [200, 201, 202, 203].

5.1 Introduction

Powder x-ray diffraction instruments, also known as diffractometers, usually use monochro-
matic x-ray radiation generated in a vacuum tube when electrons are accelerated and impact
on a metal anode. The intense deceleration upon impact generates a continuous spectrum
of x-rays (with a definite maximum energy related to the accelerating potential) and some
characteristic x-ray wavelengths, depending on the anode material. Most common laboratory
diffractometers possess a copper (Cu) target, thus generating the characteristic wavelengths
for Cu, most notably Kal (KLs transition, A = 1.54059290(50)A [204]), Ka2 (KL, transition,
A = 1.54442740(50)A [204]) and KB (KM, transitions, A = 1.3922340(60)A [204]). The
Kal line is approximately twice as intense as the Ka2 line. Since the Kal and Ka2 lines
are so closely spaced it is common to consider a weighted average of both, a Ka line with
wavelength A(Ka) = %A(Kal) + %A(KaZ) = 1.541871A, as if it were monochromatic.

A nickel (Ni) filter can be used to filter out most of the undesirable KB component from the
x-rays generated by a copper source. Ni (Z = 28) is the element to the left of Cu (Z =
29) in the periodic table, so that the KM absorption edge of Ni falls in between the energies
corresponding to the Ka and KB wavelengths of Cu and the more energetic Cu Kf x-rays are
preferentially absorbed by Ni when compared to the longer wavelength Ka rays. The filter is
a very thin Ni foil, approximately 20um in thickness. The thickness is a compromise between
intensity reduction of the transmitted radiation and preferential attenuation of the Kp line.
For a 20um Ni foil the Ka intensity is reduced by a factor of ~ 2 but the Kf intensity reduces
by ~ 100. Some modern semiconductor detectors do not require a Kp filter since they can
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automatically discriminate Ka and KB photons by the statistics of the electron cascades they
generate when impinging on the detector.

X-Ray Counter
Source
B b |
ol %'“\ \
-— " \ Ao
i Sample \
Incident / = am \ Diffracted 2Theta
Beam ~.. Beams

Figure 5.1 Bragg-Brentano diffraction geometry, adapted from [205].

Intensity

20

Figure 5.2 Schematic depiction of an x-ray diffractogram.

In the Bragg-Brentano diffraction geometry [206] the powder sample is placed horizontally, as
depicted in Figure 5.1. The angle between the incoming beam and the position of the detector
is 20, so the diffractogram is usually a graph of intensity as a function of the scattering angle
20, indicated schematically in Figure 5.2. The absolute intensity will vary depending on the
conditions of the measurement and is essentially arbitrary as long as good photon counting
statistics are obtained. If the number of absolute counts is too low the noise due to statistical
fluctuations might significantly reduce the data quality. The units for the intensity axis are
often given as counts (the absolute number of detected photons), counts per second (or other
time unit) or just arbitrary units (a.u.). Sometimes the intensity is plotted on a logarithmic or
square root scale to help highlight features that might not be visible when using a linear scale.

Maxima in the diffracted intensity are observed when O satisfies Bragg's Law
2dsin0 = nA (5.1)

where d is the spacing of a lattice plane family in the sample's crystal structure, # is an
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integer, and A is the wavelength of the x-rays. A lattice plane family is a set of parallel planes,
separated by a constant spacing d, that intersect atoms in the crystal structure, as represented
in Figure 5.3, where only two of the infinitely many parallel planes are shown.

Figure 5.3 A family of lattice planes intersecting atoms in the crystal structures. Only two planes are shown
but there are infinitely many parallel planes with a constant spacing d.

Bragg's Law (5.1) is easily derived as the geometrical condition for x-rays scattered elastically
from parallel lattice planes to interfere constructively. The outgoing waves are in phase if their
path length differs by an integer multiple of their wavelength and this condition leads to (5.1),
as can be deduced from Figure 5.4.

; dsin6
—® ° ° ° o

Figure 5.4 X-rays diffracted from parallel lattice planes interfere constructively when (5.1) holds [207].
Laue developed a description of diffraction that is entirely equivalent to Bragg's but stated in
terms of the reciprocal lattice, a fundamental concept in solid-state physics. Considering all

lattice points R = nja; + npay + nzaz (2.1), the reciprocal lattice is defined by set of vectors
G satisfying

exp(iG-R)=1 (5.2)
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It can be proven that this set of vectors G actually is a lattice, i.e. every reciprocal lattice
point can be expressed as

G=Gy = hbl + kbz + lb3 (53)

where h, k, | are integers and b; are linearly independent vectors, the reciprocal lattice basis
vectors, which satisfy

qa; bj =2m (31’]' (5.4)

In the Laue formulation the momentum p = ik of an x-ray is most conveniently represented
by its wave-vector k and a peak in diffracted intensity is observed whenever the change in
momentum Ak = k¢ — k; during the scattering event satisfies Ak = G, where i/f indicate
the incoming/outgoing wave and G is a reciprocal lattice vector. Each possible combination
of the integer coefficients &, k, I in (5.3), known as Miller indices, is associated to a lattice
plane family. The lattice planes associated to the Miller indices ki, k, I are normal to Gy and
neighboring planes are separated by a distance d,

21
= 55
|Gl (5:5)
For a cubic lattice with lattice parameter a this is equivalent to
a
d= — (5.6)

V2 + K2+ 2

A rule of thumb for determining the A(20) step size is that a peak should have at least ~ 5
measured points on each side of the maximum to be well resolved, as indicated in Figure 5.5.
A larger step size will lead to inaccurate peak positions and shapes, while a smaller step size
is often not practical in terms of measuring time.

In all cases the sample was rotated at 10rpm or 15rpm about the vertical axis, to improve
the averaging of crystallite orientations. In this way any unevenness in the sample preparation
and grain distribution gets smoothed out. Higher rotational speeds (20rpm or more) led to
a spreading of the powder, which can reduce acquired data quality due to an uneven sample
surface. Preferential orientation of powder grains or small crystallites can skew the relative
peak intensities observed in a powder diffraction experiment. By spinning the powder around
the axis normal to the sample surface the component of the preferential orientation vector
parallel to the surface is averaged out and only the component normal to the surface could
remain observable. Since most of the samples used in this work have cubic symmetry the
effect of preferential orientation seems to be negligible.

Table 5.1 lists the main structural parameters that can be deduced from the positions, inten-
sities and shapes of the peaks in a powder diffractogram. The position is the value of 20 at
which a maximum occurs, while the intensity is defined as the area under the peak (usually
only the area above an interpolated curve that accounts for the background).
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A(20) = 0.02°

Intensity

21.0 21.2
20

20.6 20.8

Figure 5.5 Rule of thumb for determining the A(26) step size: to resolve a peak it should contain at least

~ 5 measured points on each side of the maximum.

Peak parameters Structural parameters

Lattice, symmetry

Positions
Intensities Unit cell composition, displacement
Shapes Crystallite size, strain, disorder

Table 5.1 The main structural parameters that can be deduced from the positions, intensities and shapes

of the peaks in a powder diffractogram.
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The lattice and space group symmetry of the crystal structure determine possible positions
for the peaks in a diffractogram, so that the peak positions provide information on the lattice
and symmetry that is independent of the composition of the sample. There need not be an
observable peak at every position allowed by symmetry because in some cases the diffracted
intensity at a certain position is too low to be observable or the atoms in the structure might
conspire to exactly cancel the scattering power for the corresponding reciprocal lattice vector.
However usually at least some diffracted intensity will be observable at most of the positions
that are allowed by symmetry. This is the principle that allows peak indexing of an unkown
sample to be performed without knowledge of the sample composition or structure.

The unit cell contents determine the intensities of the peaks. Since x-rays are scattered almost
exclusively by the electrons in a sample, there is a linear correlation between the scattering
power of an atom or ion and the number of electrons it contains. The structure factor S is
a function of the reciprocal lattice vector G = hb; + kb, + [bs that takes into account the
positions of the atoms in the unit cell,

5(G) = Z f(G)exp[iG - 1}]
j

= ij(G)exp[Zni(hxj +ky; + le)]
j

where the sum is over all atoms j in the unit cell, with coordinates R; = x;a; + y;ja; +z;a3. The
diffracted intensity I at the 26 value associated to the Miller indices hkl through Bragg's
Law (5.1) is proportional to the modulus squared of Sy,

Lt o |Spal® = 1S(hby + kb + Ibs)I? (5.8)

The atoms in a crystal structure are never truly stationary since even at zero temperature
there remains some motion induced by quantum effects. At finite temperature the atoms also
vibrate due to the thermal energy available to them. Assuming that for each atom j in the unit
cell the displacement from its equilibrium position is u;, the structure factor will be modified
by an exponential term [208],

S(G) = Zﬁ(G)exp[iG : rj] exp[—Zn2 (G- uj)z)]
j

= Zf]-(G)exp[iG . r]-] exp[—27z2 gTU]-g] (59)
j

where g = (h|b4], kIba|, I|bs]) are the coordinates of G in a dimensionless reciprocal lattice basis,
U; is the atomic displacement tensor for atom j and the average (...) can be understood as
either a thermal or time average. The mean square displacement from atom’s j equilibrium
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position in the direction fi is

((uj-h)*) = A"UA (5.10)

The atomic displacement tensor U; is symmetric, so in general it has six independent compo-
nents. In many cases a further simplification is made and the mean square displacements of
the atoms are assumed to be isotropic, so that the values of U; are combined into an average
value, the isotropic displacement parameter,

1
uiso,j = 5(“?) (511)

The effect of increasing the atomic displacement parameters (ADPs) is that the Bragg peak
area gets redistributed into the diffuse background. This effect is more significant in the higher
26 range, since the scattering amplitude S; for a single atom j depends on the scattering vector
G exponentially,

Si=Sjpexp [—% G2(u]2.)]
(5.12)

1
= S]'O exp I:—E quiso,j

where Sjy = S;(u; = 0) is the static scattering amplitude for a fixed atom, with u; = 0.
Therefore the total scattered intensity is

T o< Syl o Ip exp [_UisoGz] (5.13)

where Ij is the static scattering intensity (with all u; = 0) and Uj, is a weighted average of
Uiso, j over all atoms in the unit cell.

We should be careful to distinguish a crystallite, which is a single crystalline domain, from
the grains that form the visible particles in the powder. Figure 5.6 schematically depicts the
distinction between a secondary particle, consisting of an aggregate of smaller grains or primary
particles, which in turn may contain many crystallites. The terminology used here is by no
means standard, and there might be no real distinction between these categories, e.g. in some
cases every powder particle could actually be a single crystallite. Nevertheless, the crystallite
is the relevant concept for powder diffraction, representing a coherent unit of crystallographic
order. The crystallite size calculated by diffraction methods might be more appropriately
termed the coherence length, which can be different from the crystallite size measured by
direct imaging techniques, especially when the crystallites are significantly strained or display
a high degree of structural disorder.
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Figure 5.6 Distinction between powder particles and crystallites, from [209].

The crystallite size u is commonly estimated by Scherrer's relation,

KA

p= Beos Oy (5.14)

where K is a dimensionless geometric constant, A is the x-ray wavelength and f8 is the sample
contribution to the FWHM (full width at half maximum) of a diffraction peak centered at 205.
Figure 5.7 shows a representation of the full width at half of the maximum intensity I, for
a peak centered at 0. The curve in this example is a Gaussian curve (5.20) but the concept
of FWHM holds more generally, even for asymmetric peaks. Note that when deriving (5.14)
the symbol B usually represents the integral breadth, defined as the peak’s area divided by
its height, which is approximately equal to the FWHM, although more careful treatments do
distinguish these quantities.

Figure 5.7 Full width at half of the maximum intensity Ins (FWHM) for a peak centered at O5.

The measured FWHM has contributions from both the instrument and the samples (see Sec-
tion 5.4). The B value in (5.14) is just the contribution due to the sample, i.e. B2 =
FWHM? . —FWHMZ,, ...;- The Scherrer constant K is of order unity, but can vary de-
pending on the orientation of the scattering vector G with respect to the crystallite shape and
other factors [210]. We assume that the crystallites are spherical, since we have no informa-
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tion concerning their actual shape. For spherical crystallites with cubic symmetry K = 0.94 if
p represents the FWHM and K = 0.89 if  represents the integral breadth [211, 199].

There are more reliable methods to estimate crystallite size from diffraction peak shapes
[212, 213, 214] but Scherrer’s equation has the advantage of being simple and approximately
accurate, although it often underestimates the crystallite size, especially for large crystallites
with p > 600nm [215, 216, 217].

5.2 Pyrochlore vs Fluorite: Local Order

Figure 5.8 shows a simulated diffractogram for a pyrochlore with a = 10A and a defect fluorite
with 2 = 5A, with some representative peaks labeled by their Miller indices. The relative
intensities of the peaks for a pyrochlore will depend on the composition A;B,07, but the
fluorite subcell peaks, evident at 20 ~ 31°, 36°, 52°, 62° are generally the most pronounced,
along with a few superstructure peaks that are specific to the pyrochlore structure, such as
the 111 peak at 20 = 15°.

Note that at every hkl fluorite peak position the pyrochlore structure has a corresponding
peak with doubled Miller indices 2k, 2k, 2] due to the doubling of the lattice parameter. Note
also that some peaks are labeled by multiple indices, such as the fluorite peak at 20 ~ 106°.
This happens most frequently in high-symmetry crystal systems such as the cubic, due to a
coincidence of lattice plane families with equal spacing. For the cubic system the spacing is
controled by (5.6), so that if the values of h* +k* + I* coincide (e.g. 3 +3%*+32 =52 +12+1?)
then those peaks are superimposed in the diffractogram.

222
pyrochlore (10A)
111
440
= 400
= 622
S 311 i 331 l 551 ;33 "
'e l l A A J I./ —A JA A A
s
> 111
i fluorite (5A)
ol
=
220
200
311 331 420 333
1 1222 \l | 422 511
I20I | I40I | I60I I I80I I I100.
20

Figure 5.8 Simulated diffractogram for a pyrochlore with a = 10A and a defect fluorite with a = 5A, with
CuKa radiation. Some peaks are labeled by their Miller indices.
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pyrochlore | fluorite

h k1 |h k 1]dA) 200) mult
1 11 5774 1533 8

2 20 3.536 25.17 12
3 11 3.015 29.60 24
2 2 2 1 1 1 2887 3095 8

4 0 0 2 0 0 2500 358 6

3 31 2.204 39.24 24
4 2 2 2.041 4434 24
5 1 1 1.925 47.19 24
3 33 1.925 4719 8

4 4 0 2 2 0 1768 51.67 12
5 3 1 1.690 5422 48
4 4 2 1.667 55.06 24
6 2 0 1.581 5831 24
5 3 3 1.525 60.68 24
6 2 2 3 1 1 1508 61.46 24
4 4 4 2 2 2 1443 6451 8

5 5 1 1.400 66.75 24
7 11 1.400 66.75 24
6 4 2 1.336 70.40 48
5 5 3 1.302 7255 24
7 31 1.302 7255 48
8 00 4 0 0 1250 7608 6

7 33 1222 78.18 24
6 4 4 1.213 78.87 24
8 2 2 1.179 81.63 24
6 6 0 1.179 81.63 12
5 5 5 1.155 83.69 8

7 51 1.155 83.69 48
6 6 2 3 3 1 1147 8437 24
8 4 0 4 2 0 1118 87.10 24
7 53 1.098 89.14 48
9 1 1 1.098 89.14 24
8 4 2 1.001 89.82 48
6 6 4 1.066 9254 24
9 3 1 1.048 9458 48
8 4 4 4 2 2 1021 98.00 24
7 55 1.005 100.07 24
9 3 3 1.005 100.07 24
7 07 1 1.005 100.07 24
10 2 0 0.981 103.54 24
8 6 2 0.981 103.54 48
7 73 0.967 105.65 24
9 5 1 0.967 105.65 48
10 2 2 5 1 1 0962 106.36 24
6 6 6 3 3 3 0962 106.36 8




9 5 3 0.933 111.39 48
8 6 4 0.928 112.12 48
10 4 2 0.913 115.09 48
7 7 5 0.902 117.37 24
11 1 1 0.902 117.37 24
8 8 0 4 4 0 0884 12126 12
9 5 5 0.874 123.68 24
9 7 1 0.874 123.68 48
11 3 1 0.874 123.68 48
8 8 2 0.870 12450 24
10 4 4 0.870 12450 24
10 6 0 0.857 127.87 24
8 6 6 0.857 127.87 24

Table 5.2 List of Miller indices hkl, lattice spacings d (in A) 20 positions (in degrees) and multiplicities mult
for the diffraction peaks of the pyrochlore and fluorite structures, assuming lattice parameters of
10A and 5A, respectively, and CuKa radiation.

Table 5.2 lists the Miller indices, lattice spacings d, 26 positions and multiplicities for the
diffraction peaks of the pyrochlore and fluorite structures, assuming CuKa radiation and lat-
tice parameters of 10A and 5A, respectively. The multiplicity of a reflection defines how
many sets of equivalent lattice plane families correspond to a certain index hkl. For example,
in a cubic system the multiplicity 100 is six, since there are six sets of equivalent planes:
100, 100, 010, 010, 001, 001, where the bar on top of a digit means that there is a negative
sign applied to it.

In a two-dimensional single-crystal diffraction pattern these equivalent lattice plane families
would appear as separate peaks, but due to the rotational averaging inherent to powder
diffraction all of the equivalent reflections are superimposed at the same 20 value in the one-
dimensional diffractogram. Note also that the list contains only hkl combinations where all
indices are odd or even. This is the result of a selection rule on allowable Miller indices imposed
on any face-centered cubic (fcc) lattice [218], as is the case with both pyrochlore and fluorite
structures.

The list in Table 5.2 arbitrarily terminates at 20 = 127.87° (d = 0.857A) but could continue
on up to the limiting value of 260 = 180° (d = A/2 = 0.771A for CuKa x-rays). For most
diffractometers the limiting 20 value is = 140°, due to the instrument design. The intensities
in the high 26 range are ususally very weak and other factors also contribute to poor data
quality in that region, so typically experiments will measure the diffraction pattern only up to

20 =~ 120°.

Complex oxides with aliovalent cations (cations with different valencies) often form superstruc-
tures of simpler compounds that contain only a single cation. In the simpler compound every
cation position has the same coordination, while in the more complex superstructures the
cations separate onto distinct sites to accommodate their innate tendencies to have different
coordination. This principle directly applies to the A,B,O; compounds, which contain the
aliovalent cations A3* and B** (or A%* and BS+), and crystallize in the pyrochlore structure,
a superstructure of the simple fluorite. In the AX, fluorite structure all cations are eightfold
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coordinated, while in the A,B,0O; pyrochlore structure there are both eightfold coordinated
cation sites, occupied by the element A, and sixfold coordinated cation sites, occupied by the
element B.

The A;B,0; defect fluorite structure is a compromise between these two, with cation sites
that are on average sevenfold coordinated. The actual local structure in these defect fluorites
will most likely have some pyrochlore-like correlations between ions in order to lower the energy
of the local geometric configuration. This lowering of the energy by distortion of the local
geometry away from the mean fluorite structure is what drives the ordering into the pyrochlore
structure. Nevertheless, due to various factors both intrinsic and extrinsic this ordering may
be only partially achieved, as seems to be the case with many of the A,B,0; defect fluorites.

The most relevant intrinsic factor that controls the ordering tendency is the ionic radii of the
cations, which is why the tolerance factor approach (Section 2.3.1) works well as a heuristic to
predict the structure. Thus it is possible to intrinsically control the structure through varying
the chemical composition and changing the stoichiometry, by stuffing or dilution of one of the
chemical species. Extrinsic factors that can influence the degree of order are irradiation (by ions
or other high energy radiation), mechanical processing (milling), thermal processing (annealing
or quenching from a high temperature state) and applied pressure (pressure quenching).

A comprehensive framework for explaining the role of local ordering in these structures also
needs to take into account the role of metastable states, local minima in the energy landscape
that are separated from the global minimum by an activation barrier. The structural energy
landscape for these types of complex oxides is not yet well understood and is the subject of
many current theoretical and computational investigations.

Intuitively we can understand that cation ordering leads to decreased energy and entropy of
the configuration, so that competition between the energetic and entropic drives to minimize
the free energy can lead to a structural transition when the temperature is raised sufficiently.
However this intuitive picture is incomplete because it neglects the kinetic constraints that
might not allow a system to reach the true equilibrium ground state on any reasonable time
scale.

Diffuse scattering is often associated with local ordering that does not extend to the global
structure. For instance in [63] diffuse scattering was observed in a fluorite-type XRD pattern
of Yb,TiOs at the positions where the pyrochlore superstructure peaks would appear. The
diffuse scattering was dramatically increased in a neutron diffraction pattern of the same
sample, suggesting that most of the local pyrochlore-type ordering is restricted to the oxygen
sublattice, given that XRD is less sensitive to oxygen than to the heavier cation elements. As
will be discussed in Section 5.6.2, some of the Yb,Zr, Ti,_,O; samples show this kind of diffuse
scattering (see Figures 5.40 and 5.41).

We might distinguish between two conceptually distinct possible origins for this diffuse scat-
tering effect. One option is that there is a matrix of a host structure that contains embedded
in it domains of another phase and these are more or less well defined, spatially separated
regions. In this case the broadness of the superstructure peaks would be indicative of highly
stressed, very small pyrochlore domains embedded in a fluorite matrix.

The second option is that a certain kind of local order predominates, which is less symmetric
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than the average structure. The unit cell corresponding to this local ordering could be repeated
imprecisely in a not entirely periodic way, such that the local structural correlations are lost
on the scale of only a few unit cells. In this scenario the unit cell suffers more or less random
shifts when translated (as if the n; in (2.1) were not always integers) the local structure is
said to posses only pseudo-translational symmetry. In that case the average structure probed
by XRD is a disordered fluorite but it is actually assembled by aperiodic modulation of local
structural units of lesser symmetry.

These two options represent opposite sides of a continuum, since if in the first option the
average domain size is small enough and the domain boundaries represent a significant volume
fraction of the domains themselves, it may no longer make sense to consider domains at all,
and we have arrived at the second option, with continuously shifting local order. Some of
the suggestions for future work (Section 8.2) try to address the question of how we could
distinguish the two options described above. Clearly we require some experimental technique
that can probe the local order on the length scale of the purported domains.

Some studies reach the conclusion that these locally ordered fluorite derivative materials exhibit
local, nanometric pockets of pyrochlore-type ordering and only appear disordered over larger
length scales [219, 220, 221, 222]. Weberite structures have recieved increased attention in
recent years since it was reported that the defect fluorite structure of Ho,Zr,O7 is locally best
described as a weberite-type structure [223]. The local order, probed through neutron total
diffraction (Section 8.2.2), is of the weberite-type, with an orthorhombic unit cell (space group
Ccmm), but there is no spatial coherence over length scales larger than about 15A, so that
the average structure is a fluorite. Other studies have reached similar conclusions [224, 225,
226] and these might extend to many or all of the common A;B,0; defect fluorites.

In [80] LapZr,O7 samples sintered at various temperatures are analyzed using x-ray diffraction,
Raman spectroscopy and electron energy-loss spectroscopy to characterize the local and long-
range order. The structures of the samples range from a fully disordered fluorite to an ordered
pyrochlore. Two characteristic length scales are assigned to each sample, . and u,, which
represent the coherence length of the crystal structure according to the even and odd pyrochlore
reflections, extracted from Williamson-Hall plots of the XRD integral breadths. The crystallite
sizes determined by transmission electron microscopy agree well with the i, values.

As explained previously with reference to Table 5.2, the odd reflections are specific to the py-
rochlore superstructure, while the even reflections are also present for the fluorite substructure.
When considering the samples sintered at successively lower temperatures it is observed that
the width of the even reflections remains approximately constant whereas the odd reflections
progressively broaden until they vanish completely. It is argued that when p, ~ ., and both
are large (= 200nm or more), then the crystal structure is a well-ordered pyrochlore, whereas
if o < U, then the structure is that of a small-grain pyrochlore composed of nanodomains,
equivalent to the defect fluorite when viewed on larger length scales.

The authors propose a model for explaining the defect fluorite as an ensemble average of
nanometric ordered pyrochlore domains randomly shifted from the pyrochlore origin setting
by fractional translations of the unit cell, which is the second option we described above, to
explain the origin of diffuse scattering. Specifically, they considered a model with eight types
of domains, each consisting of pyrochlore unit cells but randomly shifted with respect to the
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origin by one of the translation vectors

t, =(0,0,0)

t, =(0,1/4,1/4)
t; =(1/4,0,1/4)
t; =(1/4,1/4,0)

(5.15)

or the same vectors shifted by half of a unit cell diagonal,

ts =(1/2,1/2,1/2)
ts =(1/2,3/4,3/4)
t; =(3/4,1/2,3/4)
ts =(3/4,3/4,1/2)

(5.16)

Using this model the structure factor (5.7) becomes

8
Sy(hkl) = S, (hkl) Z exp |27 (£ h + £k + 1) | = S, (nkl) Z(hk]) (5.17)

i=1

where S¢ and S, are the fluorite/pyrochlore structure factors, Z is an interference function
and t; = (t?, tf, tf) are the translation vectors listed above. Averaging over all domains, indexed
by 7 in the sum that defines Z in (5.17), Z(hkl) = O for all the superstructure reflections and
Z(hkl) # 0 for the fluorite substructure reflections. In this way the average defect fluorite
results as the effect of interference of scattered waves from the shifted pyrochlore domains,
while the local environment still reflects the pyrochlore structure.

The authors simulate such a multidomain pyrochlore crystal and confirm that the predictions
from this model agree with the experimental diffraction and spectroscopy data. In particular,
they compare the simulated pair distribution function (PDF) with the experimental one ob-
tained from neutron total scattering. Each peak in one of these PDF plots represents a pair of
atoms at a certain distance in the structure of a material. Since the local environment of the
simulated nanodomain pyrochlore is the same as for the long-range ordered pyrochlore, there
should be no broadening of the first few peaks that are associated to pair distances between
closest neighbors of each of the atoms in the structure. These expectations agree well with
experimental results reported, among others, by [223, 226] and the authors speculate that the
principle of long-range disorder being generated by shifting short-range ordered domains could
probably be extended to other complex oxides such as the spinels.

In [227] density functional theory calculations are used to study the local structure of the
zirconate pyrochlores and understand the mechanisms responsible for the structural transition
from the pyrochlore to the (partially) disordered fluorite and weberite phases. Their results
suggest that the disordering process is induced mainly by the migration of oxygen ions in the
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pyrochlore structure from the 48f to the vacant 8a sites. In this way the eightfold coordinated
A3* cations and the sixfold coordinated B** cations both become sevenfold coordinated. Based
on considerations of the projected density of states for the Zr atoms, the authors state that
the Zr*" ions intrinsically prefer to be sevenfold coordinated, as in the natural monoclinic state
of ZrQ,. The preference for sevenfold coordination of Zr** could be one of the driving forces
in the disordering transformations of the zirconate pyrochlores.

It was found that the most stable local structure is not the fully disordered fluorite but the
semi-disordered weberite, in which half of the cations are ordered on separate sites and the
other half are distributed on a single site (see Figure 2.17). The structural model used in this
study considers that the sublattice containing both cations could be fully disordered, with a
random distribution of cations, or could possess a certain degree of order, which the authors
term a quasi-weberite structure. The fact that locally the weberite structure is the most stable
for the zirconate and hafnate pyrochlores is in agreement with previous ab-initio studies [228,
229].
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Figure 5.9 Calculated energy difference between the pyrochlore and various partially ordered quasi-weberite
stuctures for the lanthanide zirconates LnyZr, Oy [227].

Figure 5.9 shows the calculated energy difference between the pyrochlore and various partially
ordered quasi-weberite stuctures for the Ln,Zr,O; lanthanide zirconates. The vertical dots for
each of the lanthanides correspond to the weberite structures with varying degrees of order on
the sublattice that contains both the Ln3* and Zr** cations. For the heavier lanthanides Ln
= Tb—Lu, in particular for Yb, the energy difference is negative, therefore the preferred stable
structure is predicted to be a weberite-type phase.

According to [230] the tetrahedra in the pyrochlore structure collectively tilt in a way analo-
gous to the entropically-driven fluxional motions in the silica mineral p-cristobalite, SiO;, as
illustrated in Figure 5.10. In this study a wide array of experimental techniques, including
synchrotron and neutron pair distribution function analysis, nuclear quadrupole resonance and
various forms of transmission electron microscopy (SAED, HAADF-STEM, HRSTEM, EELS),
were used to study local structural distortions in Yb, Ti,O7, LayZr,0O7 and PryZr,O5.
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Figure 5.10 Collective tilting of the A4Ogy, tetrahedra in the pyrochlore structure (left), analogous to that
in B-crystoballite SiO, (right) [230].

The authors conclude that all three A,B,O; compounds exhibit small displacements of the
A and O ions, on the order of 0.01nm, that cause a slight collective tilting of the A4Ogp
tetrahedra. This structural instability occurs even for pristine samples, despite ideal cation
ordering, exact stoichiometry, absence of lone pair defects and the nonmagnetic nature of
La;Zr,Oy. If the tetrahedral tilting extends to the long-range structure then the space group
is reduced from the pyrochlore Fd3m to its subgroup P4;2,2.

It is argued that this type of distortion is universal among pyrochlore oxides, driven by the
cation size mismatch, rather than defects or electronic effects, and that it explains the absence
of ferroelectricity in the pyrochlore compounds. The distortions could be visible as increased
intensity at the 442 pyrochlore reflections for high-quality x-ray or neutron data but only if the
magnitude of the displacement were greater than about 0.02nm or 0.03nm, while the actual
distortions were closer to 0.0lnm. Therefore we cannot confirm the presence or absence of
this effect using only conventional XRD. Raman spectroscopy (Chapter 6) is more sensitive to
the local structure but there also we could not confirm nor rule out this type of distortion due
to the coexistence of various forms of disorder leading to somewhat ambiguous results.

This kind of tetrahedral tilting should be distinguished from another type of distortion, where
the vertices of the corner-sharing tetrahedra alternatingly move inwards and outwards, affecting
either the A or B sublattice or both of them. If the distortions are long-range ordered, extending
to the whole structure, the symmetry is lowered from Fd3m to F43m. This kind of structure,
with alternatingly large and small tetrahedra, is known as a 'breathing pyrochlore’ lattice,
illustrated in Figure 5.11, and occurs for some pyrochlore compounds, such as Pb,Ru,Og¢5
and Pb,Ir,Og5, but also for spinels and other compounds that contain the corner-sharing
tetrahedral "pyrochlore’ lattice [231, 232, 233, 234, 235]. The size ratio between the large and
small tetrahedra can vary widely, from close to 1 up to ~3. When the distortion is small, with
a size ratio very close to 1, it can be detected through x-ray absorption spectroscopy [236].

Both of the described distortions are not magnetically driven, similar to a static Jahn-Teller
distortion, but can alter the magnetic properties of the pyrochlores, since they break the
symmetry of the magnetic lattice and thus could affect the extremely sensitive quantum spin
ice and spin liquid states.
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Figure 5.11 Alternating large and small tetrahedra in the breathing pyrochlore lattice, with increasing ratio
between the edge lengths of the large and small tetrahedra.
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5.3 Qualitative Phase Analysis

Qualitative phase analysis aims to identify the crystalline phases present in a sample by com-
paring the powder diffractogram with previously measured diffractograms of a large number
of phases. It is not quantitative in the sense that the phase fractions can only be determined
approximately and a sample might contain phases that cannot be identified.

Phase analysis was performed by the software QualX 2.0 [237] with the POW_COD database,
created by using the structural information contained in the Crystallography Open Database
(COD) [238, 239]. QualX can also carry out the phase identification by inquiring the PDF-
2 commercial database, but we do possess a license for this database. The freely available
database comes in two versions: POW COD, the full database, and POW_COD INO, con-
taining only inorganic structures. Since this work deals exclusively with inorganic materials
we used the considerably smaller inorganic database (POW_COD _INO), thereby significantly
speeding up the database lookup during program operation. Figure 5.12 shows the QualX
window during the phase analysis of the SS sample Yb,Zr,05.
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Figure 5.12 QualX window, showing the phase analysis for the SS sample Yb,Zr,05.

After importing the powder diffraction data the program automatically estimates the back-
ground contribution, subtracts the background curve from the experimental pattern and lo-
cates the diffraction peaks, supplying a set of positions and intensities for each peak. Several
controls are available to tune theses steps, such as the sensitivity and intensity threshold, but
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the default options usually work well. Nevertheless one should verify that most peaks have
been identified as such and that small fluctuations above the background noise were not mis-
takenly recognized as peaks, otherwise the phase identification will be compromised. The set
of positions and intensities for each peak is what allows QualX to compare the experimental
pattern to the simulated data contained in the structural database. If necessary QualX can
also carry out a 20 zero shift correction, compensating for an instrumental calibration error.

Next we perform Ka2-stripping to remove the splitting of peaks due to the closely spaced
CuKal and CuKa?2 wavelengths. This reduces the number of peaks to approximate a powder
diffractogram from a truly monochromatic source, thus simplifying the phase identification in
the following steps. Before performing the database search for the candidate phases that best
match the experimental one it is useful to impose restraints on the allowed results of the search.
These restraints can greatly reduce the number of matched phases and should be used if some
previous knowledge on structure (e.g. symmetry, cell parameters) or chemical composition
of the sample is available. Restraints on the chemical composition can be composed by
combinations of chemical elements with the logical operators OR, AND, NOT, ONLY and
JUST:

AND All elements must be in the resulting phases.

OR At least one of the elements must be in the resulting phases.

NOT None of the elements can be in the resulting phases.

ONLY Only the selected elements must be present simultaneously in the resulting phases

(e.g. selecting Cu and Mn only the phases Cu,Mn,).

JUST At least one of selected elements must be in the resulting phases (e.g. selecting
Cu and Mn only the phases Cu, Mn, Cu,Mn,).

Restraints on minimum and/or maximum number of chemical elements in the resulting phase
can also be imposed. To determine phase composition in Yb,Zr, Ti,_,O; the most useful
restraints were of the form JUST (Yb AND Zr AND Ti AND O), as shown in Figure 5.13.
Sometimes we relaxed these restraints to allow other elements such as the lanthanides (La -
Lu), Y, Sc, Hf, Ge, Sn. The reason for this is that the COD database may contain phases
that are isomorphous (possessing the same crystal structure) to those in our samples but have
not yet been synthesized with the specific combination Yb+Ti+Zr+0O, but instead with other
rare-earth elements (or Hf, Ge, Sn, etc.).

After imposing restraints on allowable phases we perform the Search-Match step, in which
QualX compares the list of peak positions and intensities to the database entries and ranks
them according to a figure of merit (FoM). Results with the highest FoM are the most likely
to match the sample. The FoM assesses the goodness of the identified phase by taking into
account the number of matched peaks and the average difference in peak position/intensity
between the observed and database peaks.

Using the toolbar on the right-hand side in Figure 5.14 we can manage the list and ac-
cept phases from the results list. When a phase is accepted the program performs a semi-
quantitative analysis, based on peak area/intensity, to estimate the weight fraction of the
accepted phase in the sample, given as a percentage in the last column (S-Quant) in Fig-
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Figure 5.14 List of possible phases returned by the Search-Match algorithm. Highlighted phases at the top
of the list are accepted phases.
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Figure 5.15 Experimental powder diffractogram and tick marks for the accepted phases, indicating peak
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Figure 5.16 List of peak positions and intensities in experimental data and accepted phases.
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ure 5.14. The other columns in the phases list show the FOM and some statistical indicators
that quantify the agreement between the experimental pattern and database entries. The
phases can be compared by inspecting the frame that contains the diffraction pattern and tick
marks representing peak locations for the accepted phases and other phases under considera-
tion (Figure 5.15). Another way of comparing phases is through the list of peak positions and
intensities for the experimental data and accepted phases (Figure 5.16).
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We can also change the acceptance criteria of the Search-Match algorithm by allowing phases
with a lower FoM or change the weight given to the position and/or intensity contributions
to the FoM. A detailed description of how the FoM is calculated and of all configurable
parameters is available in the QualX manual [240]. In this manner we can expand the phases
list if the search has not returned adequate results. Changing the default options might also
be necessary when searching for isomorphous phases containing different elements, which can
have different lattice parameters, intensity ratios, etc.

5.4 Instrumental Parameters

Rietveld refinements of our XRD data were performed using the software GSAS-11 [241]. GSAS-
Il is an open source Python project for determination of crystal structures by powder and
single-crystal diffraction of x-rays or neutrons, providing structure solution and refinement
as well as extensive visualization capabilities. GSAS-II supports all stages of data reduction
and analysis, including area detector calibration and integration, pattern indexing, LeBail and
Pawley intensity extraction and peak fitting. pair distribution function analysis, sequential
refinement with subsequent parametric fitting, small-angle scattering, reflectometry fitting,
simulation of the effects of stacking faults and magnetic scattering.

In order to perform a Rietveld refinement we need to know the parameters that define the
instrumental resolution of the diffractometer. One method for doing this is the so called
fundamental parameters approach [242], which requires a complete specification of instrument
configuration, including slit widths, beam divergence, distances etc. We tried this approach but
the results were not sufficiently good, probably due to incomplete or inaccurate specifications
of the internal geometry of the instruments, to which we had no direct access. Therefore
we used the empirical approach for determining the instrumental resolution, which consists in
measuring a reference material that has been previously characterized by some reliable source.
A series of standard reference materials (SRMs) supplied by NIST (the National Institute for
Standards and Technology, in the US) are commonly used for this purpose.

The most relevant sample parameters that contribute to diffraction peak broadening are the
crystallite size and strain, a measure of internal stresses on the microscopic level. In diffraction
studies the strain is usually given as a microstrain value €, which is the fractional deformation
of the unit cell Aa/a, expressed in terms of parts per million,

Aa

=10 — 5.18
e=10°— (5.18)

Assuming that the reference material has well known crystallite size and microstrain values it
is possible to attribute the remaining broadening of the experimental peaks to the instrument,
in a process called peak deconvolution. Common reference materials for x-ray diffraction are
silicon (Si), aluminum oxide (Al,O3) and lanthanum hexaboride (LaBg). We used aluminum
oxide standards for the Bruker D8 Focus and Bruker D8 Discover instruments and a silicon
standard for the Rigaku Ultima Ill (see Table 5.3 for a list of instruments).

Unfortunately we did not have an official NIST SRM, so we simply assumed that the available
reference samples have ideal properties that do not lead to any sample-induced broadening. If
an SRM were available we could use the values reported in the official certificate to obtain a
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more precise instrument calibration by doing an actual refinement of the reference material,
not just a peak fit. Another option would be to consider the peak intensities as arbitrary and
perform a Le Bail fit to the powder pattern, which does not require information on the atomic
structure of the SRM.

The shape of a diffraction peak is influenced by many factors, both due to the diffraction
instrument and to the measured sample. Peak shapes in x-ray diffraction are commonly
modeled by the Voigt function V, a convolution of a Gaussian and a Lorentzian function,

VW= [ GwiLa-ndy= [ G- yimy (5.19)
where
41In2 4In2
G(x) = n;lé exp |— nlr}é le (5.20)

is a Gaussian function with FWHM T'g and

1

L(x) = T, 1+[%x]2
nlp

(5.21)

is a Lorentzian function with FWHM I';. There is no closed-form analytic expression for
the Voigt function, so it has to be computed by numeric integration of (5.19). This is too
computationally expensive for applications such as Rietveld refinement, so the Voigt function
is usually approximated by the pseudo-Voigt function PV, a linear combination of Gaussian
and Lorentzian functions instead of a convolution,

PV(x) =nG(x) + (1 = n) L(x) (5.22)

where the mixing parameter 1) lies between 0 and 1 and controls whether the character of the
pseudo-Voigt function is more gaussian or lorentzian in nature. Figure 5.17 shows a Gaussian
and the broader, long-tailed Lorentzian function with the same FWHM and total area.

At high 20 the source emission profile dominates so that the peak profile is mostly lorentzian,
therefore 1 usually decreases with 20. Laboratory diffractometer profiles are usually more
lorentzian while synchrotron profiles are more gaussian in nature. For the Thompson-Cox-
Hastings variant of the pseudo-Voigt function, used by GSAS-II, n is related to the FWHM
parameters I'g, I', by [243]

I, I\? I\
n= 1.36603(T) - 0.47719(?) + 0.11116(?) (5.23)
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Gaussian

Figure 5.17 Gaussian and Lorentzian functions with the same FWHM and total area.

where

1/5
T = (% +2.69269TT + 2428431217 + 447163T2T7 + 0.07842T T} + T}) P (5.20)

is the approximate FWHM for the combined gaussian and lorentzian contributions. The
FWHMSs are functions of 0,

IZ=Utan’ 0+ Vtan 6 + W + Yz (5.25)
for the Gaussian part and
X+S5,
I, = +(Y+S.)tan 6 (5.26)
os 0

for the Lorentzian part. U, V, W, X, Y are the instrumental contributions to FWHM, while
S, and S, are contributions from the sample, due to the crystallite size u and the microstrain
€. S, and 5. have the same 20 dependence as the instrumental parameters X and Y but
are refined separately from them. Some refinement software allows both the gaussian and
lorentzian sample broadening to be refined, but here we assume that all of the sample-induced
broadening is lorentzian. This assumption is valid for common powders, which have a rather
wide crystallite size distribution, often modeled by a lognormal distribution [244, 245]. In rare
cases, when the crystallite size distribution is very narrow, the gaussian contributions to sample
broadening (terms with the same 20 dependence as U and P) can also be refined. There exist
more complex models for I', I'; that take into account anisotropic peak broadening, but our
work does not require their use.
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There is also a peak position correction,

1,(0)
tan 260

A20 =1y + S;cos 0 + S;sin 20 + (5.27)

where Ij is a 20 zero correction to compensate for goniometer misalignment, S; is the sample
displacement, S; is the sample transparency and I,(0) is an empirical correction to compensate
for peak asymmetry.

After determining the instrumental parameters they remain valid for all subsequent measure-
ments as long as the instrument configuration, such as the size of the Soller and divergence
slits, are kept fixed. In cases were the instrument parameters are not known, when import-
ing powder diffraction data GSAS-II offers to use default parameter values for some types of
instruments. The default values for CuKa lab data are shown in Listing 5.1.

#GSAS-II instrument parameter file; do not add/delete items!
Type:PXC
Bank:1.0
Laml:1.54051
Lam2:1.54433
Zero:0.0
Polariz.:0.7
Azimuth:0.0
I(L2)/I(L1):0.5
U:2.0

:-2.0

N~<M=<

(=R — R — I,
(=2 — I — )

SH/L:0.002
Source:CuKa

Listing 5.1 Default CuKa lab instrument parameters provided by GSAS-II.

For conventional diffractometers U, W > 0 and V < 0 so that the instrument profile curve is
convex and positive over the whole 26 range, with typical values being U =~ 2, V = -2 and
W = 5, the default values provided by GSAS-II. Both the gaussian and lorentzian resolution
curves should be non-negative over the whole range. The gaussian profile parabola might
be almost flat, making the U, V, W terms hard to refine because of their mutual correlation.
In this case it is advised to first refine the lorentzian parameters X, Y and only afterwards
the gaussian parameters U, V, W. Z is a constant (independent of 20) lorentzian broadening
term that is fundamentally not required but occasionally useful when doing precise instrument
characterization.

SH/L is a parameter that characterizes the peak asymmetry, especially significant for low
angle peaks. To refine this parameter ideally the reference sample should have some low angle
peaks. The polarization and azimuth variables are related to the instrument’s geometry and
were kept fixed at their default values. Once fitted, the zero shift Iy should be kept fixed as an
instrument parameter, so that only the sample displacement parameter S; is refined for each
individual sample.
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Some typical instrument parameters are given in [246], both for conventional laboratory and
synchrotron sources. Notably the authors argue that for the conventional diffractometers the
parameter V is redundant and the gaussian broadening can be accounted for using only the
U and W terms in (5.25), i.e. setting V = 0.

To determine the instrumental profile we fit individual peaks over the whole 20 range and refine
their peak profile parameters independently. It is recommended to use at least ten well-defined
peaks, that have a good signal to noise ratio, in a wide 20 angular range. Figure 5.18 shows
a GSAS-II window with the XRD pattern for Al,O3, one of the reference materials used for
instrument calibration. The peaks selected for individual peak fitting are marked with dotted
vertical lines. The experimental data is in blue, the background curve in red and the fitted
peaks in green. The Kal/Ka2 splitting is apparent at the higher angle peaks and is taken into
account by GSAS-II, as evidenced by the pair of wavelengths Lam1, Lam2 and the intensity
ratio I(L1)/I(L2) in Listing 5.1.
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Figure 5.18 Peak fitting of Al,O3 reference material in GSAS-II (logarithmic intensity scale).

Figure 5.19 shows the parameters used to fit the individual peaks, including the 26 position, the
intensity and the sigma/gamma values that represent the gaussian and lorentzian contributions
to the FWHM (0% =T%/81In2 is the gaussian variance and y =T). The peak positions were
selected manually and only refined after the intensity, sigma and gamma values had converged.
In every step of peak fitting one should verify that the fitted values are reasonable. Sometimes
a parameters converges to negative or unreasonably large value. In this case one must try to
identify the problem by visual inspection. A common problem is that the peak is split or that
another peak is close enough for their tails to overlap and the fitting algorithm tries to include
both peaks into a single one.

After peak-fitting the individual peak parameter values are fixed and the instrument profile
parameters, that start out with the default values in Listing 5.1, are refined to best adjust
to the values obtained from peak-fitting (Figure 5.20). Due to correlation between the peak
asymmetry parameter SH/L and X, Y, Z, the lorentzian FWHM might refine to negative
values for the first few low angle peaks. This can be addressed by fixing X = 0, refining
U, V, W, Y, SH/L, and only afterwards refining X.
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position ‘reﬁne‘ intensity ‘reﬁne‘ sigma ‘reﬁne‘ gamma ‘reﬁne‘
1 25.55779 | (& 171820.5/ (v 2,843/ 2,626/
2 35.13148 [« 7273879 (¢ 2,738/ (] 2,803/
3 37.75932| (A 55475.3/ (¥ 2738/ (] 2.856/ ]
4 41.65992 [+ 34089.8| [+ 2763/ 2,938 [
5 43.33574 (4 261539.8| [+ 2783 2,975/
6 52.53371 (4 135890.6 (4 3.010 ] 3.196 /]
7 57.48119 (v 549559.3 (4 3.223/) 3329
8 61.28356 [+ 125514.5 v 3.438/ [ 3.438/ [
9 66.50067 (v 68517.9 v 3.817/) 3.601 )
10 68.19198 (¥ 61340.6|(+ 3.962 [ 3.657/[]
1 74.28293 [+ 8101.2| [+ 4.596 [ 3.873 /]
12 76.85506 (v 207298.1| [+ 4.921 ] 3.973/)
13 77.21695 [+ 58416.5 v 4.970/ ) 3.987 [
14 80.67876 (v 5156.3/ (v 5479 [ 4.130 [
15 86.48503 (4 4440.9|(+ 6.526 4392/
16 88.97662 (4 15671.8| [+ 7.063/[] 4.515/[]
17 90.68616 (¥ 72991 (4 7.466 [ 4.604/)
18 91.16812| (v 2389.4| (v 7.585/) 4.629 ]

Figure 5.19 List of peak positions, intensities and widths, used in the fitting procedure,

Azimuth: 0.00 Kal/Ka2: 1.540510/1.544330A Source type:| CuKa | ~

MName (default) Value Refine?
I(L2)/1{L1) (0.5000): | 0.4859 (#
Zero (0.0000): 0.0 O
Polariz. (0.7000). | 0.7 (v
U (2.000): 10.149 «
V(-2.000): -6.686 (#
W (5.000): 3.837 [«
X (0.000): 2.257 [+
Y (0.000): 1.376 2
Z (0.000): 0.0 OJ
SH/L (0.00200): 0.002 O

Figure 5.20 Instrumental parameters calculated by GSAS-II to best fit the experimental peak profile.
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Figure 5.22 Close-up view of fitted peaks in GSAS-II (logarithmic intensity scale).
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Figure 5.21 shows the instrumental peak profile curves for the gaussian, lorentzian and com-
bined components, along with the values from the individual peak fits. These curves should
be inspected visually to detect problems during refinement of the instrument parameters. The
general appearance should be similar to that in Figure 5.21 for most common laboratory
diffractometers: decreasing or flat, slightly convex and positive over the whole range. Note
that there the horizontal axis is Q = 2ksin 8 = 41t sin /A, the magnitude of the momentum
transfer vector in the scattering event, which is proportional to 20, and the vertical axis is
AQ/Q = Ad/d, where d is the lattice plane spacing.

Figure 5.22 shows a close-up view of some peaks after the instrument profile fitting was
completed. The resulting instrument parameters are shown in Listing 5.2.

#GSAS-II instrument parameter file; do not add/delete items!
Type:PXC

Bank:1.0

Laml:1.54051

Lam2:1.54433

Zero:0.0

Polariz.:0.7

Azimuth:0.0
I(L2)/I(L1):0.4859497613802969
U:10.149409576173177
V:-6.685905347876194
W:3.8372799489407523
X:2.256876994518354
Y:1.3761022169546244

Z:0.0

SH/L:0.002

Source:CuKa

Listing 5.2 Fitted instrument parameters for Al,O3 reference material measured by the Bruker D8 Focus
diffractometer.

5.5 Rietveld Refinement

To perform a Rietveld refinement in GSAS-Il we import the powder diffraction data, usually
as a text file with two columns, the 20 position and measured diffracted intensity at that
angle. Then we load the file containing the instrument parameters (Section 5.4) and a CIF
(Crystallographic Information Framework) file that contains a description of the phase that
will be refined. The CIF is a specification developed by the IUCr (International Union of
Crystallography) to standardize the exchange of crystal structure information [247]. Listing 5.3
shows a section of a CIF file for Yb,Ti,O; displaying the relevant information for Rietveld
refinement.

_chemical_formula_sum 07 Ti2 Yb2’
_space_group_IT_number 227
_symmetry_space_group_name_H-M 'Fd-3m:2’
_cell_angle_alpha 90
_cell_angle_beta 90
_cell_angle_gamma 90
_cell_formula_units_Z 8
_cell_length_a 10.034410(4)
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_cell_length_b 10.034410(4)

_cell_length_c 10.034410(4)
_cell_volume 1010.3586(7)
loop_

_atom_site_label

_atom_site_type_symbol

_atom_site_symmetry _multiplicity
_atom_site_Wyckoff symbol

_atom_site_occupancy

_atom_site_fract_x

_atom_site_fract_y

_atom_site_fract_z

_atom_site_U_iso_or_equiv

Yb Yb3+ 16 d 1.0 0.000000 0.000000 0.000000 0.00782(6)
Ti Ti4+ 16 c 1.0 0.500000 0.500000 0.500000 0.00471(14)
01 02- 8 b 1.0 0.125000 0.125000 0.125000 0.00502(13)
02 02- 48 £ 1.0 0.31898(3) 0.125000 0.125000 0.00658(6)

Listing 5.3 Section of a CIF file for Yb,TiO7 displaying the relevant information for Rietveld refinement.

General | Data | Atoms | Draw Options | Draw Atoms | RB Models | Map peaks | MC/SA  RMC | ISODISTORT

Atom parameters list for pyrochlore:

Name | Type | refine X y z frac site sym | mult | IJA| Uiso
0 Yb Yb+3 |XU 0.00000/ 0.00000 0.00000 1.0000-3m{111) 16 | 0.00782
1 Ti Ti+4 XU 0.50000 0.50000, 0.50000 1.0000-3m(111) 16 | 0.00471
2 01 0-2 XU 0.12500 0.12500 0.12500 1.0000 -43m 8 I 0.00502
3 02 0-2 |XU 0.31898| 0.12500 0.12500 1.0000/mm?2(d100) 48 || 0.00658

Figure 5.23 GSAS-II window displaying the atomic coordinates and other information, imported from the
CIF file.

CIF files can be downloaded from online sources such as the COD (Crystallography Open
Database) or the ICSD (Inorganic Crystal Structure Database). The information on space
group symmetry, lattice parameter and atomic postions can also be entered manually into
GSAS-II if a CIF file is not available. Figure 5.23 shows a GSAS-Il window displaying the
atomic coordinates and other information that were imported from the CIF file.

The software effectively constructs an internal model of the sample that leads to a predicted
value for the diffracted intensity as a function of 20,

1°(20) = 1""*(260) + sA Z L:P:M;|F;|*PV;(26 — 20;) (5.28)

where the sum is over all Bragg peaks 7, I" is an arbitrary background function, s is the scale
factor, A is the absorption constant, L is the Lorentz polarization factor, P is the preferential
orientation factor, M is the multiplicity and F is the structure factor. Detailed descriptions of
each term can be found in [197, 200, 201, 202]. The actual models used by current refinement
software are even more involved than (5.28), with potentially dozens of terms accounting for
effects induced both by the instrument and the sample.
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The process of refinement consists in adjusting the parameters of the model (5.28) to achieve
a good fit of the calculated intensity 1°¥¢(20) to the experimental data I°(20), essentially
a least squares minimization of the error I — J®?_ Since the values of I®? are available at
discrete values of 20 only the values of 1% at the same discrete 20 values are considered.
The quality of the fit can be quantified by a variety of statistical indicators, such as Ry, R,
Ry, Rexp, Rpragy, 22, etc. In our work we used the reduced x? value due to its common usage
in the literature, although it might not always be the best goodness of fit indicator [248]. It
is defined as

XZ

_ Ziwi(liexp _ IicalC)Z _ Ruyp (5.20)
N-P Rexp

where the sum is over all N data points i, wi‘l = VI are weighting factors and P is the
number of free variables in the model. x? should approach the value 1 for a perfect fit but in
practice this seldom is the case.

The difficulty in Rietveld refinement lies mostly in determining which parameters should be
refined and in what order one should do so. The selection of parameters to be refined depends
somewhat on the sample and also on the data acquisition procedure. The order in which pa-
rameters should be refined is not agreed upon by all researchers, but some general guidelines
exist [200, 201, 202, 203]. Here we will describe how the XRD data for the Yb,Zr, Ti;—,O7 sam-
ples was refined, so the details of the procedure might not apply to the refinement of other
samples.

Usually the variables refined in one step are kept refining in the next step, so that at the end
almost all parameters are refined simultaneously. However some combinations of parameters
are highly correlated with one another, so their simultaneous refinement can cause problems
especially if the fit is not yet very good. Therefore an empirical approach is necessary, where
one tries to refine some variables to see if the results are reasonable and returns to the previous
step otherwise. We offer some miscellaneous comments and examples of possible problems
that might be encountered. These considerations are by no means comprehensive but serve
to illustrate some of the challenges in performing a good refinement.

The first parameters to be refined were the histogram scale factor, the lattice parameter
(the cubic pyrochlore and fluorite phases have only one lattice parameter a), the sample
displacement and some background parameters. Next to every refinable parameter in GSAS-II
there is a box that can be checked to toggle the refinement flag on or off. In the atomic
parameters table shown in Figure 5.23 the refinement flag is given as a combination of F,
X and U, which stand for the fractional site occupancies, atomic coordinates and atomic
displacement parameters (ADPs), respectively.

The scale factor is an essentially arbitrary factor that controls the ratio of the calculated and
experimental intensities and is always refined. The refinement can diverge if the initial guess for
the lattice parameter is too far off from the true value. If a CIF file with a previously determined
lattice parameter is not available then it may be necessary to calculate an approximate value
from the 26 position and Miller index of one of the peaks.

The sample displacement S; (5.27) compensates for the almost inevitable small vertical dis-
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placement of the sample’s surface from the ideal horizontal diffraction plane and is usually less
than about 100um in magnitude for a well-prepared sample. Once refined it should remain
at a stable value but may continue to be refined. If the instrument’s goniometer radius is set
at the wrong value the actual displacement is not the same as the refined value, but if the
value is of little concern since the sample displacement is not relevant to the results of the
refinement.

The background was modeled by a Chebyshev polynomial, although other options are available
in GSAS-Il. The background has contributions from both the samples and the instrument
and usually increases at low angle. The number of background parameters, which is one
less than the order of the polynomial, varied between about 6 and 15. Starting with four
terms, the number of parameters was increased in successive refinements until a good fit
to the background over the whole 20 range was observed and adding another term did not
significantly improve the quality indicators.
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Figure 5.24 Fixed points that were added manually to guide the fitting of the background polynomial

(logarithmic intensity scale).

In some cases the background is not very smooth and it may be necessary to guide the fitting
of the background polynomial by manually adding fixed points, indicated by the red squares in
Figure 5.24. Sometimes it is best to initially fit only the background with up to 30 polynomial
terms and then keep the background fixed during subsequent refinement. It is also possible to
add Debye-type terms to model the diffuse scattering mostly at low angle. One can change
the upper and lower 26 limits for the data that will be refined (indicated by the dashed vertical
lines in Figure 5.24) or add excluded regions in case there is a 26 interval with no peaks (for
instance 20 = 16° — 28° in Figure 5.24).

The statistical indicators are useful to detect if a refinement has improved, but it is important
to visually inspect the graph of the powder pattern at most steps of the refinement. In this
way one can detect problems with the fit of the calculated curve to the experimental pattern,
either by inspecting the peaks directly or by looking at the difference curve. The difference
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Figure 5.25 Example of the initial steps of a Rietveld refinement. The difference curve clearly shows some
problems with the fit.

curve shows % — [ and should be centered around zero with a small amount of random
noise. Any systematic deviations from zero indicate a problem with the fit, in particular the
noise at the peak positions should be equally distributed on the positive and negative sides.

Figure 5.25 shows an example of the initial steps of a Rietveld refinement. The difference
curve clearly shows some problems with the fit, especially with the background and the peaks,
which are marked by ticks at every location where a Bragg peak for the refined structure is
expected. Note that the y-axis is set to a square root intensity scale, which allows easier
visualization of small features with the most intense peaks in a single frame. A logarithmic
intensity scale can also be used for the same purpose, although in that case GSAS-II does not
display the difference curve and tick marks. Various controls allow the user to zoom in on any
particular region of the diffraction pattern to inspect it more closely.

Next we refined the crystallite size and/or the microstrain value. The dominant sample broad-
ening effect for well crystallized powders is often from microstrain, not from crystallite size.
The size and microstrain broadening are differentiated by their Q dependence (AQ and AQ/Q
constant, respectively). To distinguish these possibilities requires high resolution data over a
large Q range, which is why usually synchrotron data is necessary to accurately characterize
these parameters.

For laboratory diffractometers it is recommended to refine only the microstrain since this
effect is easier to detect than crystallite size broadening for lower resolution data. One can try
separately refining both terms to see if the fit improves. If the microstrain value gets very small
or the crystallite size very large then that term has no effect and can safely be dropped from
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the refinement. These variables should not be refined simultaneously (except for high-quality
synchrotron data) since they are strongly correlated.

In the next step we refined the atomic coordinates and the isotropic displacement parameters
U;s, for each atom. The pyrochlore structure has only one free coordinate, the oxygen x4g¢ po-
sition, while the fluorite structure has no free coordinates. The coordinates that are fixed by
the symmetry of the Wyckoff position are not varied even if the refinement flag is turned on.
For structures with more coordinate degrees of freedom it may be prudent to initially refine
the coordinates of only one atom or a small set of atoms at a time.

Similarly the ADPs must be handled with care, given that they are rather prone to absorb
problems with the other variables that cause them to diverge or become negative. One can
try to refine all the ADPs at once to see if the result is reasonable. Often one or more values
become negative (indicated in red by GSAS-II), which is not physically sensible. In that case
it is best to reset the negative values to a small positive value and try to refine only a subset
of the ADPs at a time.

Least Squares Parameters

View Parameters in Project
Number of refined variables: 12 +4 varied via constraints
Parameter type:,Parameter

() Phase AUiso | v =
() Phase/Histo ppace L Refinement Status:

) () All (e) Refined
(_) Histogram -
j- Global -
Parameter Ref Value Explanation
-m Atom Til in pyrochlore: Atomic isotropic displacement parameter
0::AUiso:2 0.045424 0.0005  0.50000 Atom Olin pyrochlore: Atomic isotropic displacement parameter
3 0::AUiso:3 R 0.061256 0.0005  0.50000 Atom O2 in pyrochlore: Atomic isotropic displacement parameter
4 0::AUiso:4 C  0.050077 0.0005  0.50000 Atom Zr5in pyrochlore: Atomic isotropic displacement parameter

"R" indicates a refined variable
"C" indicates generated from a user entered constraint

Figure 5.26 Limits imposed on the range of the ADP variables.

One can also impose constraints on the ranges of the variables. Figure 5.26 shows constraints
imposed on the ADPs so that they lie in the range 0.0005 < U;s, < 0.5. It is useful to impose
such limits when some variables tend to diverge or converge to a false minimum, however
one should be careful not to mask problems with the refinement by using such restraints. For
instance, if the one of the ADPs were actually to settle on the value U, = 0.0005, the minimal
limit imposed in Figure 5.26, this would not mean that a stable value was reached. Rather, the
minimization algorithm would probably have proceeded to lower values, even negative ones,
but was impeded from reaching its true minimum by the imposed limit. Therefore if a limit is
reached this should indicate a problem with the refinement of that variable or that the imposed
limits may be too restrictive.

The ADPs are highly correlated with the site occupancies, since the effect of a positive ADP
is to reduce the intensities at high angle (5.13) and a similar effect could be achieved by
decreasing the site occupancy of that atom. Therefore a negative ADP could be an indication
that the site occupancy is higher than the assumed value. This also means that one should
be careful when refining ADPs and occupancies simultaneously.
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When the site occupancies are refined they can settle on values greater than 1, which seemingly
makes no physical sense. However this is allowable when refining a single phase since we are
only interested in the relative scattering power of the different crystalline sites, so that one
could divide all of the occupancies by their maximal value among all the sites to normalize them.
Thus when refining all the site occupancies one can keep one of these parameters fixed to serve
as a reference value for the others. It should be noted that in some refinement software, such
as FullProf, the site occupancies are weighted by the multiplicity of the corresponding Wyckoff
site. In that case the normalization also would need to account for the relative multiplicity of
each site.

Negative ADPs can also be due to incorrect background models, especially at high angles. In
that case one can try to slowly increase the number of background parameters while observ-
ing the effects on the ADPs and inspecting the fit of the background curve visually. Large
ADPs could also indicate some distortion or disordering of the crystal structure, since a static
displacement of an atom from its ideal position could be accounted for by the ADP as if the
displacement were dynamic, due to thermal motion, thus artificially increasing the ADP from
the value it would assume if there were no distortions or disorder.

When two or more atoms inhabit the same crystalline site their ADPs need to be constrained to
equal one another. In this case the ADP can no longer be directly interpreted as proportional
to the mean square displacement since the masses of the atoms are different. Constraints in
GSAS-II can be implemented as equivalences or more complex equations. Under the constraints
GSAS-II tree item the "Make atoms equivalent" option automatically sets the coordinates and
ADPs of two or more atoms to be equivalent and constrains their site occupancies to add up
to one.

Phase | Histogram/Phase | Histogram @ Global A Sym-Generated
Show Warnings || Show generated constraints | Delete selected

sel EQUIV 0:AUiso:4 = 0::Aliso:1

Edit | ?

Edit | ? sel COMST O:Afrac:l + 0:Afrac4d =1.0

Edit | ? sel EQUIV 0:dAx:4 = 0:dAx:l Has holds: Not varied.
Edit | ? sel EQUIV O:dAy:4 = 0:dAy:1 Has holds: Not varied.
Edit | ? sel EQUIV 0::dAz:4 = 0::dAz:1 Has holds: Not varied.

Figure 5.27 Constraints generated by making the Zr and Ti atoms equivalent.

Figure 5.27 shows the constraints generated by making the Zr and Ti atoms equivalent in the
pyrochlore structure. For the fluorite structure all three cations are made equivalent (Yb, Zr
and Ti). The variables are named as P:H:N, where P is the number of the phase (starting
at 0), H is the number of the histogram (the powder pattern, empty if only one pattern is
present) and N is the name of the variable, which may contain a number that defines the
corresponding atom (also starting at 0). More complex constraints can also be created, for
instance for the atoms in the 6-phase we included the site occupancy constraint f + 6g = 4
(see Table 2.8).

In general one expects lighter atoms to have higher ADPs, which can be understood by
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considering a simple harmonic oscillator model for the displacement of an atom from its
equilibrium position. Heavier atoms will have a smaller displacement than lighter ones since
their mean thermal energy is the same and a harmonic oscillator's maximal displacement x
scales inversely to its mass m, x oc m~Y2. Applying this principle to the pyrochlore oxides,
usually the oxygen ADPs should be a few times larger than those of the heavier cations (e.g.
~ 70/16 = 4.4 larger than Yb). In reality the ADPs are not that simple and also depend on
the crystalline environment of the atoms (how tightly they are bonded to their neighbors, how
much empty space surrounds that site, etc).

Since the x-ray scattering power is directly proportional to the atomic mass, the model’s
parameters that relate to light elements also have less of an effect on the calculated intensity,
so that any values related to oxygen should be considered more uncertain and with a larger
error bar (i.e. less accurate and less precise) than the same parameters for the cations.

Refinement results, Rw =14.231 x

Detailed results are in /nhome/francisco/Downloads/d/-
SG-050-1500/refl.Ist

Final Reduced ChiA2: 33.726 (before ref: 58.972)
Max shift/sigma=5.338

Warning: Soft (SVD) singularity in the Hessian
SVD problem(s) likely from:

zconstr0

Note highly correlated parameters:

** 0::Afrac:3 and 0::AUiso:3 (@97.26%)

Load new result?

Cancel 0K

Figure 5.28 Example of a warning dialog in GSAS-II.

If a problem occurs with the refinement there appears an error message or a warning, so
that one can refuse the last refinement step if the results are expected to be erroneous or
a divergence has occured. Figure 5.28 shows an example of a warning dialog that appeared
when trying to simultaneously refine the ADP and occupancy of an atom. As stated above,
these parameters are highly correlated, so their combined refinement lead to a soft singularity
in the Hessian, one of the internal matrices used by the least-squares minimization algorithm.

Correlations between variables can be detected by inspecting the variance-covariance matrix,
shown in Figure 5.29. In this graphical matrix every row and column represents a refined
parameter and the square at the intersection of a row and a column is shaded according to
the correlation between the respective parameters, as indicated by the label on the right.

Another useful feature is a graph of the shifts that the refined parameters underwent in the
last refinement cycle, normalized by their standard uncertainties (esd). Figure 5.30 shows an
example where clearly two of the ADPs (AUiso) have suffered very large shifts, which might
indicate a problem with those variables.

If the intensity of a few peaks are wrong, while the errors show no systematic variation with
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20 then preferential orientation effect should be considered. By inspecting the Miller indices
of the peaks with abnormal intensities one may be able to identify the crystalline preferential
orientation axis for a simple uniaxial model or a starting point for a more complex model.

Anisotropic broadening can be hard to spot visually, so one can try to use a model to account
for it and see if the result improves. If an anisotropic model is used for one of the microstrain
or crystallite size variables and the other variable changes significantly, that could be a sign of
overfitting the data.

The absorption correction is not commonly used for samples measured in the Bragg-Brentano
geometry since in that case it affects the whole 20 range uniformly (i.e. is independent of
20). The transparency parameter S; compensates for finite sample thickness, but is usually
not required for inorganic samples, in which the x-ray penetration length is much less than the
sample thickness. Nevertheless, sometimes it is useful to refine the transparency parameter
since it can model small systematic peak position errors that arise from goniometer inaccu-
racy. In that case it is best to fix the sample displacement since these parameters are highly
correlated.

At the last step of refinement one may refine the instrument parameters to obtain a slightly
better fit. This is justified since the instrument parameters were fitted to a reference sample
(Section 5.4) and might not be the best possible description of the actual instrumental peak
profile, especially if the reference material was not certified to have negligible sample broad-
ening effects, as is the case with the reference materials we used for calibration. Note also
that the instrument parameters were inferred from a peak fit, not an actual refinement, which
could yield more precise results.

When refining the instrument parameters all sample parameters that affect peak broadening
should be fixed, especially the crystallite size and microstrain variables. The lorentzian instru-
mental profile parameters are especially susceptible to absorb sample broadening effects, so
care should be taken to refine them only at the very end of the refinement, when the sample
microstrain and crystallite size have converged to stable values. In any case, assuming a good
instrument calibration, the instrumental parameters (Figure 5.20) should only change slightly
when refined. Significant changes indicate some problem with the refinement and should not
be trusted.

The sample displacement S; should also be fixed while refining the instrument zero shift I
(5.27), since these variables are highly correlated. Since the lorentzian peak profile has rather
long tails, there can be some interaction between the lorentzian broadening terms (instrumental
X, Y, Z and sample pu, €) and the background parameters, which can be identified in the
correlation matrix.

In a certain sense a Rietveld refinement is never finished, one just stops at some point when
the result is sufficiently good. Additional parameters can always be added but might cause
overfitting if there are more parameters than the data supports. There is no generally agreed
upon criterion for when to stop a refinement based solely on statistical indicators such as x2.
In the end the quality of the fit has to be judged by visual inspection of the fitted curve to the
diffraction pattern and by the plausibility of the refined parameters on other grounds, such as
previous chemical information on the composition, likely structures etc.
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5.6 Results for Yb,Zr, Ti,_, O~

Powder x-ray diffraction measurements were performed using four instruments, listed in Ta-
ble 5.3. All measurements were performed in the Bragg-Brentano mode (Figure 5.1) with
CuKa radiation. Measurements with the Bruker D8 Focus were performed by Dr. Dimy
Nanclares Fernandes Sanches, a researcher at the Federal University of ABC (UFABC).

Instrument Location

Rigaku Ultima Il Crystallography Laboratory, Applied Physics Department,
Bruker D8 Discover  Physics Institute, University of Sdo Paulo (FAP - IFUSP).

Multiuser Experimental Center,
Federal University of ABC (CEM - UFABC)

Bruker D8 Focus

Nuclear Research Reactor Center,
Rigaku SmartLab SE

Nuclear and Energy Research Institute (CRPq - IPEN).

Table 5.3 Instruments used to collect powder diffractograms of samples in this work.

The 20 angular range of the diffractometers we used was about 5° to 140°, but we did
not measure in this entire range since the first peak for the structures under consideration
occurs at about 15° and the very high 20 data is not of sufficient quality to justify the
additional measurement time. The angular range was chosen as 20 = 10° to 70° for initial
measurements, to determine the phase evolution with temperature, and 20 = 12° to 108° for
later measurements, to perform Rietveld refinement. The step size in 260 was chosen as A(20)
= 0.02°, a good compromise between peak resolution and measuring time.

In all cases the sample was rotated at 10rpm or 15rpm about the vertical axis, to improve
the averaging of crystallite orientations. In this way any unevenness in the sample preparation
and grain distribution gets smoothed out. Higher rotational speeds (20rpm or more) led to
a spreading of the powder, which can reduce acquired data quality due to an uneven sample
surface. Preferential orientation of powder grains or small crystallites can skew the relative
peak intensities observed in a powder diffraction experiment. By spinning the powder around
the axis normal to the sample surface the component of the preferential orientation vector
parallel to the surface is averaged out and only the component normal to the surface could
remain observable. Since most of the samples used in this work have cubic symmetry the
effect of preferential orientation seems to be negligible.

Figures 5.31 to 5.34 show the XRD patterns for the SS Yb,Zr, Ti,_,O; samples, sintered at
1500°C, and the SG Yb,Zr,Ti,_,O; samples, sintered at 1500°C, 1200°C and 900°C. The
intensities are graphed on a square root scale and the diffraction patterns of each sample are
vertically displaced by an arbitrary amount.
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Figure 5.31 XRD patterns for the SS YbyZr, Ti,—O7 samples, sintered at 1500°C (square root intensity
scale).
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Figure 5.32 XRD patterns for the SG Yb,Zr,Ti;_,O7 samples, sintered at 1500°C (square root intensity
scale).
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Figure 5.33 XRD patterns for the SG YbyZr,Ti;_,O7 samples, sintered at 1200°C (square root intensity
scale).
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Figure 5.34 XRD patterns for the SG YbyZr,Ti;—yO7 samples, sintered at 900°C (square root intensity
scale).
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5.6.1 Phase Analysis

Using QualX we performed a phase analysis on the Yb,Zr,Ti,_,O7 samples. The SG samples
were pure phases, although with a certain degree of structural disorder. On the other hand,
the oxide precursors used in the SS synthesis did not coalesce into a pure phase except for
x = 0.0 (YbyTi,O7). The SS Yb,Ti,O7 sample was confirmed to be a pure phase by Rietveld
refinement, after sintering at 1500°C for 50h (10h+40h) with one intermediate grinding. The
other SS Yb,Zr, Ti—,O7 samples (x = 0.5, 1.0, 1.5, 2.0) did not form a pure phase even after
repeating the sintering+grinding step four times. ldeally we would repeat these steps a few
more times until a pure phase is attained, but restricted access to an oven that can reach such
high temperatures has hindered progress in the time frame of this thesis.

Yb,Zr,O7 Samples Phase Fraction (weight %)

Step in SS Sintering Sintering o _
YbsZr;012  YbyO3  ZrOz(monoclinic)  ZrO;(cubic)
Synthesis  Temperature  Time

0 - - - 61.5 38.5 -

1 1500°C 10h 37.0 39.6 23.0 0.4
2 1500°C 40h 61.9 23.3 13.3 1.5
3 1500°C 35h 75.3 12.4 10.2 2.0
4 1200°C 36h 77.1 11.8 8.2 2.9

Table 5.4 Phases present in Yby,Zr,O7 samples after each step in the solid-state synthesis.

ZrO,

before heating
after heating
unknown

Intensity (sqrt)

25 30 35 40 45
20

Figure 5.35 Comparison of the XRD pattern of ZrO, before and after being heated at 700°C.
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As an example, Table 5.4 shows the semi-quantitative phase composition, determined by QualX,
for the sample YbyZr,Tip—,O7 with x = 2.0 (YbyZr,07). We can see that the most stable
phase is the YbyZr;01; O-phase but there remains a significant amount of unreacted precursor
oxides in the sample even after repeating the sintering/grinding step four times. Note that
ZrO, is present both as a monoclinic phase (space group P2;/c, No.14) and cubic phase (space
group Fm3m, No. 225). Similar results, indicating a mixture of pyrochlore/fluorite phase with
precursor oxides, were obtained for the SS samples Yb,Zr, Ti,_,O; with x = 0.5, 1.0, 1.5.

We measured the XRD patterns of the precursor oxides used in the synthesis to confirm their
purity. We also wanted to investigate the change of color that the ZrO, underwent when
heated at 700°C (Figure 4.3). Figure 5.35 shows that the dark ZrO,, before heating, exhibits
two additional diffraction peaks when compared to the same sample after being heated. Note
that these patterns were measured on different instruments, therefore the peak profiles are
slightly different. We could not identify these additional peaks but believe that they indicate
reaction products of ZrO, with atmospheric gases. The XRD patterns of the ZrO, after heating
and of the other precursors matched those of reference data in the literature, confirming their

purity.

5.6.2 Qualitative Results

In this section we describe some qualitative or semi-quantitative results that do not depend
on Rietveld refinement. From now on, unless explicitly mentioned otherwise, we refer to
the SG YbyZr, Ti,_,O7 samples (synthesized by the sol-gel method) since the SS samples
(fabricated by the solid-state reaction) did not form a pure phase, except for Yb, Ti,O7. The
YbyZr, Tiy_,O; compounds with x < 0.5 crystallize in the pyrochlore structure, as evidenced
by the pyrochlore superstructure peaks, the first one appearing at 20 =~ 15°. The x =1.0, 1.5
compounds are fluorites and do not exhibit the superstructure peaks, although there is very
weak diffuse scattering at those positions, as will be discussed further in this section. The
x = 2.0 compound crystallizes in the non-cubic 6-phase, which is less symmetric than the
pyrochlore/fluorite phases, as is evident from the numerous weak peaks in the diffraction
pattern.

Vegard's law is an empirical rule that states that the lattice parameter of an alloy or solid
solution varies linearly as a function of its constituent elements or compounds. For instance,
stated in terms of the lattice parameter of the Yb,Zr, Ti,_,O; compounds it predicts that

a [szZI’XTiz_xO7] ~ (%) a [szzr207] + (1 — g) a [Yb2T|207] (530)

where we take 4 to signify either the fluorite subcell lattice parameter as or the pyrochlore super-
structure lattice parameter a,, so that we can compare the values across the pyrochlore/fluorite
transition. We chose 4, for ease of comparison with the predicted values given in Table 2.11.
Vegard's law is not a law in the usual sense, but rather a useful heuristic that often predicts
values that are close to the experimentally determined ones, although deviations from linear
behavior are observed in some cases [249, 250, 251].

The lattice parameter a of A;B,0y is expected to increase with average cation size, %(VA +73),
which intuitively makes sense considering a rigid-sphere approximation to the ions that compose
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the structure. The simplest way to determine the lattice parameter from the diffraction pattern
is by applying Bragg's law (5.1) to the position 205 of a strong reflection that is clearly
observable across the whole series of compounds.

Yb,Zr,Ti,,O; . SS 1500°C
'. =20
YDA N SR S

' l‘,, x=1.5
= : '-.
@ ' '.
c | '
g : -
< '- '

‘- x=0.5

., N N

\ 3 X=0.0

) .
28 30 32 34 36 38 40
20

Figure 5.36  The 111 and 200 fluorite peaks show an approximately linear shift in position with increasing x
for SS YbyZr, Ti;—,O; samples.

Figure 5.36 shows the 111 and 200 fluorite peaks and the almost linear shift in peak position
with increasing x for SS Yb,Zr, Ti,_,O; samples, due to the approximate linearity of the sine
function at low angles (0 =~ 15° or 6 ~ 18°) and Vegard's law (5.30). Note that although the

SS samples with x > 0.0 did not crystallize into a pure phase, the pyrochlore/fluorite/6 phases
are still the majority phases, so that we can use the strong reflections corresponding to those
phases even though other phases are also present.

Table 5.5 lists the 111 fluorite peak positions 205 for SS and SG Yb,Zr, Ti,_,O7 samples and

the equivalent pyrochlore lattice parameter a deduced from Bragg's law (5.1) and the relation
(5.6) between the lattice parameter and the plane spacing d,

d
~ 2sin6 2sin O
for the 111 peak.

a

Vh2 + k2 + 2 = i

V3 (5.31)

Figure 5.37 compares the experimental lattice parameter values for the SG and SS samples,
sintered at 1500°C, with the calculated lattice parameters in Table 2.11. All three sets of
calculated lattice parameters slightly overestimate the actual ones, although the slope is similar
to that of the experimental data. The values calculated by applying Bragg's law to the peak
maxima approximately agree with the more precise values obtained from Rietveld refinement
(Section 5.6.3), for instance a = 10.0334A ~ 10.0352A for the SS Yb,Ti,O; sample and
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SS SG
x  205°) aA)  205°) a(A)
0.0 30.8451 10.0334 30.6440 10.09767
0.15 30.651 10.09542
0.3 30.721 10.07296
0.5 30.7019 10.0791 30.4860 10.14875
1.0 30.3745 10.1851 30.4060 10.17482
1.5 30.0881 10.2798 30.2730 10.21847
2.0 29.9244 10.3347 29.9890 10.31299

Table 5.5 Peak maximum positions 265 for SS and SG Yb,Zr, Ti;_,O7 samples and the equivalent pyrochlore

lattice parameter a deduced from Bragg's law.
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Figure 5.37 Experimental lattice parameter values for both SG and SS samples and calculated
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a = 10.09767 ~ 10.09501A for SG Yb,Ti,O; sample. The slight differences are likely due to
peak asymmetry and sample displacement (see Section 5.4 for a discussion of these effects).
The Bragg method is still useful to extract approximate values and to compare the lattice
parameters of the SG samples with the SS samples, which were not refined due to the admixture
of minority phases. More precise values could also be obtained by performing a Le Bail fit
which, unlike Rietveld refinement, does not require phase information to deconvolute the XRD
pattern [252].

Yb,Ti,0,
SS 1500°C
SG 1500°C

Intensity

60.8 61.0 61.2 61.4 61.6

60.6

26

Figure 5.38 The 622 pyrochlore peak for the SG and SS Yb,Ti;O7 samples, clearly indicating their distinct
lattice parameters.

Both SS and SG Yb,Ti,O; samples were sintered at 1500°C for comparable periods of time
and fit well to the pyrochlore structural model (see Section 5.6.3), but the lattice parameter of
the SG sample is about 0.6% larger than that of the SS sample. To confirm this discrepancy
we measured a few of the most intense peaks for both samples after checking the instrument
calibration with a silicon powder standard (PDF#27-1402), whose peak positions have previ-
ously been determined to high precision. Figure 5.38 shows that the 622 pyrochlore peak is
clearly separated for these samples, and the deduced lattice parameters are consistent with
the values listed in Table 5.5 and those obtained from refinement.

Figure 5.39 shows how the 111 fluorite peak evolves with sintering temperature for the
YbyZr, Tir_,O; samples with x = 0.0, 0.15, 0.3. The intensities were normalized so that all
the peaks have the same height. It is difficult to pinpoint the transition temperature from the
lower-temperature fluorite to the higher-temperature pyrochlore structure since the samples
with T < 1200°C exhibit an intermediate kind of order, with local pyrochlore correlations that
do not extend to the long-range structure. The 111 fluorite peak widths markedly decrease
with rising sintering temperature, indicating the increased crystallinity of the samples sintered
at higher temperature.

As described in Section 5.4, the sample-induced broadening of the diffraction peaks arises
mostly due to the effects of crystallite size and strain in the crystal structure. Here we assume
that the broadening is caused by the size contribution and use Scherrer’s equation (5.14) to
determine the approximate crystallite size. Table 5.6 lists the crystallite size u for the SG
Yb,TipO7 samples, determined by the Scherrer method. These values are only approximate
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Figure 5.39 The 111 fluorite peak for SG YbyZr, Ti,_,O7 samples with x = 0.0, 0.15, 0.3, sintered at various
temperatures

700 <10
900 18
1000 28
1100 66
1200 89
1500 >300

Table 5.6 Crystallite size u for the SG Yb, Ti;O7 samples, determined by the Scherrer method.

146



T r 1 T 1 T
pyrochlore Yb,Zr,Ti, O,
superstructure x=10
."é‘
>
o
—
O
P
‘»
c
)
£
12 14 16 18 20 36 38 40 42 44
e e e e
10 20 30 40 50 60 70
20

Figure 5.40 Weak pyrochlore superstructure peaks in the XRD pattern of YbyZr, Tip—,Oywith x = 1.0.
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Figure 5.41 Weak pyrochlore superstructure peaks in the XRD pattern of YbyZr,Tip—,O7with x = 1.0,

visualized on a logarithmic scale.
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since they neglect the strain contribution to peak broadening and only serve to illustrate the
increase in crystallinity with higher sintering temperatures.

If the structure is on average a disordered fluorite but possesses some local correlations of
the pyrochlore type, we expect to see some diffuse scattering manifest as weak and broad
superstructure peaks. Figure 5.40 shows the weak 111, 331 and 442 pyrochlore superstructure
peaks (highlighted in the insets) in the XRD pattern of Yb,Zr, Tir_,O; with x = 1.0, while
Figure 5.41 shows the same XRD pattern on a logarithmic intensity scale, allowing us to
visualize on a single scale both the strong fluorite peaks and the weak pyrochlore superstructure
peaks that are hardly visible on the linear scale.

To quantify the amount of pyrochlore correlations we determined the ratio between the py-
rochlore superstructure peak intensities and the fluorite substructure peak intensities. The
improved crystallinity at higher temperature shifts some scattered intensity from the back-
ground to the fluorite Bragg peaks, greatly increasing their area, an effect not apparent in
comparisons such as in Figure 5.39, since the stacked diffractograms have been normalized.
For the x = 1.0, 1.5 samples the diffuse scattering remains at approximately the same intensity
when comparing the samples sintered at 900°C, 1200°C and 1500°C.

We considered the intensity ratio Iy11/Ip; of the 111 and 222 pyrochlore peaks, which cor-
111

respond to the fluorite 555 and 111 Miller indices. The intensity I depends only on the
total scattering power of the A and B cations combined, whether they are separated into two
distinct lattices, as in the pyrochlore structure, or randomly distributed on a single lattice, as in
the fluorite structure. On the other hand, the I;1; peak intensity depends on the difference in
scattering power between the two lattices, so that if the A/B cations are completely separated
on the pyrochlore 16d/16c¢ sites the intensity is maximal, whereas if they are randomly mixed

on the single fluorite 4a site the intensity is zero.

Thus I111, normalized by Iy, provides a measure of cation ordering, the separation into distinct
crystallographic sites, which is proportional to the degree of local pyrochlore correlations.
However these intensities (integrated area of the peaks) depend somewhat on the assumed
background level and on the function used to fit the peaks. This is particularly problematic
for the weak and broad superstructure peaks, since the base of the peak is hard do distinguish
from the background of the diffraction pattern. Thus the I111/I>y, intensity ratio serves as a
useful indicator of local superstructure correlations but is of arguable quantitative accuracy. It
is inversely correlated with the A/B inversion parameter s introduced in (2.16).

In order to compare the peak intensities we deconvoluted the diffractograms of the mainly
fluorite YbyZr, Tip,_,O7 samples with x = 1.0, 1.5, as a superposition of pseudo-Voigt functions,
an example of which is depicted in Figure 5.42. For some of the diffuse peaks the gaussian-
lorentzian mixing parameter 7 in (5.22) refined to a negative value since those peaks are very
broad, "super-lorentzian" in character. The negative 1 is unphysical but the integrated area
is very close to the value of a pure lorentzian fitted to the same peak. We tried using a
purely lorentzian peak profile for the diffuse peaks but the results were very similar, so to be
consistent we kept a pseudo-Voigt profile for all peaks.

Table 5.7 shows the ratio between the 111 and 222 pyrochlore peak intensities, I111/lx2;, for
the YbyZr, Tip_,O7 samples x = 1.0, 1.5. Figure 5.43 shows the normalized intensity (area of
the peak divided by the total area of all peaks) of the diffuse 111, 331 and 442 pyrochlore
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Figure 5.42 Diffractogram of YbyZr,Tip—»O7 with x = 1.0 (1200°C), deconvoluted as a superposition of
pseudo-Voigt functions.
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Figure 5.43 Normalized intensity of the diffuse 111, 331 and 442 superstructure peaks for the x = 1.0, 1.5
samples.
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T (OC) 1111/1222 (%)

x=10 x=15

900 1.63 1.12
1200 1.57 1.42
1500 0.68 0.23

Table 5.7 Ratio between the 111 and 222 pyrochlore peak intensities, I111/I222, for the YbyZr, Tip— Oy sam-
ples x = 1.0, 1.5.

T(C) L/l (%)

x=10 x=1.5

900 2.36 2.23
1200 1.20 0.97
1500 0.62 0.16

Table 5.8 Ratio between the combined intensity of the pyrochlore superstructure peaks, I,, to the combined
intensity of the fluorite peaks, Iy.

superstructure peaks for the same samples. The slight decrease from x = 1.0 to x = 1.5 can
be interpreted as a reduction in the drive to local pyrochlore ordering with increasing x.

Another rough measure of the amount of local correlations is the ratio between the combined
intensity of the pyrochlore superstructure peaks, I, to the combined intensity of the fluorite
peaks, Ir. We chose the angular range 26 < 70°, which contains the three most apparent
diffuse superstructure peaks and the five most intense Bragg peaks. Table 5.8 lists the ratio
I, /15 for the YbyZr, Ti;_ Oz samples with x = 1.0, 1.5, sintered at three temperatures.

The decreasing 111/l and I,/I ratios indicate that the local pyrochlore correlations become
less significant with increasing sintering temperature T. This is consistent with expectations
based on the tolerance factors, which predict a morphotropic phase transition at some inter-
mediary value of x, such that for compositions with higher x the disordered fluorite is the more
stable phase. Given that the x = 0.5 sample still possesses the pyrochlore structure, the exper-
imental value for the pyrochlore/fluorite transition is constrained by 0.5 < x < 1.0, somewhat
lower than the predicted values listed in Table 2.13. The x = 1.5 sample is further from the
morphotropic phase boundary than the x = 1.0 sample, in agreement with the decrease in
superstructure peak intensities observed in Figure 5.43.

5.6.3 Refinement Results

We tried to refine the structures of the Yb, TiO7 SS sample and of all the SG samples, sintered
at 900°C, 1200°C and 1500°C. However only a few of those samples (SS Yb,Ti,O; and SG
YbyZr, Tip—,O7 with x = 0.0, 0.15, 2.0) could be successfully refined. We discuss the results
of the successful refinements and some of the issues that prevented a satisfactory structural
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refinement of the other samples.

Figure 5.44 shows a refinement of the SS Yb, Ti,O; sample, with x> = 3.46. Figure 5.45 shows
the same refinement but using a logarithmic intensity scale, that allows closer inspection of
the small features close to the background level and of the less intense peaks at high angle.
Table 5.9 lists the structural parameters that resulted from the refinement.

As discussed in Section 5.4, the crystallite size y and microstrain € parameters should not be
considered very reliable, given that their effects on the peak profiles are hard to distinguish
using only laboratory XRD data and incorrect instrumental profiles could skew these values.
Nevertheless, their order of magnitude indicates that the crystal structure is relatively free of
internal stresses and the crystallites are reasonably large.

The parameters associated with the oxygen sublattice (x4gf, the site occupancies and Ujs,
values for Ogp, and Oygf), should also be considered somewhat unreliable since XRD is rather
insensitive to the oxygen ions. Therefore a site occupancy less than 1 for one of the oxygen
sites cannot be considered good evidence of oxygen vacancies. Due to this issue, when refining
the site occupancies we decided to constrain the oxygen ion occupancies by imposing a charge
neutrality condition, such as

16 occyp16d(+3) + 16 0ccij16c(+4) + 48 0cCo /ase(—2) + 8 0cco/g6(—2) = 0 (5.32)

where we assume the nominal valencies for all of the ions in the A,B,0O7 pyrochlore structure,
A3* B* and O%". In this way we are effectively determining the amount of oxygen vacancies
through the average cation valence, so if there is an excess of Yb as in the stuffed pyrochlore
A24:By_;07_» with z > 0, then there will be an oxygen deficit in the resulting structure
and similarly, a Ti excess when z < 0 would cause an oxygen excess compared to the ideal
stoichiometry. After the refinement has converged we can test its stability by removing the
constraint (5.32) to see if the values undergo significant changes.

Initially we refined the site occupancies freely but then fixed the value of the highest-occupancy
site (in this case the 16d Yb site) to equal 1. The refined occupancies for the other sites are
very close to their ideal values and according to this refinement there is a 1% — 2% excess
of Yb compared to Ti. We tried to vary the Ti occupation in small fixed steps to investigate
how the quality of the fit depends on this variable. When the difference from the nominal
occupancy was larger than = 3% the x? value increased, but there was no clear minimum for
smaller deviations (0.97 < occrijiec < 1.03).

The Uy, values are in the expected range and inversely correlated with the mass of the atoms,
also as expected. The Uj, value for the Ogy ions is less than that for the Ogg¢ ions, which
makes sense considering that the Og, ions are more tightly bound to the A3* cations.

Visual inspection of Figures 5.44 and 5.45 does not indicate any problems and the refined
parameters seem very reasonable, so although the x? is significantly larger than 1 we may
consider the structure to be well-refined. It would be interesting to test if additional sinter-
ing/grinding steps can improve the crystal structure, possibly allowing a refinement with a
lower x? value.
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Figure 5.44 A refinement of the SS Yb, Ti,O7 sample (linear intensity scale).
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Figure 5.45 A refinement of the SS Yb,Ti,O7 sample (logarithmic intensity scale).
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Figure 5.46 A refinement of the SG YbyTi,O7 sample (linear intensity scale).
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Figure 5.47 A refinement of the SG Yb,Ti,O7 sample (logarithmic intensity scale).
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Parameter Symbol Refined value Unit Occupation
lattice parameter a 10.03520 A
crystallite size U 1471 nm
microstrain € 389 10°°
oxygen coordinate Xagf 0.3284
isotropic Uiso (Ybisa) 0.00796 1.000
atomic Uiso (Tizec) 0.00995 A 0.9832
displacement Uis (Ogp) 0.01237 0.9883
parameters Uiso (Oasr) 0.01622 0.9908

Table 5.9 Results of the refinement of SS Yb,Ti, O, sintered at 1500°C.

Parameter Symbol Refined value Unit Occupation
lattice parameter a 10.09501 A
crystallite size u 1859 nm
microstrain € 640 10°°
oxygen coordinate Xagf 0.3327
isotropic Uiso (Ybieq) 0.02526 0.987
atomic Uiso (Tizec) 0.01517 It 1.012
displacement Uiso (Ogp) 0.02965 0.962
parameters Uiso (Ouasr) 0.05890 1.008

Table 5.10 Results of the refinement of SG Yb,Ti,O7, sintered at 1500°C.



Figures 5.46 and 5.47 show the refinements for the SG Yb,Ti,O; sample, sintered at 1500°C,
while Table 5.10 contains the structural parameters obtained from the refinement. As already
discussed in Section 5.6.2, the lattice parameter is about 0.6% larger than that of the SS
sample, which likely indicates some amount of structural disorder. Compared to the SS sample,
the crystallite size and strain values are both somewhat larger, while the x4g¢ coordinate is only
slightly increased.

In this case we constrained the cation occupancies to satisfy occyp 164 + 0CCTi/16c = 2 and
kept the charge neutrality condition (5.32). The refined values suggest a Yb deficiency of
about 2.5% although, as before, these estimates are not very reliable. The Uy, values are
significantly larger than the corresponding values of the SS sample, which could indicate small
static displacements from the ideal atomic positions that would also be consistent with the
increased lattice parameter.

We tried to refine the structure with some cation antisite exchange (as in Table 2.12) and
oxygen ions occupying the usually vacant 8a sites, but the refinements did not seem to improve
significantly and the additional parameters introduced more degrees of freedom, rendering the
results less trustworthy. For similar reasons it is not possible to detect variations from the
nominal valence of the cations using only conventional XRD.

Figures 5.48 and 5.49 show the refinement of the Yb,Zr, Ti,_,O; sample with x = 0.15, sintered
at 1500°C, and Table 5.11 lists the refined parameters.

Parameter Symbol Refined value Unit Occupation
lattice parameter a 10.09432 A
crystallite size u 517 nm
microstrain € 208 10°°
oxygen coordinate Xagf 0.3331
_ _ Uiso (Ybieq) 0.01180 0.991
Isotropic
. Uiso (Tizec) 0.01510 0.947
atomic 25
Uiso (Zr16c) 0.01510 A 0.053
displacement
Uiso (Ogp) 0.03464 1.025
parameters
Uiso (Ouasr) 0.05199 0.9913

Table 5.11 Results of the refinement of YbyZr, Ti,_,O7 with x = 0.15, sintered at 1500°C.

Since Ti and Zr occupy the same 16c site, their U, values were constrained to be equal and
their occupancies to satisfy occt; + occz, = 1. The refined values indicate slightly less Zr than
the nominal value, x = 0.106 instead of x = 0.150, and a 0.6% Yb deficiency. The other
parameters are similar to those of the SG Yb,Ti,O; sample, although the lattice parameter
is somewhat reduced, even though it would be expected to have slightly increased with the
addition of the larger Zr ion. Inspecting the refinement we note that the peak intensities of the
experimental data and refined model do not agree very well, some of them being overestimated
and others underestimated. This could due to various effects, such as a nontrivial amount of
cation site inversion.
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Figure 5.48 A refinement of YbyZr, Tir_O7 with x = 0.15, sintered at 1500°C (linear intensity scale).
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Figure 5.49 A refinement of YbyZr, Ti,—,O7 with x = 0.15, sintered at 1500°C (logarithmic intensity scale).
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Figure 5.50 Secondary peaks adjacent to the pyrochlore peaks for YbyZr,Tir—,Oy with x = 0.3, sintered at
1500°C.

x=0.3 x=0.5

Index  200in(°)  20sec(°) | Index  260,0in(°)  2605ec(°)

222 30.7 30.3 222 30.5 29.9
400 35.6 351 400 353 34.8
440 54.2 50.4 331 38.6 38.1
533 60.3 59.9 511 46.4 45.9
622 60.9 60.6 440 50.9 50.3
444 63.9 62.9 531 53.4 53.0

Table 5.12 Miller indices and positions of the main pyrochlore 26,,,;, and secondary 26, peaks for the
YbyZr, Tip—,O7 samples with x = 0.3, 0.5, sintered at 1500°C.
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The YbyZr, Ti_,O; samples with x = 0.3, 0.5 did crystallize in the pyrochlore phase but
exhibited some secondary peaks adjacent to the main pyrochlore peaks. Figure 5.50 shows an
example of such secondary peaks for Yb,Zr, Ti,_,O7 with x = 0.3, sintered at 1500°C. These
peaks do not seem to be associated to an impurity phase, since we could not fit them to any
of the phases in the structural database used for qualitative phase analysis.

Table 5.12 lists the Miller indices and positions of the main pyrochlore and unidentified sec-
ondary peaks for the Yb,Zr, Ti>_,O; samples with x = 0.3, 0.5, sintered at 1500°C. Note that
some of the secondary peaks are adjacent to the pyrochlore-specific peaks (those with odd
Miller indices), while some of them are adjacent to the fluorite peaks (those with even indices).
The secondary peaks cannot be due to the presence of a secondary pyrochlore phase, with
slightly larger lattice parameter, since only some of the peaks are split in this way, whereas if
there were another pyrochlore phase then all of the main peaks would have smaller left-side
companions.

We believe that these peaks are associated to static structural distortions of the pyrochlore
phase. Attempts were made to determine the distortion modes using the ISODISTORT [253]
and related programs from the ISOTROPY software suite [254], but the results were inconclu-
sive and no good match to the observed secondary peaks was found. We tried to index the
peaks to determine if there could be a reduction of the cubic symmetry to a lesser-symmetry
phase (tetragonal, orthorhombic, rhombohedral etc.), but the results also were inconclusive.

For the intermediate YbyZr, Tip_,O; samples, with x = 1.0 and x = 1.5, the refinement was
not as successful due to the local ordering that manifests as diffuse scattering, discussed
in Section 5.2. We may ignore this problem and treat the diffuse scattering as part of the
background by manually adding peaks to the background function. This can significantly
improve the quality of the fit (lower x? value) but the improvement is artificial since we are
disregarding some of the physically relevant structural information. The same considerations
apply to all of the YbyZr, Ti;_,O; samples sintered at 900°C, which possess a highly disordered
fluorite structure with some incipient local ordering that also could not be adequately refined.

We tried to model the local ordering by including more general, less symmetric sites (Table 2.1)
to the ideal pyrochlore coordinates (Table 2.6). In [230] it is noted that in refinements of
synchrotron diffraction data for Yb,Ti;O7 the Ti ions have a preference for the (x, x, x) 32e
sites, while the Yb ions show equal preference for the (0, y, —y) 96h and the (x, x, z) 96g sites.
Neutron diffraction indicated that the Ogy ions do not move, while the Ogg¢ ions tend to relax
to the 96g site. These conclusions are almost impossible to reproduce from our laboratory
diffraction data due to its limited resolution and statistics when compared to synchrotron and
neutron diffraction data.

We tried to refine the structures of the samples with dominant pyrochlore phase using var-
ious combinations of the more general positions mentioned above, but the refinements did
not systematically improve, often failing to converge or showing almost random increases or
decreases of x> when increasing site occupancies in small steps. This is not surprising since
the inclusion of more general sites for the atoms in the structure adds more complexity to
the model and increases the number of free parameters beyond what can reasonably be fitted
using laboratory x-ray data.
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Similarly for the samples with dominant fluorite structure, various possibilities were used to
try to fit the diffuse scattering at the superstructure positions, all unsuccessful. It seems that
a different approach is needed, since the aperiodically modulated local order that originates
the diffuse peaks cannot be adequately modeled using a conventional periodically repeating
unit cell. Techniques such as the pair distribution function (Section 8.2.2) are better suited
to capture the physics of such imperfectly crystalline structures. In summary, the x = 0.3, 0.5
pyrochlore samples display structural distortions that could not be unambiguously identified,
and the x = 1.0, 1.5 fluorite samples display some local ordering that is hard to capture with
Rietveld refinement.

The refinement for YbyZr, Tir,_,O; with x = 2.0, sintered at 1500°C, is shown in Figures 5.51
and 5.52 and the results listed in Table 5.13. The sample refined well with the YbyZr;0q, 6-
phase structure, which has a 4:3 ratio between Yb and Zr, though the nominal proportion is
1:1. It is possible that some Zr was lost during the sol-gel synthesis, given that the Zr precursor
tended to precipitate out of solution and stick to the glassware, as described in Chapter 4.
However we assume such losses to be at most on the order of a few percent, so we refined the
structure as a stuffed 6-phase, assuming equal proportions of Yb and Zr randomly mixed on
both the 3a and 18f sites, i.e. the stoichiometry is (Ybs5Zry5)Zr;01225, which is equivalent
to the Yb,Zr,O7 stoichiometry but with a different structure than the Yb,Zr,O7 fluorite.

We could relax the ¢ + 6d = 4 constraint (see Table 2.8) so that that A;B;01; could be
anywhere in between YbsZr;015 and (Ybs5Zrg5)Zr3012.25, but this would likely give unphysical
results given the large number of free parameters for the d-phase structure. Ideally a chemical
analysis should be performed on all Yb,Zr, Ti,—,O; samples to verify what the actual element
proportions are, so that we could fix those values in the refinement and focus our attention on
other parameters. Constraints were imposed to set the occupations of both cation sites equal
to one,

0CCyb/3a + 0CCzr /35 = 1

5.33
0CCyp18f + 0CCz /187 = 1 (5.33)
for a 1:1 Yb:Zr proportion,
3+18
30CCYb/3a +18 0CCvp/18f = 5 =10.5 (534)
and to ensure charge neutrality,
3 [(+3) 0CCyb/3a + (+4) occz,/3a]
+18 [(+3) occyp)1sf + (+4) 0CCZr/18f] (5.35)

+18{(~2) occonar1 + (=2) occoyisra| = 0
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Figure 5.51 A refinement of the SG YbyTi,O7 sample (linear intensity scale).
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Figure 5.52 A refinement of the SG Yb,Ti;O7 sample (logarithmic intensity scale).



Parameter Symbol Refined value Unit Occupation

o

_ a 965329 A
lattice parameters .

c 8.98761 A

crystallite size U 1001 nm

microstrain € 194 107°
Ui (Ybss)  0.02080 0.571
isotropic Uiso (Zr3a) 0.02080 0.429
atomic Uiso (Ybigs) 0.01583 A2 0.488
displacement Uiso (Zr18¢) 0.01583 0.512
parameters Uiso (O1g¢) 0.0315 1.052
Ui (O1r)  0.0315 0.990

Table 5.13 Results of the refinement of YbyZr, Ti»_,O7 with x = 2.0, sintered at 1500°C.

The oxygen ions at the two inequivalent 18f positions were constrained to have the same U,
displacement parameter, although not required by symmetry. Looking at the refinement in
Figures 5.51 and 5.52 we see that the peak heights are somewhat underestimated for the most
intense peaks whereas some of the weaker reflections in the lower angular range, 20 < 50°, are
slightly overestimated. The intense peaks correspond to the reflections of the parent fluorite
structure, of which the 6-phase is a distortion, while the weaker reflections are specific to
the non-cubic 6-phase. This led us to believe that there might be a certain amount of a
Yb,Zr,07 fluorite phase coexisting with the stuffed (Ybss5Zrg5)Zr;012 6-phase, or possibly a
mixture of the YbyZr;01, 6-phase with a cubic ZrO, fluorite.

Such a mixture of 6 and fluorite phases would explain a disproportional increase of the most
intense reflections fluorite reflections. However refinements of these proposed two-phase mix-
tures were not successful. We tried many variants of this scenario but in all cases either the
lattice parameter, crystallite size, strain or phase fractions of the fluorite diverged. Another
possibility is that the cations are not completely disordered on one or both of the cation sites,
but rather that these sublattices may possess some kind of partial order. We did not investi-
gate this possibility since we do not know how to establish a model that is general enough to
represent the numerous possibilities for cation ordering, while being sufficiently discriminating
to distinguish these options.
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5.6.4 YbyZr,Ti,_,O; Phase Diagram

Considering all of the information obtained from the Rietveld refinements and the qualitative
results from Section 5.6.2, Figure 5.53 shows an approximate temperature-composition phase
diagram for the Yb,Zr,Ti,_,O7; compounds. The vertical axis is the sintering temperature T,
while the horizontal axis is the composition x (bottom label), that can also be thought of as
the average B*" cation radius in the A,B,0 structure (top label). The black symbols indicate
the synthesized samples while the colors represent the structure: blue = pyrochlore, red =
fluorite, green = O-phase.

This phase diagram is not meant to be quantitative or exact but rather intends to illustrate
some general conclusions we might draw from the structural information extracted from diffrac-
tion data. The first conclusion is that a higher sintering temperature improves the crystallinity
of the samples, giving rise to the energetically most stable phase, which makes intuitive sense
from a thermodynamics perspective. The most stable high-temperature phase is the pyrochlore
for x < 0.5, the defect fluorite for x = 1.0, 1.5, and the 6-phase for x = 2.0. The samples
sintered at 900°C are not fully equilibrated and are highly disordered.

The second conclusion is that the amount of structural disorder is loosely proportional to the
amount of Zr in the composition (proportional to x), although it is arguable if the 6-phase
that occurs for x = 2.0 is more disordered than the defect fluorite at x = 1.5. The effects
of sintering temperature T and composition x interact so that, for instance, the transition
temperature from fluorite to pyrochlore of the samples with x < 0.5 increases with x.
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Figure 5.53 Approximate temperature-composition phase diagram for the Yb,Zr, Ti;_,O; compounds. Col-
ors represent the structure: blue = pyrochlore, red = fluorite, green = 6-phase.
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CHAPTER

Raman Spectroscopy

In Section 6.1 we introduce Raman spectroscopy and the use of group theory to analyze
vibrational modes of solids, and in Section 6.3 we present and discuss the experimental results
for the Yb,Zr, Ti, O samples. The general information on spectroscopy and applications of
group theory to materials science were extracted from [255, 256, 257, 258, 259, 260, 261, 262,
263, 264, 265, 266).

6.1 Introduction

Raman spectroscopy is an analytical technique where light shines on a sample and the inelasti-
cally scattered light provides information on the vibrational modes of the molecules or crystal
structure of the material. It is widely used in chemistry and other fields to analyze chemical
composition by "fingerprinting" the molecules present in a sample through their characteristic
vibrational modes.

The basic principle is that a monochromatic light beam, generated by a laser, excites a molecule
and the light is scattered either elastically or inelastically, as depicted in Figure 6.1. Most of the
light is scattered elastically in the process known as Rayleigh scattering, however this strong
elastical component of the scattered light carries no chemical or structural information with
it. On the other hand, the inelastically scattered light does carry such information, since the
energy shift of the scattered photons allows the vibrational modes of the molecule or structure
to be inferred.

In order for a photon to be scattered inelastically it needs to interact with some excitation of the
sample, gaining or loosing energy. After an inelastic scattering event the scattering molecule is
in a different vibrational state, so that the photon energy shift allows the determination of the
vibrational energies of the molecule. The scattered light with increased wavelength (decreased
frequency) is called the Stokes component whereas the light with decreased wavelength (in-
creased frequency) is called the anti-Stokes component. A photon energy gain during the
scattering process requires the scattering molecule to be in and excited state, while an energy
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Figure 6.1 Molecule excited by monochromatic light scattering both elastically and inelastically [267].
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Figure 6.2 Scattering processes visualized on an energy level diagram and the resulting spectrum [267].
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loss can always occur, as illustrated in the energy-level diagram in Figure 6.2, where the virtual
levels correspond to short-lived excitations of the scattering molecule.

Assuming a typical Boltzmann population of energy states this implies that the anti-Stokes
component is weaker than the Stokes component, so usually only the Stokes side of the
Rayleigh peak is considered in Raman spectroscopy. Anti-Stokes scattering is also somewhat
harder to interpret since it requires considering the population of the higher-energy states,
while Stokes scattering more directly probes the available energy levels. At low temperature,
due to the thermal depopulation of the higher states, the anti-Stokes component vanishes and
Stokes scattering provides a cleaner view of the actual energy level structure than it would at
higher temperature.

Raman spectra are commonly given as plots of scattered light intensity as a function of the
shift in wavenumber ¥ (the inverse wavelength, # = 1/A), although the wavenumber is often
colloquially called a frequency. The energy shift AE of a photon is related to the shifts in
frequency Av and wavenumber A by

AE =hAv = hc A(1/A) = hc AV (6.1)

so that a shift in wavenumber has units of cm™ and is proportional to the energy and frequency
shifts. In this way the spectrum is independent of the laser wavelength, which would not be
the case if the shift in wavelength AA were used as horizontal axis for the spectrum.

Figure 6.3 shows a schematic representation of a Raman spectroscopy setup. A monochromatic
light beam is generated by a laser and impinges onto the sample. The laser wavelength can
be chosen according to the application to avoid fluorescence and luminescence of the samples,
effects that can detrimentally impact the spectroscopic data. The light scattered by the sample
is then focused and guided into a spectrometer, where the intense Stokes line is filtered out, a
diffraction grating disperses the light into its components and the intensity at each wavelength
is measured by a detector.

Infrared (IR) spectroscopy is conceptually similar to Raman spectroscopy but the selection rules
for vibrational modes to be Raman- or IR-active differ. In IR spectroscopy the wavelength of the
incident radiation, usually in the infrared region of the electromagnetic spectrum, is varied and
the absorption by the sample is measured, while in Raman spectroscopy the source wavelength
is fixed and only relative energy shifts induced by inelastic scattering are observed. The Raman
effect is based on the interaction between the electron cloud of a molecule and the electric field
of the incoming light, which can polarize the molecule, inducing a dipole moment, whereas IR
absorption depends on the direct interaction of the molecular dipole moment with the electric
field of the light.

An electromagnetic field E can induce an electric dipole moment y, , in a molecule and these
quantities are linearly related by the polarizability tensor «,

Y, = «E (6.2)

in the weak field limit (this linear approximation is not applicable if the field is very strong).
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Figure 6.3 Schematic representation of a Raman spectroscopy setup [268].

Letting v stand for a coordinate assigned to a vibrational mode, for instance a bond length or
angle between two bonds, the mode will be Raman-active if

do

0 #0 (6.3)
and IR-active if

M

% #0 (6.4)

where p is the total dipole moment of the molecule. In other words, IR absorption requires
a change in the dipole moment of the molecule with the vibrational motion, while Raman
scattering requires a change in the polarizability of the molecule when vibrating.

Some vibrational modes can only be detected with one of these techniques and often transitions
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that have large Raman intensities have only weak IR intensities and vice versa. A notable
example of this is the rule of mutual exclusion, which states that for centrosymmetric molecules
(those that possess a center of symmetry) no normal modes can be both IR and Raman active.
Therefore these two techniques are often used in combination since they provide information
that is highly complementary.

To explain how group theory is used to interpret vibrational motions we use the simple example
of a water molecule, H,O. This molecule possesses four symmetry operations: E, C,, ¢ and
o’, depicted in Figure 6.4. E is the identity operation, C; is a rotation by 7t = 180° about the
vertical axis, and g, ¢’ are two reflections (mirror planes) as indicated in the figure. These four
symmetry elements form the group C,,, with the multiplication table given in Table 6.1, where
multiplying two symmetries means composing them sequentially to obtain another symmetry.

gunn "a,

“sanfuun®

G g

Figure 6.4 Symmetries of H,O molecule.
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Table 6.1 Multiplication table for the group Cp,.

For many applications in mathematics and in science it is useful to consider group repre-
sentations, which are more concrete instantiations of the structure of an abstract group. A
representation of a group is a set of square matrices such that a matrix M, is assigned to
every group element ¢, and the matrix multiplication mirrors the structure of the group, i.e.
if f, g, h are three group elements and fg = h then My M, = M,

The dimension of a representation is defined as the dimension of the matrices that compose
it. A group can have representations of arbitrary dimension, but all except a few of these
representation are reducible, meaning they can composed from the fundamental irreducible
representations. The character of a group element is defined as the trace of the corresponding
matrix. Characters are very useful since they simplify the higher-dimensional matrices down to
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one-dimensional numbers while preserving much of the essential information about the group's
structure contained in the matrices of a representation.

In the case of the C;, group that describes the symmetries of the H,O molecule there are four
irreducible representations and all of them are one-dimensional, so that the 1 X 1 matrices are
effectively just numbers that are trivially equal to the characters. Table 6.2 shows a character

table for the group C,,, a list of characters for each of the four irreducible representations
All AZ/ Bl/ BZ-

lrrep | E C o 0o
A |11 1
Ay |1 1 -1 -1
B, |1 -1 1 -1
B, [1 -1 -1 1

Table 6.2 Character table for the group Cy,.

A molecule containing n atoms will in general have 3n degrees of freedom, but three of those
correspond to translations of the entire molecule and another three correspond to rotations of
the whole molecule. These translations and rotations do not change the shape of the molecule,
so that there remain 3n — 6 degrees of freedom that correspond to vibrations (distortions) of
the molecule. Thus the H,O molecule has 3 X 3 — 6 = 3 vibrational modes, which can be
classified as symmetric stretching, antisymmetric stretching and symmetric bending of the
H—O bonds, illustrated in Figure 6.5.

Symmetric Stretch Antisymmetric Stretch Symmetric Bend

Figure 6.5 Vibrational modes of H;O molecule.

Vibrational Mode E C, o o | lrrep
Symmetric Stretch 1 1 1 1 A
Antisymmetric Stretch | 1 -1 1 -1| B
Bend 1 1 1 1] A

Table 6.3 Symmetry properties for each vibrational mode of the H,O molecule.

Considering how each of these vibrational modes is affected by the C,, symmetry operations
we may assign each mode to one of the irreducible representations of the group, as shown in
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Table 6.3. The symmetric stretching and bending modes are invariant under all four symme-
tries, while the antisymmetric stretching mode is transformed into its inverse under the C,
and ¢’ operations. Comparing with the character table (Table 6.2) we can assign each mode
to an irreducible representation (irrep).

The assignment of an irreducible representation to a vibrational mode is useful since it dictates
whether the mode is IR or Raman-active. In a manner analogous to the vibrational modes
we may consider how a component of a dipole or quadrupole transforms under the group
symmetries. The selection rules for IR and Raman activity are that a mode is IR-active if it
transforms as a component of a dipole (x, y, z) and Raman-active if it transforms like the
components of a quadrupole (xz, yz, z?, xy, yz, xz). This difference originates in the different
physical mechanisms for IR absorption and Raman scattering, relating to changes in the dipole
moment or in the polarizability tensor, respectively.

In the case of the H,O molecule, both A; and By are IR and Raman-active, so that we expect
three coincident bands in the IR and Raman spectra. For more complex molecules it is not
as common for modes to be both IR and Raman-active and some modes might not be active
at all. Group theory considerations only bring us so far, they cannot predict the intensities or
frequencies of the observed bands in experimental spectra, which would require knowledge of
additional parameters such as atomic masses, force constants and molecular environment.

6.2 Pyrochlore Raman Modes

Up to now the examples were phrased in terms of molecules for simplicity, but the principles
apply equally well to groups of atoms in a solid structure. Raman spectroscopy probes the local
bonding in a solid, within a unit cell of the crystal structure. Thus the powder crystallite size
has no effect on the peak shape in a Raman spectrum, except for extremely small crystallites
such as nanoparticles. This is in contrast to x-ray diffraction, which probes the structure on
larger length scales, over many unit cells, and is not very sensitive to the local order. Raman
and Infrared spectroscopy are ideal to investigate amorphous or only partially crystalline systems
since they do not require a periodic unit cell, as do diffraction experiments. For the pyrochlore
compounds they can provide valuable information, especially on the oxygen sublattice.

The laser wavelength A, on the order of 500nm, is much larger than the typical dimension a of
the unit cell of a crystal structure, on the order of Inm. The photon wavevector k is inversely
proportional to its wavelength, k oc A™! < a1, so effectively k ~ 0, at the zone center, since

the dimensions of the Brillouin zone are proportional to a~'.

Phonons are the quantized version of the elastic vibrations in a solid, analogous to how photons
are the quantized particles corresponding to light waves. The relationship E(p) between energy
and momentum of a phonon, or equivalently, w(k) between frequency and wavevector, is called
the dispersion. Phonons can be classified as optical or acoustical according to their behavior
at the Brillouin zone center (k = 0). Acoustical phonons have a linear dispersion w o k so that
their frequency tends to zero close to the zone center, while the frequency of optical phonons
tends to a finite value at the zone center, w = cst. The adjective 'optical’ already reveals that
it is these phonons that interact with photons, which have a finite energy but lie close to the
zone center, k =~ 0.
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A useful tool for determining the theoretical vibrational modes of a structure is the Symme-
try Adapted Modes calculator [269], available on the website of the Bilbao Crystallographic
Server [270]. Given a CIF file of the crystal structure, the program calculates the irreducible
representations to which each vibrational mode belongs.

The symbols used to denote irreducible representations are known as Mulliken Symbols and
provide some information on symmetry properties: A or B stand for non-degenerate (one-
dimensional) irreps, E for doubly degenerate (two-dimensional) irreps, F or T for triply-
degenerate (three-dimensional) ones etc. Subscripts such as g and u signify that the modes
have even or odd parity with respect to inversion symmetry, and so on.

Theory predicts 26 vibrational modes for the Fd3m (OZ) pyrochlore group, 25 of which are
optical,

1—'zzcousific = Tlu

6.5
Foptical:A1g+3A2u+3Eu+Eg+4T2u+4T2g+7T1u+2Tlg ( )
Of these the Raman (R) and infrared (IR) active modes are
IR =A, +E,+4T
R 1g g 2g (66)
T'ir =7 T
Similarly for the Fm3m (0?) fluorite structure
Locoustic = Thu
roptical = TZg + 2T (67)
I'r =Ty
I'ir = 2Ty
and for the R3 (C3,) o-phase structure
Cocoustic = Au +! E, + E,
Topticat = 12 A4 + 13 A, + 12'Eg + 13'E, + 12°E, + 13°E, (6.5)

Tr=12A, +12'E, + 12°E,
I'x=13A, + 13'E, + 13%E,
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For a pyrochlore with mixed cations on the B site, A;B,B',_,O7 the representations are

Locoustic = T1u

Foptical = Alg +4A,,+4E, + Eg +5Ty, + 4T2g +9T, +2 Tlg
Iz :A1g+Eg +4T2g
I'ir =97,

(6.9)

so that the Raman-active modes are the same but two additional IR-active modes exist. If
structural disorder is included then there may be additional Raman-active modes, so it is
difficult to determine the active modes for the disordered fluorite structures that display local
distortions from the average structure, as is the case with our Yb,Zr, Ti;_,O7 samples. In those
cases we try to reason from analogy to the vibrational modes of the pyrochlore structure, but
further work is required to figure out what is the best approach to deal with such partially
disordered structures.

The assignment of vibrational modes to the observed peaks in the Raman spectra of py-
rochlore compounds is controversial and not consistent among all publications concerned with
the pyrochlore and related fluorite compounds. We considered the reported assignments of
vibrational modes in many publications [271, 272, 273, 274, 275, 276, 277, 278, 279, 280,
281, 282, 283, 284, 285, 286, 287, 288, 289, 290, 291, 220, 292, 80, 293, 224, 294, 295,
296, 297, 298] to arrive at the most plausible interpretation, however we cannot guarantee the
correctness of all of the information presented here.

In order to assign a frequency to a certain vibrational mode the force constants of a structure
are required, but these are difficult to measure directly. Polarized Raman spectroscopy, in
which the monochromatic laser beam is polarized and the orientation of the sample is varied,
can be used to determine the polarization and orientation dependence of the vibrations and
thereby assign frequencies to the normal modes if the crystal structure is known, however this
technique requires single crystal samples.

Each of the vibrational modes is generated by a combination of bonds stretching and bending
simultaneously, so that we cannot immediately draw conclusions on the nature of the bonds
(distances, angles, force constants) solely from the observed frequencies of the modes. For
instance, the E; mode has dominant contributions from A—O stretching and O—B—0 bending
and smaller contributions from other bonds. To simplify the notation in this chapter, we let
O stand for the Oug; site and O’ for the Og, site in the pyrochlore structure.

In [277] the force constants for the Yb,Ti,O7 pyrochlore structure are reported, based on a
model with nine force constants, including repulsive O—0O, O—O’ interactions, attractive Ti—0,
Yb—0O, Yb—OQ' interactions and O—Ti—0, O-Yb—0, O-Yb—0’ bending force constants. The
force constants were adjusted to fit the experimental Raman and IR spectra reported in [294]
and the resulting values are listed in Table 6.4. The O—-Ti—O bending force constant is
dominant and is assigned to the highest frequency T, Raman and Ty, IR modes.

Table 6.5 lists the calculated ¥, [277] and experimental ¥y, [294] frequencies for the vibra-
tional modes of the Yb,Ti,O7 pyrochlore structure. The agreement is reasonably good and
the model predicts two bands that were not observed, at 323cm~! and 518cm™!, possibly due
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Stretch/Bend Force Constant (N m™!)

O'-Yb-0O' 3.2
O-Yb-0 8.2
O-Ti-0 255
O-Ti-0O 43.4
0-0' 215
0-0 24.6
Yb—-O 8.0
Yb-0O' 8.0
Ti-0 41.7

Table 6.4 Force constants for the Yb,Ti;O7 pyrochlore structure [277].

Mode Ve (cm™)  ¥eyp (cm™)

A 520 525
E, 323 -
611 590
o 518 -
331 320
220 220
560 570
458 450
304 400
T, 262 270
238 235
136 136
74 75

Table 6.5 Calculated ¥, and experimental ¥y, frequencies for the vibrational modes of the Yb,Ti»O7 py-
rochlore structure [277].
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to a poor signal to noise ratio for the measured spectra. The 39 normal coordinates associated
with the zone-center phonons in the model are given in [277]. Some of the modes observed
in our Raman spectra occur at frequencies that closely correspond to those of the IR-active
modes. Table 6.6 lists the dominant bond stretching or bending motions contributing to each
of the Ty, IR modes for the Yb, Ti,O; pyrochlore structure, according to [299].

Stretch/Bend Frequency (cm™)

O'-Yb-0O' 119
O-Yb-0 134
Yb—TiOg 240
O-Ti-0 290
Yb—-O 430
Yb-O’ 458
Ti—-0 573

Table 6.6 IR modes for the Yb,Ti;Oy pyrochlore structure, according to [299].

6.3 Experimental Results

The instrument we used is a Horiba T64000 Raman spectrometer with a 2mW, 532nm green
laser and a diffraction grating with 1800 lines/mm, located at the Federal University of ABC
(UFABC). The measurements were performed by Dr. Dimy Nanclares Fernandes Sanches, a
researcher at UFABC. All of our measurements were performed at room temperature. Initially
we measured polycrystalline silicon to check the calibration of the instrument, since silicon has
a very well-defined peak, shown in Figure 6.6. The measured value for the peak maximum,
at 7 = 521.1cm™!, agrees well with the reference value for stress-free single-crystal silicon,
7 =520.9cm™! [300].

We measured Raman spectra of the precursor oxides used in the synthesis and compared
them with data from the literature to confirm that the precursors did not exhibit impurities.
Figure 6.7 shows a comparison of the Raman spectrum of the precursor oxide Yb,O3 with
digitized data from [301]. The agreement is good except for a small difference at 7 ~ 310cm™*.
The spectra of the other precursor oxides also agreed well with data from the literature.

Raman spectroscopy is useful to determine the phase composition of the samples during the
intermediate steps in the synthesis, clearly indicating whether a pure phase was achieved. As
discussed in Section 5.6.2, the SS samples (except for Yb,Ti,O7) did not form a pure phase.
Figure 6.8 shows the Raman spectra of the SS and SG Yb,Zr, Ti,_,O; samples with x = 1.5.
Comparing the Raman spectra of these samples it is evident that they did not form the same
phase, while the XRD patterns only display much more subtle differences.

In Figure 6.9 the spectra of the SS and SG Yb, Ti,O; samples are compared. It is apparent that
the SG sample peaks are slightly broadened and that there are notable peaks at ¥ ~ 120cm™!,
600cm™!, 710cm™! that are hardly visible in the SS sample spectrum. A broadening of the

peaks in the spectrum can occur if the local crystalline environment suffers slight variations
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Figure 6.6 Peak in Raman spectrum of polycrystalline silicon.
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Figure 6.7 Raman spectra of the precursor oxide Yb,O3, compared with data from the literature.
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Figure 6.8 Raman spectra of the SS and SG Yb,Zr, Ti,_,O7 samples with x = 1.5.
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Figure 6.9 Raman spectra of the SS and SG Yb,Ti;O; samples.
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over the sample volume excited by the laser. Therefore the observed broadening for the SG
Yb, Ti,O7 sample is indicative of structural disorder, in agreement with the increased lattice
parameter, also argued to be a sign of disorder in Section 5.6.3.

Position (cm™) ~ Mode  Stretch/Bend

120 Ty, O'=Yb-0O'
300 To, O0-Yb-0
520 Aqg O-Ti-0O
600 Tog O-Ti-0O
710 harmonics Ti—0¢

Table 6.7 Modes assigned to each of the five clearly visible peaks in the spectrum of the SG Yb, Ti;O7 sample,
along with the dominant bond stretch or bend contributing to that mode.

Table 6.7 lists the modes assigned to each of the five clearly visible peaks in the spectrum
of the SG Yb,Ti,O; sample, along with the dominant bond stretch or bend contributing
to that mode. Notably, the peak at ¥ ~ 120cm™~! corresponds to an IR-active Tj, mode.
The T7, modes should not be Raman-active for an ideal pyrochlore structure but we argue
that structural disorder breaks the exact site symmetry, altering the selection rules that dictate
which vibrational modes should be Raman or IR-active. Small distortions of the BOg octahedra
or displacements of the A ions could break the symmetry sufficiently to generate significant
spectroscopic intensity at excluded positions while still being exceedingly small to detect with
x-ray diffraction.

Since the Ty, mode at 7 ~ 120cm™! is related to the O'=Yb—0O' bending motion, we believe

that a slight displacement of the A3* ion from its ideal position accounts for the Raman activity
of this mode. The SS Yb,Ti;O; displays almost no intensity at this position (Figure 6.9) indi-
cating that the A3* ion is very close to its ideal position in the unit cell. These conclusions are
consistent with the threefold increase of the refined isotropic atomic displacement parameter
for the A%* ion in the SG Yb,TiO; sample, when compared to the SS sample (Tables 5.9
and 5.10). As discussed in Section 5.5, the displacement parameters can absorb the effects of
static displacements of the atoms, in addition to their dynamical thermal motion.

The peak at 77 =~ 750cm™! is believed to correspond to harmonic overtones of the other vibra-
tions, mostly associated to the Ti—Og octahedron. The broad band from # =~ 700cm~'-900cm~!
has a rather unusual asymmetric shape, probably being a superposition of more than one peak.
The interpretation of similar features in the Raman spectra of other pyrochlores is varied and

it seems that no one has reliably identified the cause of these higher-frequency bands.

In Figure 6.10 the Raman spectra for the SS and SG Yb,Ti,O; samples are compared with
data from the literature [278, 282, 294]. The general agreement is good, although the SG
sample clearly shows increased intensity in the 600cm™'—800cm™! region and the peak at
120cm™! is more pronounced than in the literature sources. There are small differences in the
peak positions, although we hesitate to interpret these as physical effects since they could be
artifacts of the data digitization procedure. These spectra were normalized by the height of
the most intense Ty, peak at 7 ~ 300cm™!, but the heights of the background and smaller

176



Yb,Ti,O,
SS 1500°C

Mishra
Lyashenko

Intensity

200 400 600 800 1000
Raman shift (cm™)

Figure 6.10 Raman spectra for the SS and SG Yb,Ti;O; samples compared with data from the literature
[278, 282, 294].

peaks could be affected by a background subtraction that might have been performed by the
authors without explicitly mentioning it.

In principle the Raman technique could be used to determine the structural transition from
fluorite to pyrochlore but for our Yb,Zr, Tir_,O; samples it is rather difficult to differentiate
the two phases, given that the local structure of the fluorite samples is closer to that of the
pyrochlore phase than of the completely disordered defect fluorite. Figures 6.11 and 6.12 show
the spectra of the Yb,Zr, Ti,_,O; samples with x = 0.5, 1.5 sintered at 900°C, 1200°C and
1500°C. According to their Raman spectra all of these samples possess some local pyrochlore-
type order, although according to x-ray diffraction the x = 0.5 (900°C) and all three x = 1.5
samples possess a fluorite structure. The most notable difference is the absence of the Ay,
peak at 7 ~ 520cm™! for the fluorite samples. We propose to use the presence or absence of
the Ay, peak as an indicator of whether the long-range structure is a pyrochlore or fluorite,
respectively.

Figure 6.13 shows the spectra of the Yb,Zr,O; sintered at 900°C and 1500°C. XRD indicates
that the sample sintered at 900°C possesses a fluorite structure, while the Raman spectrum
shows similarities to the O-phase spectrum of the sample sintered at 1500°C. Therefore it
seems likely that the sample sintered at 900°C possesses some local order akin to that of the
0-phase, analogous to the local pyrochlore-type order present in the x = 1.0, 1.5 compounds
of the Yb,Zr,Ti,_,Oy series. Unfortunately we did not measure the Raman spectrum of the
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Figure 6.11 Raman spectra of the YbyZr, Ti»_,O7 samples with x = 0.5.
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Figure 6.12 Raman spectra of the YbyZr, Ti,—,Oy samples with x = 1.5.
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Figure 6.13 Raman spectra of the YbyZr,O; samples, sintered at 900°C and 1500°C.
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Figure 6.14 Raman spectrum for the YbyZr,O7 sample compared with data for YbyZr301, from the literature
[281].
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Yb,Zr,O; sample that was sintered at 1200°C.

Figure 6.14 shows the Raman spectrum for the Yb,Zr,O; sample compared with data for
YbyZr;01, from the literature [281]. There are clear similarities between these spectra, in
particular the peak positions seem to agree well although in the Yb,Zr,O; spectrum the peaks
are not as well separated and somewhat broader than those of the YbyZr301, spectrum.

The YbyZr301, sample was sintered at 1200°C for a whole month, so that the crystal structure
was likely better than that of our sample. In our sample the structure is that of a stuffed o-
phase, since the nominal stoichiometry of our sample is Yb,Zr,O; instead of YbsZr;015, as
discussed in Section 5.6.3. It seems that the spectrum of the 900°C Yb,Zr,O; sample could
be considered as a superposition of the broad featureless band characteristic of completely
disordered fluorites with the sharper peaks corresponding to the 6-phase.

The intrinsic peak profile of a vibration in a solid is represented by a Lorentzian function [302],
although this derivation is based on an idealized model of a solid and neglects several factors
that can alter the experimental peak shape. In particular, instrumental contributions can often
be modeled as Gaussian, so that the convolution of the intrinsic and instrumental profiles is
a Voigt function (5.19), which can be approximated by a pseudo-Voigt function (5.22). A
range of empirical peak shapes have been proposed for various applications where the peak

shapes provide important information on the physical and chemical properties of the system
[303, 304].

The area of a Raman peak is proportional to the number of units in the sample that are
vibrating, while the height of the peak depends on the number of units vibrating at the me-
dian frequency. If the vibrating units in the solid are subjected to slightly different crystalline
environments then their frequency distribution will broaden, diminishing the height of the peak
while the area remains constant. Therefore the intensity of a mode is more appropriately cap-
tured by its area rather than its height. To extract the intensities it is necessary to deconvolute
the spectrum into a superposition of individual peaks.

We performed deconvolutions of the Raman spectra with Fityk, an open-source software for
nonlinear curve fitting that can be used to analyze data from techniques such as powder diffrac-
tion, chromatography, photoluminescence, photoelectron, infrared and Raman spectroscopies
[305]. As an example, Figure 6.15 shows a deconvolution of the Raman spectrum for the SG
Yb, Ti,O7 sample sintered at 1200°C, and Table 6.8 lists the positions, widths and intensities
of the fitted Lorentzian peaks.

When comparing peak fits of our Raman data using different fitting functions the peak centers
are similar while some differences in the peak intensities arise. Since we do not require accurate
values for peak intensities we restricted ourselves to using a Lorentzian profile, which proved
to be a good approximation to the experimental peak shape. We tried using a pseudo-Voigt
profile but due to the increased number of free parameters (including the Gaussian-Lorentzian
mixing parameter) the fitting procedure proved to be very unstable, often diverging.

It is common practice to subtract a smooth background function from the experimental Ra-
man spectra, similar to the background subtraction performed in Rietveld refinement of XRD
patterns. The diffuse background of a Raman spectrum is due to instrumental noise and other
sample related effects, including fluorescence and luminescence. These contributions are hard
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Figure 6.15 Deconvolution of the Raman spectrum for the SG Yb, Ti,O; sample sintered at 1200°C.

Position (cm™) FWHM (cm™) Area (%)

115 57 8.3
205 134 14.5
301 74 37.9
378 98 8.0
529 36 7.1
609 80 6.4
715 65 4.7
770 179 13.1

Table 6.8 Position, FWHM and percentual area of the Lorentzian peaks fitted to the Raman spectrum of
the SG Yb,Ti,O; sample, sintered at 1200°C.
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to estimate, so the subtraction of an arbitrary smooth background function is useful especially
when the signal to noise ratio is poor and the relevant information is contained in the peak
positions.

C d

Figure 6.16 Examples of two highly overlapping peaks. The positions and widths of the peaks are fixed
while the intensity of the leftmost peak increases from panel a to panel d.

In our work we tried subtracting a background polynomial of degree ~ 2 — 7 to facilitate
comparison between different samples but this made the peak deconvolution procedure more
difficult. Since the background is asymmetric with respect to peak center, the peak baseline is
affected by the subtraction of the background curve and the symmetric Lorentzian peak profile
cannot account for the asymmetry thus introduced. Due to this issue we only considered the
raw spectra, without background subtraction.

Highly overlapping peaks can cause problems if the expected peak locations are not known, as
illustrated in Figures 6.16 and 6.17. In Figure 6.16 the positions and widths of the peaks are
fixed while the intensity of the leftmost peak increases from panel a to panel d. Since only the
additive signal of the two unresolved peaks is observable this could be interpreted as a shift in
peak position to lower frequency, even though both peaks have fixed positions and widths. In
Figure 6.17 the leftmost peak remains fixed while the width of the large peak increases from
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Figure 6.17 Examples of two highly overlapping peaks. The leftmost peak remains fixed while the width of
the large peak increases from panel a to panel d.
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panel a to panel d. The unintuitive appearance of the superposition could lead to a similar
erroneous interpretation.

We performed deconvolutions of the spectra using anywhere from five to eleven peaks and
predictably the fit improved with the number of peaks but the results were probably not
physically significant. When using eight or more peaks we could obtain different equally good
fits by changing the initial parameters (peak centers, intensities and widths), so that the results
cannot be considered trustworthy without a consistent physical reason for expecting peaks at
specific frequencies.

For instance, the location of the E, peak, expected at ¥ ~ 330cm™!, varied significantly
depending on the peak-fitting function and similarly the broad band at # ~ 750cm™ could not
be reliably separated into its components since the number and shape of the assumed peaks
unpredictably affected the results. Due to these kinds of issues we hesitate to trust the results
of deconvolution and decided to use only the most intense, clearly visible peaks. Assuming
that the peak asymmetry is low and peaks are not significantly overlapped, we may identify
the peak positions with the frequency of the corresponding vibrational modes.

Figures 6.18 and 6.19 show the evolution of the Raman spectra with increasing x along the
Yb,Zr, Tip_,O7 series, for the samples sintered at 1200°C and 1500°C (we only measured the
spectra for three of the samples sintered at 900°C, so we could not observe their evolution
with x). Note that the A;, peak disappears into the background for the x = 1.0, 1.5 samples,
sintered at both 1200°C and 1500°C, which we interpret as a sign of long-range fluorite order.
However, all of the samples that were classified as fluorites according to x-ray diffraction
exhibit spectra that are much more similar to that of a pyrochlore phase than to the spectrum
expected of a truly disordered fluorite, with a single very broad band. The local pyrochlore-type
order only manifests itself as very weak diffuse scattering in the XRD pattern, as we saw in
Section 5.6.2, but is apparent in the Raman spectra of the same samples.

The observed broadening of the pyrochlore Raman bands is likely indicative of defects and
the associated stress in the crystal structure, so that the precise frequency of a vibrational
mode in the ideal structure is spread out into a range of frequencies on account of the slightly
different crystalline environments generated by the internal stresses and structural defects.
For the fluorite samples the broadening of the pyrochlore-type bands could also be indicative
of nanocrystalline domains, i.e. that the length over which the local pyrochlore correlations
extend is very small, on the order 1nm, which is the size of one pyrochlore unit cell.
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Figure 6.18 Raman spectra of the YbyZr, Ti,—,O7 samples sintered at 1200°C.
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Figure 6.19 Raman spectra of the YbyZr, Ti;_,O7 samples and the SS Yb,Ti,O7 sample, sintered at 1500°C.
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Figure 6.20 Frequencies of the strongest modes as a function of composition x for YbyZr, Tip—, Oy samples,
sintered at 1500°C.
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Figure 6.21 Frequencies of the strongest modes as a function of the lattice parameter a for
YbyZr, Tip—O7 samples, sintered at 1500°C.
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Figures 6.20 and 6.21 show the evolution of the peak positions with composition x and lattice
parameter a. Changes in frequency of the vibrational modes are strongly correlated to changes
in lattice parameter. An increase in average cation radius leads to an increase in lattice
parameter, which implies larger bond distances and thus weaker bonds that have a lower
vibrational frequency.

Comparing the frequencies of the Raman and infrared peaks along series of lanthanide py-
rochlores such as the A,Ti,O; titanates, A,Sn,O; stannates, A,Zr,O; zirconates, A,Hf,O,
hafnates, A,Pt,O7 platinates and A,Ru,O; ruthenates, we can observe how the frequencies
evolve with decreasing cation radius r4, as the A site is occupied by increasingly heavier
lanthanides. It is reported that the frequency of some peaks increase almost linearly with
decreasing 74, while those of others remain almost constant along the series [31].

In the A;B,0O7 pyrochlore structure the B—O bond is on average significantly shorter than the
A—O bond, so that the vibrational modes involving the B—O bond have higher frequencies
than those involving the A—QO bonds. Similarly, the vibrations involving A—QO'" appear at higher
frequency than the corresponding modes involving A—O since the A—O’ bonds are shorter than
the A—O bonds. The A cations occupy the large vacancies between BOg4 octahedra, so they
do not directly contribute to the cohesion of the lattice as much as the B cations.

It is argued that when decreasing 74 the A—O and A—Q’ bonds are significantly affected while
the B—O bonds, which are already relatively short and strong, are less affected. This would
imply that the frequencies of the vibrational modes involving the A ion are the ones that show
an approximately linear increase while those involving B remain almost constant. In general
this seems to be the case but there are some exceptions that cannot be explained by this
simple argument, probably due to interactions between the vibrations involving the AOzO’,
and BOg oxygen coordination polyhedra. The evolution of the bending modes involving three
ions is more difficult to interpret than the stretching modes involving only two ions, since the
bending modes are less rigidly constrained by the local geometry.

In the YbyZr,Ti,_,O7 series the B cation is changing, so that we could compare the peak
frequencies with either the average rg radius or the lattice parameter a. The results should
be similar, given that rg and a are in an approximately linear relationship (see Figure 5.37,
recalling that 75 oc x) and indeed Figures 6.20 and 6.21 are very similar. Considering only
the increase in average cation radius rg we should expect a decrease in frequencies of the
vibrational modes due to the increase in lattice parameter and average B—O distance, in direct
proportion to the amount of Zr.

A more realistic model, considering that there is a disordered mixture of Zr on Ti at a single
crystallographic site, predicts that the B cation modes should split into two bands due to the
somewhat weaker, more flexible Zr—O bonds when compared to the shorter, more rigid Ti—O
bonds. In practice this splitting might be too small to be observable, given that the bands in
the experimental spectra are already rather broad so the resolution is very limited.

Table 6.9 lists the bond distances and angles extracted from Rietveld refinement for the SG
Yb,Ti,O7 sample. Note that the Yb—Q' bonds are shorter than the Yb—O bonds, since the
YbOyO';, cube is compressed along the O'=Yb—O' cube diagonal, as described in Section 2.2.3.
The Ti—O bond is even shorter due to the strong hybridization of the Ti 3d orbitals with the
O 2p orbitals.
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Bond  Distance (A) Bond Angle (°)

Yb-Yb 3.5691 O'-Yb-0O"  180.000
Yb—Ti 3.5691 O-Yb-0 116.247
Ti—Ti 3.5691 O-Yb-0O’ 101.316
Yb—-O 2.4569 O-Yb-0O' 78.684
Yb—-0O' 2.1856 O-Yb-0 63.753
Ti-0 1.9703 O-Ti-0O 180.000
O-Ti-0O 97.625

O-Ti-0 82.375

Ti—O-Ti 129.848

Yb—O'-Yb  109.471

Yb—O-Yb 93.162

Yb—O-Ti 106.936

Table 6.9 Bond distances and angles extracted from Rietveld refinement for the SG Yb, Ti,O; sample.

Although bond distances and the corresponding force constants are correlated, there is no
simple relationship between these values, so that it is not possible to determine how the
vibrational frequencies depend on bond distances and angles without considering in detail the
interatomic potentials. We should also note that the bond distances and angles obtained from
diffraction studies represent the average positions of the atoms, which might not equal the
values for the local structure as probed by Raman spectroscopy.

Similar results to those in Table 6.9 were extracted from the Rietveld refinements for the other
samples, but we did not discover any clear correlation of bond lengths/angles to the changes
in frequency of the Raman modes. Ideally we would consider not only the peak positions, but
also their intensities and widths, which can provide additional structural information. However,
the non-robustness of the spectral deconvolutions did not allow for such considerations to be
made reliably.

Raman spectroscopy is certainly a powerful technique for obtaining information on the local
structure of solid materials, but there remain many open questions concerning the interpreta-
tion of the spectra we collected, especially for the more disordered structures. Further studies
using atomistic simulations seem to be necessary to definitively understand how the local
structure of the Yb,Zr, Ti,_,O7; compounds is related to their Raman spectra.

In the future, we want to create a model for the local structure of these compounds, based
on the results of x-ray diffraction. By adjusting the parameters of the model until a good
fit to the experimental spectrum is achieved, we will be able to reliably infer local structural
parameters such as bond lengths, angles and force constants. Combining these results with
those obtained using other techniques that probe the local order, such as PDF and EXAFS
(see Section 8.2), will consolidate our understanding of the partially disordered structures of
the Yb,Zr, Tir_,O; compounds.
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CHAPTER

Magnetic Properties

We measured the magnetic moment of Yb,Zr,Ti,_,O; samples in the paramagnetic phase
(at 1.2K, magnetic field up to 14.5T) and the zero-field AC susceptibility down to 60mK.
In this chapter we describe the experimental setup and results of those measurements. The
information on cryogenic techniques and low-temperature physics is based on [306, 307, 308,
309, 310].

7.1 Experimental Setup

7.1.1 Lock-in amplifier

A lock-in amplifier (LIA) can be used to measure small AC signals, even when obscured by noise
that is orders of magnitude more intense [311, 312, 313]. It may be necessary to pre-amplify a
small signal before entering the LIA, which can introduce additional noise to the experimental
signal. The LIA selects a very narrow frequency band, so if the signal has a known frequency
it is possible to single out a weak signal from the broad-spectrum noise. The dynamic reserve
of a LIA can be up to 100dB, meaning that it is possible to detect a signal flooded by noise
that is up to 5 orders of magnitude greater.

To select a unique frequency the LIA requires a reference signal at that frequency, which can
be externally supplied or generated by the LIA itself. Typically, an experiment is excited at a
fixed frequency and the exciting signal is passed along as reference to the LIA. We describe a
simplified workings of a LIA, schematically depicted in Figure 7.1.

Suppose the LIA's input signal is a voltage V; cos(a)st+(j)s) and the reference signal is

V, Cos(a)rt+ qbr) These analog inputs are converted to digital signals by an analog-digital
converter (in the past LIAs were analog but most of these have been replaced by digital ones)
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Figure 7.1 Schematic representation of a LIA [314].

and then a mixer multiplies them to get

Vo = Vs coslwst + @s] - V, cos[w,t + ]

= %VSVr{ cos [(a)s — Wt + (s — ¢r)] + cos [(ws + @)t + (s + ¢r)]}

The combined signal Vg, goes through a low-pass filter, which filters out any AC signal and
selects the DC component of V. In general ws; # w, so there is no DC component and the
output of the low-pass filter is zero. Only when w; = @, do we get a non-zero output V; :

Vout = %VSVr Cos(qbs - qbr) (7.2)

A real low-pass filter has a finite bandwidth and roll-off so that any sufficiently low-frequency
component (ws ® w,) can get through the low-pass filter, but usually this is not a significant
concern. The extraction of information encoded in a carrier wave with known frequency is
essentially the same as in homodyne detection, a wide-spread technique in electrical engineering
and other areas of science.

By varying the phase ¢, of the reference signal we can modulate the output voltage (7.2). A
dual-phase LIA has two reference channels with a quarter-cycle phase difference so that

Vo = 3 VVrcos(s - ¢)
Voun = %str cos(¢s — ¢ — %) (7.3)

= %str sin(¢s — ¢r)
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Figure 7.3 Block diagram of the components inside an SR830 LIA [315].
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We define a normalized version of Vg1 and Voo as

Voutl
V= — = Vscos|¢ps — ¢,
%Vr (qb (i) )
(7.4)
_ Vout,2 _ .
Vy=T =V sin(¢s — ¢r)
2 Vr
so that
Ve= 4/V2+ V§
(7.5)

t Vy)
= arctan | —

¢5 Vx

The front panel of a LIA displays V,, V,, ¢, and allows us to vary the reference phase ¢,, as
depicted in Figure 7.2. V,,V, are rms voltage values and ¢, is in degrees. By varying ¢, we
can shift the signal to the x-channel (¢, = ¢) or to the y-channel (¢, = ¢; — 7). Many LIAs
have an auto-phase function that automatically adjusts the reference phase shift such that
the signal phase is 0. In our measurements we set the phase at the calibration step, using
the auto-phase function, and kept it constant throughout the series of measurements, almost

all at the same frequency (155Hz). The phase can depend on the signal frequency, and we

observed a small but non-zero phase while measuring one of the samples at a higher frequency
(2.5kHz instead of 155Hz).

—_

Figure 7.3 shows the more intricate block diagram of the components inside a real SR830 LIA,
although the basic functionality is the same as for the simplified model described above.

7.1.2 Susceptometer

The susceptometer that was used to measure the AC magnetic susceptibility is composed of
a pair of coils, the outermost primary coil and a pair of inner secondary coils, as shown in
Figure 7.4 [316, 317, 318]. During operation an alternating electrical current passes through
the primary coil, oscillating sinusoidally with a fixed frequency that can be tuned from f =
10Hz — 10kHz, but in our measurements was set at the fixed value of f = 155Hz. This current
generates a magnetic field in the interior of the primary coil, which acts on the set of secondary
coils. The oscillating magnetic flux through the secondary coils generates a current, according
to Faraday’s law of induction [92]. The current in the secondary has the same frequency as
the driving current in the primary but is phase delayed by 7.

There are two secondary coils, the sample coil that is filled with a sample capsule, and the
reference coil that remains empty. Both are identical and positioned symmetrically inside the
primary coil, so that the field generated by the primary is the same at both positions. However
the secondary coils are wound in opposite directions, so that when the sample coil is empty
the inductive signal generated in one coil is exactly canceled by the current generated in the
other caoil.
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Figure 7.4 Susceptometer, composed of a primary coil and a pair of counterwound secondary coils.

Figure 7.5 Two cryostats in our laboratory, containing the susceptometer (left) and VSM (right).
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When a sample is positioned inside the sample coil the magnetic field generated by the current
in the primary induces a magnetization of the sample, which thereby generates a magnetic
field of its own. The sample’s magnetization creates an additional oscillating flux through the
sample coil which does not act on the reference coil. In this way the balancing of the flux
through the sample and reference coils is broken and the current passing through the secondary
coil is directly proportional to the sample's magnetization.

A mutual inductance bridge is a component of many AC susceptometers [319, 320, 321, 322].
A variable inductance compensates the electromotive force (emf) induced in the secondary
coil, and its inductance is adjusted until the bridge is balanced. The value of the inductance
is proportional to the emf in the secondary, and thus also proportional to the magnetization
of the sample.

A small quantity of sample powder was fitted inside a plastic capsule and mounted on the end
of an insert that is lowered into a cryostat, shown in Figure 7.5. The cryostat is filled with
liquid helium to keep the temperature in the interior at about 4.2K, the liquid’s boiling point.
Immersed in the liquid helium bath there is a dewar that contains the susceptometer coils
described above. This dewar stays in contact with the helium bath until thermal equilibrium
sets in and is then sealed off from its surroundings. Then a vacuum pump is connected to the
dewar to continually pump the volume above the liquid helium remaining in the dewar. This
cools the liquid inside the dewar by removing the more energetical helium atoms that go from
the liquid into the gas phase. In this way the temperature of the sample can be reduced to
T~ 1.1K.

When all of the liquid helium (“*He) in the dewar has evaporated it is connected to a container
filled with 3He, the lighter isotope of helium. 3He is very rare and expensive, so great care
must be taken not to loose it or contaminate it with common *He. The process is similar to
that performed with *He: the 3He is cooled and allowed to condense around the sample, then
it is pumped to reduce the temperature, allowing us to reach T ~ 0.6K.

To calibrate the susceptometer we used a crystalline sample of ammonium iron(lll) sulfate
dodecahydrate, (NH4)Fe(SO4)2(H20)12, also known as ferric ammonium sulfate (not to be
confused with ferrous ammonium sulfate, or ammonium iron(ll) sulfate). This substance is
an almost ideal paramagnet since the magnetic Fe3* ions are well separated and thus interact
very weakly. After scraping the surface of a piece of crystal to remove any layers of material
that could have reacted with the atmosphere, the mass of the sample was measured with high
precision.

Knowing the mass of the calibration sample we calculated the expected magnitude of its
susceptibility and compared this with the measured inductance value (that equilibrates the
inductance bridge) to get a constant calibration factor. When measuring other samples, multi-
plying the inductance by the previously obtained calibration factor yields the absolute magnetic
susceptibility.
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The calculated molar Curie constant C,, (3.24) for ferric ammonium sulfate is

c - Napog?J(J + D
" kg 25
=5.502-107° K m® mol™! (7.6)

=4.378 K emu mol™!

so that (3.26) holds,
Con

= 7.7
X =7 g (7.7)

with Ocw = 0, since this substance is an almost ideal paramagnet. The Sl unit for susceptibility,
m® mol™, and the electromagnetic cgs unit of susceptibility, emu mol™, are related through
[90]

1 emu mol™ = 47-107° m? mol™ (7.8)

To calibrate the susceptometer we compared the background subtracted output L — Ly of the
inductance bridge to (7.7) and extracted a sample-independent constant y such that

x =y(L - L) (7.9)

To this end we fit a line to (L — Lo)™* (Figure 7.6),

(L-Lo) ' =aT +p (7.10)

and use ¢,  to obtain the calibration constant ) and the Curie-Weiss temperature Ocy,

Y = A Nmol Cy

A (7.11)

where 1,0 is the number of moles in our calibration sample. Ocw turns out to be -174mK,

confirming that ferric ammonium sulfate is a good approximation of an ideal paramagnet for
T > 1K.

We compared the calibration data from the susceptometer with data previously measured by
a SQUID susceptometer. The agreement is reasonable, as shown in Figure 7.7.
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Figure 7.7 Comparison of susceptibility data of ferric ammonium sulfate for the susceptometer and a Quan-
tum Design SQUID.
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Fitting the inverse susceptibility of the SQUID data to a line we get

C,n(SQUID) = 5.431-107° K m® mol™
= 4.322 K emu mol ™ (7.12)
GCW (SQU'D) =52 mK

The Curie constant C,, agrees with the calibrated susceptometer’s C,, within 1.3%. The Curie-
Weiss temperatures do not agree and even differ in sign, but both are acceptably small when
considering the susceptibility above 1K. Any calibration errors that lead to a multiplicative
factor in C,, will affect the calculated effective moments pe¢ but will not change the values
of Ocw, since the x-intercept of the inverse susceptibility is not changed by a multiplicative
factor in C,,.

7.1.3 Vibrating Sample Magnetometer

The operating principle of the vibrating sample magnetometer (VSM) is also Faraday's law of
induction, as for the susceptometer, but instead of a primary coil, the VSM employs a moving
sample [323, 324, 325, 326, 327]. If a sample with nonzero magnetization moves through the
pickup coil then the variation in magnetic flux produces an emf in the coil. The sample is set
in motion by a vibration head similar to an acoustic speaker, driving the sample periodically
at a certain frequency, which we set to 157Hz for our measurements. The magnetic field
applied to the sample is generated by a large set of superconducting coils that surround the
region containing the pick-up coils and sample. In our setup the magnetic field produced by
the superconducting coil can reach up to B ~ 18T.

OCK-INn

. Reference
Amplifier

Signal

Wil

Sample

. Sample

coil

Computer

Reference
coil

Superconducting
magnet coil

Figure 7.8 Schematics of a vibrating sample magnetometer.
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The signal produced in the pickup coil is fed into the LIA and correlated with the driving current
that generates the vibration of the sample insert. The amplitude of the synchronous signal
is then directly proportional to the magnetization. The schematics of a VSM are represented
in Figure 7.8. In our setup the electromagnet is replaced by a superconducting coil, but the
operating principle is the same.

To calibrate the VSM we used a the same crystalline sample of ammonium iron sulfate do-
decahydrate used to calibrate the susceptometer. We measured the magnetic moment of this
sample at 4.14K and magnetic field up to 6T. The phase of the lock-in amplifier was set at
94.78° to maximize the in-phase component of the locked-in signal. Knowing the precise mass
of the sample we calculated the expected magnitude of the magnetic moment and compare
this with the LIA's output Vi, to get a constant calibration factor. Multiplying Vi, (while
measuring other samples) by the previously obtained calibration factor yields the absolute
magnetic moment.

The magnetic moments in ferric ammonium sulfate are Fe3* ions that have a ground state

with L =0, S = % and | = % according to Hund's rules for a 3d° shell configuration [91]. We

performed a non-linear fit of V,,; to the function

Voue = a [6coth(6bH) — coth(bH)] (7.13)

which is the Brillouin function (3.11) for ] = 2 and g = 2, as shown in Figure 7.9.

m (emu)

e (NH,)Fe(SO,)(H,0);,
----- Brillouin fit

o = 4.14K

Te =4.09K

Figure 7.9 Magnetic moment of ferric ammonium sulfate crystal and fitted Brillouin function.

From the fitting constant b we calculate the best-fitting temperature

HB

The = kob

= 4.09K (7.14)

which is very close to the nominal temperature Ty, = 4.14K measured by the Cernox tempera-
ture sensor close to the sample. Comparing the value of the fitting constant a to the expected
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magnetic moment calculated from (3.8) we get a sample-independent calibration constant c:

_ s
c=— (7.15)

where 1 is the number of magnetic ions in the sample, calculated using the sample mass and

molar mass of the compound. Multiplying by ¢ we get the absolute magnetic moment m from
the LIA’s output signal Vg,

m=c Vo, (7.16)

To confirm the calibration we can plot the magnetic moment per Fe3* ion and check that it
saturates at mgs,e = ¢Jpp = Sup, as shown in Figure 7.10.

— (NH,)Fe(SO,)(H,0),,
vy /o Msat = 9dHig = Sug ]
0 1 1 1 1 1
0 1 2 3 4 5 6
HOH (T

Figure 7.10 Magnetic moment per magnetic ion of ferric ammonium sulfate and the expected saturation
level for Fe3* ions.

7.1.4 Adiabatic Demagnetization

An adiabatic demagnetization refrigerator (ADR) uses the magnetocaloric effect to produce
cooling [306, 308, 309, 310]. The basic operation of the system is shown in Figure 7.11. It
relies on a paramagnetic salt, a substance with magnetic moments so dilute that they barely
interact, constituting a good approximation of an ideal paramagnet. The paramagnetic salt is
in contact to the sample supposed to be cooled and both are connected to the environment
by a heat switch that allows heat conduction only when it is closed.

The cooling cycle works as follows:

1. The switch is closed and the system is in equilibrium with its environment, at a constant
temperature.

2. A magnetic field is applied to the paramagnetic salt, generating heat since the entropy
of the magnetic moments is reduced when they are all aligned by the applied field.
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Figure 7.11 Cooling cycle of an adiabatic demagnetization refrigerator [328].

3. While keeping the applied magnetic field constant the excess heat is removed until the
system once more reaches equilibrium with its surroundings.

4. The heat switch is opened so that the system is isolated from its surroundings and
the magnetic field is slowly reduced to zero. When the magnetic field is removed the
magnetic moments in the salt disorder, regaining their orientational entropy. The process
is adiabatic, meaning there is no net change in entropy of the system, therefore the
entropy related to other degrees of freedom is reduced, i.e. the system is cooled down.

The cooling power can be approximately quantified using a simple thermodynamic model [41].
We assume that the free energy F of a magnetic system is given by

dF = —SdT — MdH (7.17)

where S, T, M, H are the entropy, temperature, magnetization and magnetic field, respectively.
Now the magnetic analog of Maxwell’s relations can be derived by asserting that the derivatives
commute,

(8(;28FH ) - (aaHzaFT) (7.18)
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But

T (7.19)

so that the analogous Maxwell relation is

as oM
(5, (57), .
Multivariate calculus tells us that any system of three variables H, T, S satisfies
aT dT ds
— | == (= 21
() = (38), (), 72

For an ideal paramagnet we may assume, due to Curie's Law (3.26), that

H
Mo = 7.22
o« (7:22)
thus
JH M

Combining (7.20), (7.23) and the definition for heat capacity ¢y, at constant magnetic field,

dS
CH = T(a_T)H (724)
into (7.21) we get
aT M
(ﬁ)s - (7.25)

Therefore an adiabatical (constant entropy S) decrease of the applied magnetic field H causes a
drop in temperature proportional to the magnetization M. The effect is particularly significant
at low temperature, when cy is small.

203



Most pyrochlore oxides have very low thermal conductivity [329], so that thermal equilibration
can become a problem at the very low temperature range that the ADR can explore. To
improve the heat flow we mixed the sample powders with an ample amount of vacuum grease,
which is a good thermal conductor, and the resulting paste was pressed into a transparent
polycarbonate capsule. Clear plastics such as polycarbonate, polypropylene, Delrin and PCTFE
have low background moments and are cryogenic compatible. However some of the dyes used
to color these plastics are magnetic, so it is best to use transparent capsules.

Figure 7.12 Sample holder with heat-sinking post on top (left), cross-sectional view showing the bore hole
that contains the susceptometer coils (middle) and capsule containing the sample (right).

A few copper wires were stripped of their insulating coatings using acetone and twisted into
a braided cable, with one end remaining splayed. The splayed end of the cable was inserted
through a hole in the capsule containing the sample paste, to penetrate as much of the
capsule’s volume as possible. The other end of the copper cable was tightly threaded around
a heat-sinking post on top of the sample holder, shown in Figure 7.12, and covered with a
good amount of vacuum varnish to further increase thermal contact.

The sample chamber is sealed off with a piece of indium wire that forms a good vacuum seal
when compressed. The whole sample stage, containing the sample, thermometers and the
paramagnetic salt are suspended from a few thin strips of kapton tape. After being evacuated
the sample chamber is filled with helium gas to act as heat exchanger between the sample
stage and the surrounding liquid helium in the cryostat. When thermal equilibrium sets in,
at about 4.2K, the exchange gas is removed and some helium inside a small container (the
1K pot) is pumped to reduce the temperature of the sample stage to about 1K. The sorption
pump, a piece of activated charcoal, is kept heated to 40K to evaporate all the gases condensed
on it. When the heating is turned off the charcoal cools down and absorbs any remaining gas
molecules, improving the vacuum.

After magnetizing the paramagnetic salt by an applied field of 4T the heat switch is opened, so
that the sample stage floats in the vacuum, only contacting the rest of the apparatus through
the thin kapton strips. Then the magnetic field acting on the paramagnetic salt is slowly
turned off and the magnetocaloric cooling sets in, absorbing heat from the sample until the
temperature is lowered to ~ 60mK. After the minimal temperature has been reached there is
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Figure 7.13 Cross-sectional view of the cryostat containing the ADR system (left) and the insert with the
sample holder and paramagnetic salt (right). Adapted from [330].
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no active heating or cooling mechanism and the system very slowly warms up again, due to
the energy leaking in from the environment.

In most measurements a small hysteresis effect (splitting) was observed between the cooling
and warming curves close to the minimal temperature our setup can reach, in the 60-80mK
range. This is probably due to insufficient thermal coupling between the sample and its sur-
roundings, including the thermometer. Above we described some measures taken to prevent
this issue, but the effect is still observable. This leads us to believe that the samples were
not completely thermalized when the minimal temperature was reached while cooling down,
explaining the hysteresis. Given that the cooling rate is much higher than the heating rate, to
avoid spurious temperature readings all data were collected during the slower heating phase
of the experiment, in which the sample is assumed to be in thermal equilibrium with the ther-
mometer. The temperature calibration of the thermometer was checked using the gadolinium
salt Gdz(SO4)3 8H20. The measured peak temperature agrees within less than 1mK with the
value reported in the literature [331].
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Figure 7.14 Raw susceptibility data for a sample measured with the ADR’s susceptometer and a smooth
interpolation.

Figure 7.14 shows the raw susceptibility data for a sample measured with the ADR’s suscep-
tometer. Due to the noisiness of the raw data we performed an interpolation of the data points
to obtain a smooth curve. We do not know the source of the noise in our system, possibly one
of the transformers that amplifies the signal before reaching the computer that records the
data. The same smoothing operation was applied to the data acquired in all measurements.

We measured the background signal due to the sample holder with an empty polycarbonate
capsule, at several frequencies. The background signal is frequency independent and almost
temperature independent. It rises slightly at low temperature, but the variation between
80mK and 1K is only 0.06%. Since the variation is so small we simply assume a temperature
independent constant to account for the background.

When measuring the Yb,Zr, Ti,_,O; samples we did not know their mass since the powder
was mixed with vacuum grease and an unknown amount of the resulting paste was pressed
into the polycarbonate capsule. This means that the results have to be calibrated by fitting
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Figure 7.15 Susceptibility data from the ADR’s susceptometer, calibrated to fit the data from the helium
bath susceptometer (Section 7.1.2) in the region where these overlap, ~ 0.6K — 1.5K.

the ADR's susceptibility data to that of the helium bath susceptometer (Section 7.1.2) in the
region where these overlap, = 0.6K — 1.5K, as shown in Figure 7.15.

To explain our method, suppose f(T) represents the smoothed susceptibility data from the
ADR's susceptometer, as a function of temperature T, and g(T) represents the data from the
helium bath susceptometer. We pick an arbitrary point T} in the overlapping range and define
h, the recalibrated version of f, as

§'(To)
1'(To)

WT) = [f(T) = f(To)] + &(To) (7.26)

Letting T = T, we see that the values and slopes of ¢ and h are equal:

h(To) = g(To)

W (To) = (T 720
Rewriting the constants in (7.26) we have
W(T) = A(f(T) - B) (7.28)

The multiplicative constant A depends on the sample mass, but the additive constant B is
approximately independent of the sample because it represents a constant term in susceptibility,
mostly due to the empty sample holder and other materials colocated with it, such as the
vacuum grease and copper wires used for thermal contact. The calculated values for constants
A and B, using (7.26), were adjusted until a good fit was achieved, as in Figure 7.15.
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7.2 Magnetization of Yb,Zr, Ti, Oy

The magnetic moment of the SG Yb,Zr, Tir_,O; samples were measured at 1.24K with the
vibrating sample magnetometer, as shown in Figure 7.16. At T = 1.24K these compounds
are still well inside the paramagnetic phase, T > T, so the curves resemble the Brillouin
function (3.11) that describes the magnetization of a paramagnet. The saturation levels of
the magnetic moments were measured at uoH = 14.5T, although this field might not be
sufficient to achieve full saturation. The theoretically predicted saturation moment for a free
Yb®* ion is 4up (3.13).
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Figure 7.16 Magnetic moment per Yb%* ion in YbyZr, Ti,_,O; for magnetic fields up to 14.5T.

The saturation level mg,; varies significantly between samples and shows no distinct ordering
with x, although Figure 7.17 shows a possible linear tendency if we consider the different
structures separately. However, the x = 0.15 sample falls entirely outside of the tentative line,
raising questions as to its validity. A small difference is observed between the x = 0.5 (900°C)
sample, a metastable fluorite, and the x = 0.5 (1200°C) sample, a stable pyrochlore phase.
The x = 2.0 (1500°C) 6-phase has a significantly lower saturation moment than its metastable
polymorph, the x = 2.0 (900°C) fluorite.

Any error in measuring the mass of the sample powder could lead to wrong values for the
magnetization. Another concern is the centering of the capsule containing the samples in
the VSM's coil. If the samples were not correctly centered then the absolute value of the
magnetization would also be diminished. To investigate if the variation in the saturation levels
Ms,: displayed in Figure 7.17 is a real effect or an experimental artifact, we correlated mg,; with
the AC susceptibility yac measured at the same temperature, T = 1.24K (see Figure 7.20).

Figure 7.18 shows that there is some correlation, confirming that experimental error is not
the sole cause of variation between samples. Points on the dashed line have a constant ratio
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Msat/ X ac Of the saturation moment to the susceptibility. Notably the x = 0.15 sample, which
showed a disproportionally large saturation moment in Figure 7.17, seems to fit in better with
the higher x fluorite samples than with the isomorphous x = 0.0 and x = 0.3 pyrochlore
samples.

To compare the measured data with that reported in the literature we corrected for the de-
magnetizing effect to obtain the internal field H; from the applied field H using

1
H;=H- ENM (cgs units) (7.29)

where N is the demagnetizing factor (0 < N < 47 in cgs units), which was estimated from
the susceptibility data. The experimentally measured susceptibility x.., is related to the real
susceptibility x by

X
= — 7.
Nexp 1+4nNy (7.30)

so that when the susceptibility is singular at a phase transition, y — oo, the experimentally
measured susceptibility is Xox, = ﬁ. Therefore the maximal value of x., provides an estimate

for the demagnetizing factor N.
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Figure 7.19 Comparison of magnetization for SG Yb, Ti;O7 (1200°C) with digitized data from the literature
[332, 153, 333].
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Figure 7.19 compares the magnetization of the SG Yb, Ti,O; sample, sintered at 1200°C, with
digitized data from the literature [332, 153, 333]. The saturation level agrees well with the
data from Lhotel et al [153], at 1.78up Yb™!, but not with the data from Bramwell et al [332].
Curiously, if the constant value m = 0.27up Yb~! is subtracted from Bramwell's data the
whole curve agrees quite well with our data. Given that the saturation moment of an Yb** ion
is 4 = 4up (3.13), it is not clear why the observed saturation moment for an Yb** ion in
Yb,Ti,O7 is so small.

We assume that the differences in the shape of the magnetization curve are due to the inferior
quality of our samples. It is possible that the SG Yb,Ti,O; sample sintered at 1500°C, or the
SS Yb,Ti,O; sample, would yield results closer to those of Lhotel et al. It is reasonable to
expect that samples with some structural disorder, as is the case with the SG Yb,Ti,O7 sample
sintered at 1200°C, exhibit decreased magnetization for relatively small applied field but that
eventually full saturation is reached, for a large applied field.

7.3 Susceptibility of Yb,Zr, Ti,_,O7

The molar AC magnetic susceptibilities of the Yb,Zr, Ti,_,O7; compounds were measured with
the helium bath susceptometer, described in Section 7.1.2, in the temperature range T = 4K
to T = 0.5K and with frequency f = 155Hz. It should be noted that when referring to molar
susceptibility we always mean the susceptibility per mole of Yb** ions, not the susceptibility
per mole of formula unit Yb,Zr, Ti,_,O;. The latter is twice as large as the former, since one
formula unit contains two Yb atoms.

Each sample was measured in two temperature ranges: from T = 4K to T = 1.2K, while
pumping “He, and from T = 1.2K to T = 0.5K, while pumping *He. The susceptibilities
measured in these two ranges were combined into a single curve, as shown in Figure 7.22.

Figure 7.20 shows the AC susceptibility xac for all SG YbyZr,Ti,—,O; samples that were
measured, while Figure 7.21 shows the inverse susceptibility X;xlc for the same samples. We
see that for all compounds )(;ch is to a good approximation a straight line, which is the behavior
expected according to the Curie-Weiss Law (3.26). By fitting a line to x5, as in (3.28), we
can extract the values of the Curie-Weiss temperature Ocw and the effective moment p, as
explained in Section 3.4.

Figure 7.23 shows a linear fit to the paramagnetic region, from 1.2K to 4K, of the inverse
susceptibility for the SG Yb,Ti,O7 sample. A small deviation from linear Curie-Weiss behavior
becomes apparent below about T = 1.1K, indicating that correlations between the mag-
netic moments are significant below this temperature. The inverse susceptibility of the other
YbyZr, Ti,_,O; samples behaved similarly, being well approximated by a line above T = 1.2K,
with deviations appearing below T =~ 1.2K. Table 7.1 lists the Curie-Weiss temperature Ocy,
molar Curie constant C,, and effective moment i, extracted from the Curie-Weiss fit, for all
of the measured samples.

The Curie-Weiss temperatures O¢yy are plotted in Figure 7.24 as a function of composition x.
All of the values are negative, which is unexpected, given that Yb,Ti,O; has a ferromagnetic
ground state (Section 3.12) and therefore should have B¢ > 0. It is known that B¢y depends
on the temperature range to which the Curie-Weiss line is fitted, possibly explaining why all
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Figure 7.20 Molar susceptibilities of YbyZr, Ti_,O7, in the temperature range T = 4K to T = 0.5K.
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Figure 7.23 Linear fit to the paramagnetic region, from 1.2K to 4K, of the inverse susceptibility of Yb, Ti,Oy.

The inset shows a magnified view of the deviation from linear Curie-Weiss behavior below
T =1.1K.
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x  T(°C) Ocw (K) Cu (emu Kmol™)  per (u5)

0.0 1200  -0.68 1.472 3.430
0.15 1200 -0.71 1.524 3.491
0.3 1200 -0.61 1.492 3.455
0.5 900 -1.12 1.421 3.371
0.5 1200 -1.15 1.528 3.496
1.0 900 -1.36 1.506 3.470
1.0 1200  -1.58 1.605 3.582
15 900 -0.85 1.269 3.185
1.5 1200 -1.27 1.594 3.570
2.0 900  -0.79 1.375 3.316

Table 7.1 Curie-Weiss temperature Ocw, molar Curie constant C,, and effective moment s, extracted
from the Curie-Weiss fit, for the YbyZr, Tip—, Oy samples.

of the values are negative when fitted only up to 4K. Since the absolute values of Ocy are
quite small, it could be that a Curie-Weiss fit extended to higher temperature, on the order
of 10K or 100K, would yield positive values for these parameters. Unfortunately we were not
able to measure the susceptibility up to higher temperature due to technical issues with the
instrument usually used for such measurements.

Figure 7.25 shows that the effective moments pe are significantly smaller than the value for
free YB3 ions, e = 4.5356 pg (3.33). This is to be expected since in YbyZr, Tir_,O7 the
Yb3* ions are not free, but rather feel the crystal field environment. The isotropic degeneracy
of the ground states predicted by Hund's rule is broken by the crystalline electric field, such
that the states are not uniformly populated, as was discussed in Section 3.4. The value of
Uest = 3.4up for Yby Ti;O7 is almost double that reported in the recent literature, pef =~ 1.3up
[176]. The esr values also depend on the temperature range over which the Curie-Weiss fit
is performed, as for the Ocw values, so a fit extended to higher temperature might yield a
smaller peg value for Yb, Ti;O7, closer to the one reported in the literature.

To measure the susceptibility at a temperature lower than T = 0.5K the adiabatic demagne-
tization refrigerator (ADR) was employed. A peak in the magnetic susceptibility is indicative
of a magnetic ordering or freezing transition. The temperature at which a peak attains its
maximum value is commonly denoted as T¢ or Ty, depending on whether the transition is fer-
romagnetic or antiferromagnetic in nature. To be consistent, here we used the T notation for
all samples since Yb,Ti,O7 is expected to undergo a ferromagnetic transition at T ~ 0.26K.

Figure 7.26 shows the susceptibility of the SG and SS Yb, Ti,O; samples compared to digitized
data from the literature [334, 153]. In both sources from the literature the peak occurs at
Tc = 243mK. The peak corresponding to the SS sample is less sharp than those of the
literature samples and its maximum occurs at Tc = 233mK, while the peak corresponding to
the SG sample is even broader, with its maximum at T¢c = 280mK. The frequencies of the
AC signals used to probe the materials are slightly different, but for the Yb,Ti,O; compound
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literature [334, 153].
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the peak temperature is to a very good approximation frequency-independent, so the use of
different probe frequencies does not invalidate the comparison between these measurements.

As with the literature comparison for the magnetization data in Section 7.2, we believe that
the broad peaks are indicative of structural disorder present in our samples, which are probably
of lesser quality than those synthesized by the groups from the literature sources. It should
be noted that the SS sample underwent only two sintering steps at 1500°C, so it is possible
that by repeating this step a few more times the sample's susceptibility could more closely
resemble the sharp peaks found in the literature. Note also that the measured SG sample was
sintered at 1200°C and XRD data showed a significant increase in crystallinity of this sample
after sintering at 1500°C. Therefore it is possible that the SG Yb,Ti;O; sample sintered at
1500°C would also display more well defined transition in the susceptibility. Unfortunately it
was not possible to measure this sample due to the limited availability of liquid helium in our
laboratory during the months when this thesis was completed.

The AC susceptibility for all SG Yb,Zr, Ti,_,O; samples measured with the ADR’s susceptome-
ter is displayed in Figure 7.27. All of the curves exhibit a broad maximum which, as for the
Yb,Ti,O; sample, is likely due to the high degree of imperfections in the crystal structure.
The shape of these broad maxima rules out a Schottky-type anomaly and we believe that they
indicate a gradual transition to an ordered magnetic state at low temperature.

It is not clear whether the differences in magnitude of the susceptibility are physically significant,
and their variation along the Yb,Zr,Ti,_,O; series seems erratic, not correlated with the
composition x. Some of the AC susceptibility measurements were performed at different
frequencies but no frequency-dependent shifts of the peak temperature were observed, ruling
out spin glass-like dynamics.

Figure 7.28 shows an example of how different structures, resulting from different sintering
temperatures, can affect the susceptibility of the Yb,Zr, Ti;_,O; compound with x = 0.5.
The disordered fluorite sample, sintered at 900°C, has a lower transition temperature than
the more ordered pyrochlore samples, sintered at 1200°C and 1500°C. The magnitude of the
susceptibility is also different between the fluorite and pyrochlore samples, although it is not
clear how to interpret this difference.

The YbyZr,O7 samples (YbyZr, Tip—,O7 with x = 2.0) show a similar difference in peak tempera-
ture, attributed to the structural transformation occurring with increased sintering temperature
(Figure 7.29). The more crystalline 06-phase, sintered at 1500°C, has T¢ = 84mK, while the less
ordered fluorite, sintered at 900°C, has T¢c < 66mK. The latter sample’s susceptibility curve
shows a leveling off close to 65mK, the minimal temperature reached during the measurement.
It could be that this leveling off consists of the high-temperature side of an actual peak, with
its maximum at =~ 65mK. Another possibility is that there is no real peak at that temperature
and the leveling off is just an artifact of the measurement, caused by insufficient thermal
coupling between the sample and the thermometer, as discussed in Section 7.1.4. Since the
interpretation is ambiguous we considered T = 65mK but marked the values corresponding
to this sample (YbyZr, Tir—,O7 with x = 2.0, sintered at 900°C) with a question mark in the
following table and figures.

Table 7.2 lists the susceptibility peak temperature T, Curie-Weiss temperature Ocyy (the same
values as in Table 7.1) and frustration index f (3.40) for all of the measured samples.
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X T (OC) TC (mK) QCW (K) f

SS 0.0 1500 233 -2.30 9.9
SG 0.0 1200 280 -0.68 2.4
0.15 1500 286 -0.72 25
0.5 900 277 -1.12 4.0
0.5 1200 261 -1.15 4.4
0.5 1500 268 -0.68 2.5
1.0 1200 218 -1.58 7.2
15 1200 105 -1.27 12.1
2.0 900 <65 079 =12
2.0 1500 84 -0.79 9.4

Table 7.2 Peak temperature T¢, Curie-Weiss temperature Ocw and frustration index f for YbyZr,Tir—,Oy.
All samples are SG except for SS x = 0.0.

Note that with increasing x in YbyZr, Ti,_,O7 the transition temperature of the stable struc-
tures, sintered at 1200°C or 1500°C, decreases monotonically from 280mK for x = 0.0 to
84mK for x = 2.0 (Figure 7.30). This confirms that structural disorder, which is loosely
proportional to x, suppresses the magnetic ordering transition. The frustration index is also
loosely proportional to x (Figure 7.30), suggesting that the magnetic moments are becoming
progressively more frustrated with increasing x.

We should note that in Table 7.2 the Curie-Weiss temperatures for the SS Yb, Ti,O7 and for the
SG x = 0.15, 0.5 (1500°C) samples were obtained from a fit to the susceptibility measured with
the susceptometer contained in the ADR, rather than with the helium bath susceptometer of
Section 7.1.2. We compared the 8¢y values obtained from fits to the susceptibility measured by
both susceptometers for a few of the samples, for instance O4pr = —1.4K and Oy, pa, = —1.1K
for the sample x = 0.5 (900°C). Such discrepancies reinforce that the B¢ values we report
should not be considered reliable. If more reliable values were available we might be able to
draw some conclusions as to how the change in composition affects the competition between
ferromagnetism and antiferromagnetism that marks the ground state of Yb,Ti,O5.

Unfortunately it is not possible to fully characterize the magnetic ground state of these com-
pounds based solely on bulk measurements such as AC susceptibility and magnetization. A
complete picture of the magnetic ground state would require the input of other techniques
sensitive to the magnetic lattice's local structure and dynamics, such as neutron scattering.
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CHAPTER

Conclusion

Section 8.1 summarizes the results of the previous chapters. Section 8.2 mentions some
possibilities for extending the current work and explains how different experimental techniques
might shed light on some of the unanswered questions raised in this thesis.

8.1 Summary

In Chapter 4 we described the synthesis of the Yb,Zr, Ti,_,O; samples through the solid-
state reaction (SS) and the sol-gel method (SG). Scanning electron microscopy provided some
morphological information, though we could not draw any general conclusions since only three
samples were imaged. Energy-dispersive spectroscopy confirmed the elemental composition of
the samples, but its low accuracy did not allow us to extract any useful information on sample
stoichiometry.

In Chapter 5 we described the principles of x-ray diffraction and the process of qualitative
phase analysis, instrumental calibration and Rietveld refinement. We also discussed the role of
short-range and long-range order, as relating to the pyrochlore and fluorite structures. Phase
analysis demonstrated that the SS Yb,Ti;O; sample and the SG samples, sintered at 900°C,
1200°C and 1500°C, did form pure phases, whereas the SS Yb,Zr, Ti,_,O7 samples with x > 0.5
still contained residual precursor oxide phases, even after multiple sintering and grinding steps.
The SG samples sintered at 900°C are disordered fluorite phases, with poor crystallinity, some
of them showing signs of incipient pyrochlore ordering.

Considering the Yb,Zr, Tir_,O7 samples sintered at high temperature (1500°C), the structure
ranges from an ordered pyrochlore, for x < 0.5, to a disordered fluorite, for x = 1.0, 1.5, and
finally to the rhombohedral 6-phase, for x = 2.0. The morphotropic transition from pyrochlore
to fluorite occurs in the range 0.5 < x < 1.0, somewhat less than the value predicted by
the structural tolerance factor, x = 1.21. The samples sintered at 1200°C possess the same
structures as those that were sintered at 1500°C, but with reduced crystallinity and slightly
increased disorder.
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Rietveld refinement was performed on the SS and SG Yb, Ti,O7 samples (sintered at 1500°C),
showing that both possess a pyrochlore structure but the SG sample has an increased lattice
parameter, likely due to a small amount of structural disorder. The x = 0.15 sample was
also refined, but the agreement of the experimental and calculated intensities is not ideal, also
indicating the presence of some disorder.

The x = 0.3, 0.5 samples exhibited a few secondary peaks, adjacent to the main pyrochlore
peaks, that could not be identified, but are likely due to distortions of the ideal pyrochlore
structure, caused by the substitution of Ti*" by the larger Zr** ions. The x = 1.0, 1.5
samples are disordered defect fluorite phases, but some weak diffuse scattering at the pyrochlore
superstructure peak positions indicates that locally the structures possess some pyrochlore-
type correlations. The Iyy1/Ix; and I,/If ratios were used as semi-quantitative measures of
the extent to which local pyrochlore order is present.

The x = 2.0 sample was successfully refined with the 6-phase structure, despite the nominal
stoichiometry of the 0-phase being A4B301, instead of A;B,0;. To compensate for this, it
is likely that one or both of the cation sites in the 6-phase structure are disproportionally
occupied by Zr atoms, but we could not determine how the cations are distributed on these
sublattices and whether they are partially ordered or completely disordered.

In summary, the intermediate composition Yb,Zr, Ti,_,O7 samples, close to the morphotropic
phase boundary, exhibit either structural distortions or short-range local order that does not
extend to the long-range crystal structure. The conclusions from XRD were illustrated in a
phase diagram, representing the structure of the samples as a function of composition and
sintering temperature.

In Chapter 6 we saw that Raman spectroscopy is a powerful technique to detect local order
in solid materials, thus being highly complementary to x-ray diffraction, which probes the
long-range order. We also described how principles of group theory, specifically group repre-
sentations, can be used to classify the vibrational modes of a molecule or solid structure and
determine their Raman or infrared activity.

Raman spectra of the SS Yb,Zr, Ti,_,O; samples clearly indicated that a pure phase was not
achieved, which was not as evident in the XRD patterns of those samples. For Yb,Ti,O7, the
SG sample exhibited significant increases in intensity of some peaks, when compared to the
SS sample, despite the fact that the XRD patterns of both are very similar. These differences
were interpreted as signs of structural disorder in the SG Yb, Ti,O7 sample.

It is notable that many of Raman spectra, including that of SG Yb,Ti,O7, clearly displayed
a low-frequency Ty, peak, which is infrared-active but should not be Raman-active for the
ideal pyrochlore structure. The activation of this usually inactive vibrational mode probably
stems from structural distortions that displace the A3* ion from its ideal position, so that the
inversion symmetry of the pyrochlore 16d site no longer exactly applies.

Despite the fact that the average long-range structure of some samples is a fluorite, there is
some incipient local ordering of the pyrochlore-type, which could be seen as very weak diffuse
superstructure peaks in the XRD patterns. Raman spectroscopy, given the local nature of the
probe, is much better suited to detect such local structural correlations. The local order of all
of the fluorite samples resembled those of the pyrochlore samples, except for the absence of the
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A1z mode, which could be used as a distinguishing feature for the two long-range structures.

Comparison of the Raman spectrum for the Yb,Zr,O; sample showed remarkable similarities
to that reported in the literature for YbyZr;0q5, confirming that the Yb,Zr,O; possesses a
O-phase structure, despite having a different stoichiometry than the typical A4B301, 6-phase.

Unfortunately we could not extract much reliable structural information from Raman spec-
troscopy due to difficulties with deconvoluting the experimental spectra and inconsistencies
among the literature reports regarding the interpretation of pyrochlore Raman modes. There
remain many open questions concerning the interpretation of the Raman spectra of the
Yb,Zr, Ti;_,O; compounds, which are addressed by some of the suggestions in Section 8.2.

In Chapter 7 we described the instrumentation for low-temperature magnetization and AC
magnetic susceptibility measurements, and how the data was analyzed. The magnetization
was measured at T = 1.2K, in the paramagnetic region of the Yb,Zr,Ti,_,O; compounds,
applying magnetic fields up to H = 14.5T. The m(H) magnetization curves saturate at quite
different levels for the different compositions, ranging from m ~ 1.75ug/Yb to m ~ 2.35u5/Yb.
To investigate if the apparently random variation is due to measurement error, the magnetic
moments were correlated with the AC susceptibility measured at the same temperature (T =
1.2K), showing that indeed there is some correlation between these quantities.

A comparison of the magnetization curve m(H) of the SG Yb,Ti,O; sample to that reported
in the literature, shows that our sample attains the same saturation level at high field, H =
14.5T, but m(H) grows more slowly with increasing field H, which could be due to structural
imperfections pinning magnetic domains, or similar effects arising from structural disorder.

AC magnetic susceptibility measurements were performed in the temperature range 0.06K <
T < 4K, using two different susceptometers, one contained in a pumped helium cryostat and
the other in an adiabatic magnetic refrigerator. The AC frequency was kept fixed at f = 155Hz
for most measurements, although a few samples were measured with different frequencies to
test for spin glass-like or other frequency-dependent dynamics, which were not be observed.

In the temperature range 1K < T < 4K the samples exhibited paramagnetic behavior, with
approximately linear inverse susceptibility. A Curie-Weiss fit in this range yielded values for
the Curie-Weiss temperatures Ocw and effective moments per. The Ocw values are negative
for all samples, although their magnitudes are small, on the order of 1K. This is somewhat
unexpected, given that Yb,Ti,O7 has a ferromagnetic ground state and therefore should have
Ocw > 0. The pep value for Yb, Ti,O7 also is significantly greater than that reported in the
literature. We believe that these issues may be due to the restricted temperature range over
which the Curie-Weiss fit was performed, so the Ocw and s values should not be considered
reliable.

Both the SG and SS Yb,Ti,O; samples exhibit a significantly broadened susceptibility tran-
sition, when compared to data in the literature. As with the literature comparison of the
magnetization, we believe that the broadening of the transition stems from the inferior quality
of our samples, which contain some degree of structural defects. Despite being small, these
defects could affect the low-temperature properties of Yb, Ti,O7, given the extreme sensitivity
of this compound to structural imperfections and non-stoichiometry.

Among the SG Yb,Zr, Ti;_,O; samples sintered at high temperature, the susceptibility peak
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temperature decreases almost linearly from T = 280mK for x = 0.0 to T¢ ~ 84mK for x = 2.0.
Therefore the transition to long range magnetic order is suppressed with increasing structural
disorder, which is loosely proportional to x in YbyZr,Ti,_,O7. This suggests an increase
in magnetic frustration with increasing zirconium content, heading towards a ground state
with continuously fluctuating spins, for Yb,Zr,O7. The transition temperature for the fluorite
Yb,yZr,O7 sample, sintered at 900°C, is below 65mK, the minimal temperature reachable with
our equipment, so it is possible that this highly disordered structure harbors a spin liquid, with
no long-range ordered magnetic ground state.

8.2 Future Work

A chemical analysis of the Yb,Zr,Ti,_,O7 samples should be performed to confirm that the
proper stoichiometry was achieved. This is especially important for the samples fabricated by
the sol-gel method, since it is possible that a small amount of the precursor chemicals adhered
to the glassware, thereby altering the proportions of each element. We could not precisely
determine the amounts of liquid titanium and zirconium precursors, due to the limited precision
of the pipette used to measure the liquid's volume, and the rather uncertain density of these
liquids.

Another possibility would be measuring the distribution of chemical elements using some
spectroscopic technique that can be applied to nanometric regions of the samples, to detect if
the samples are completely uniform or if chemical inhomogeneities exist. Such spectroscopic
techniques could possibly provide information on the valence state of the ions contained in the
compounds, which we assumed to take their nominal values (A%*, B*", O%7) throughout this
work, an assumption that might not be completely justified.

For certain kinds of measurements single crystals are necessary, so it would be interesting if
we could grow crystals of the YbyZr, Ti,_,O; compounds. Crystals of pyrochlore compounds
are usually grown from powder samples using the floating zone technique [335, 336, 337, 338].
Since our research group does not possess the equipment nor expertise for such an endeavor,
collaboration with other researchers, which do have such resources, would be required.

We want to understand the origins of the structural distortions that occur for the x = 0.3, 0.5
YbyZr, Ti;_,O; samples, the local ordering that gives rise to diffuse scattering, for the x =
1.0, 1.5 samples, and the cation ordering in the x = 2.0 sample. A promising avenue for such
investigations would be to compare the experimental diffraction data to simulations, as was
done in [80], using the DISCUS software. DISCUS (Diffuse Scattering and Defect Structure
Simulations) is a general program to generate disordered atomic structures and compute the
corresponding experimental data such as single crystal diffuse scattering or the atomic pair dis-
tribution function. Features include symmetry operations, Monte Carlo simulation capabilities,
generation of domain structures and nanoparticle simulations [339].

Electron microscopy is widely used to investigate structural properties of pyrochlore and fluorite
materials, especially transmission electron microscopy (TEM) [340, 341, 342, 230, 343, 219,
344, 219, 274, 272]. There are many TEM techniques, which can loosely be divided into
imaging and diffraction, although these categories overlap. Electron diffraction is in some
senses similar to x-ray and neutron diffraction, but complementary in scope to those techniques.
TEM would be especially important to shed light on the short and long-range ordering in the
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defect fluorites. It could determine whether the local order is more similar to a pyrochlore,
weberite, or other structure, and understand how the incommensurate modulation of local
units gives rise to a distinct average long-range order.

As we saw in Chapter 6, interpretation of the Raman spectra for the Yb,Zr, Ti>_,O; compounds
was not straightforward, as initially expected. To resolve the somewhat ambiguous vibrational
mode assignments and extract useful structural parameters, we propose to computationally
simulate the local structure, adjusting the parameters of the model until a good fit to the
experimental spectrum is achieved. The same model could be used to calculate thermody-
namic quantities, such as the heat capacity, entropy and enthalpy of the system, which are
also accessible to experiment and could then be correlated with experimental data to further
improve the model, as was done in [284].

It would be interesting to apply infrared spectroscopy to our samples, since infrared and Raman
spectroscopy are complementary techniques, as explained in Chapter 6, and the combined
information would provide a more complete picture of the local environment of the atoms
in the materials. We could improve the information gained from Raman spectroscopy by
measuring the samples at cryogenic temperatures (cryo-Raman) and/or using polarized light
to aid in identifying the directional dependence of the vibrational modes.

Nuclear magnetic resonance (NMR) has also been used to study the structural properties of
pyrochlore compounds [345, 272, 346, 347, 348, 349, 350, 351]. The NMR technique is very
sensitive to the local crystalline environment of the active isotope, which could yield valuable
information, especially on the structure of the oxygen lattice. This technique requires an NMR-
active nucleus, so the sample may need to be enriched with a certain isotope, for instance 0O,
which has a natural abundance of only 0.04%. In the case of our samples we could also use
4Ti and *Ti, whose natural abundance is 7.5% and 5.5%, respectively, although that would
preclude measurements on Ti-free samples, such as Yb,Zr,05.

Low temperature specific heat measurements would be an important contribution to under-
standing the bulk properties of the YbyZr, Ti,_,O; compounds. As was discussed in Sec-
tion 3.12, the specific heat of Yb,Ti,Oy is quite sensitive to structural imperfections and
non-stoichiometry, so it would be interesting to see whether our Yb,Ti,O; samples have a
specific heat signature that is similar to data in the literature, and how the substitution of Ti
by Zr affects the specific heat, both the sharp transition at T =~ 0.2K and the broad feature
at T = 2K. The sharp specific heat transition might not be coupled to the magnetic suscepti-
bility transition, given that they occur at slightly different temperatures even for high quality
Yb,Ti,O7 samples.

By integrating the magnetic contribution to the specific heat we can obtain the entropy asso-
ciated with the spin configurations, which often yields important insights into low-temperature
magnetism. A spin-wave fit to the specific heat in the ordered phase would provide strong
evidence regarding the nature of the ground-state magnetic correlations, so that we could
determine whether doping with Zr alters the delicate balance between ferromagnetism and
antiferromagnetism that gives Yb,Ti,O7 its unusual dynamic properties.

Neutron Scattering is an invaluable technique for studying condensed matter systems. Thermal
and cold neutrons are uniquely suited to study both the structure and excitations of solid
compounds, since they have wavelengths on the order of a few Angstrom, the lattice plane
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spacing of most crystals, and energies on the order 1meV—100meV, the typical energies of
many dynamical phenomena in such materials.

Both x-rays and electrons scatter predominantly off the electrons contained in materials, and
therefore are less sensitive to light elements. In the case of the magnetic pyrochlores oxides the
cations are usually much heavier than the oxygen ions, so the contrast in scattering intensities
renders the oxygen ions hardly visible to x-rays. Neutrons do not suffer from this limitation,
since the scattering amplitudes of the elements vary somewhat erratically along the periodic
table and are not proportional to the atomic mass, as they are for x-rays. Neutron and x-ray
diffraction can often elucidate complementary aspects of the structure and combined Rietveld
refinements can be performed to yield highly accurate crystal structures.

In addition to the increased light-element sensitivity, neutron scattering is an essential tool to
study the structure and dynamics of the magnetic lattices in the pyrochlore compounds [342,
352, 353, 354, 355, 219, 356, 357, 219, 63, 356]. Unlike x-rays, neutrons carry a magnetic
dipole moment, that can interact with the magnetic moments in the sample.

Neutron scattering, both elastic and inelastic, would be necessary to determine the structure
and dynamics of the magnetic lattice in the Yb,Zr, Ti,_,O7 compounds. For instance, it is not
clear how the substitution of Ti by Zr affects the microscopic hamiltonian parameters [, — J4
in (3.54), so that the point corresponding to Yb,Ti,O; could move towards the FM/AFM
phase boundary or to the intersection where a spin liquid is expected. Such experiments
would also provide insight into single-ion effects, such as how the magnetic anisotropy evolves
with composition, and two-ion interactions, which are of particular interest considering that
increased frustration could dissolve the ordered ground state of Yb,Ti,O7.

Another promising avenue for further research would be to investigate how the structural and
magnetic properties of the Yb,Zr, Ti,_,O7 compounds evolve with applied pressure. As already
noted in Chapter 1, chemical substitution effectively acts as a chemical pressure, so it can have
similar effects to physical pressure. Thus applied pressure and chemical substitution both can
push a material over boundaries in the structural or magnetic phase diagrams, and may interact
in interesting and unpredictable ways.

A few previous studies have investigated how applied pressure changes the structural and
magnetic properties of Yb, Ti,Oy. For instance, in [282] it was found that Yb, TiO7 undergoes
a transition from the cubic pyrochlore phase to a monoclinic phase at P = 28.6GPa, and in
[163] it was demonstrated tha pressure stabilizes the SFM ground state, presumably moving
the system away from the degenerate FM/AFM boundary. It could be that moderate applied
pressure alters the location of the pyrochlore/fluorite and fluorite/d-phase transitions along
the YbyZr, Tip_,O7 series, and interesting changes in the magnetic properties might be induced
as well.

8.2.1 EXAFS Proposal

X-ray absorption spectroscopy (XAS) is a versatile and interdisciplinary technique for the
determination of local chemical and physical environment in a wide variety of materials, ranging
from crystalline solids to complex structures such as proteins. For crystalline systems it is
complementary to x-ray diffraction, which probes the long-range order, but it can also be
applied to amorphous and disordered systems, such as glasses and liquids, that do not possess
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any long-range order [358].

XAS experiments involve focusing a beam of x-rays onto a sample and measuring the trans-
mission of x-rays in order to determine the absorption by the sample. There are also indirect
ways of measuring the absorption, using x-ray fluorescence and Auger electrons, buth these
methods are less common. An absorption edge occurs when the incident x-ray energy matches
the binding energy of an atomic electron within the sample. When the beam energy increases
above the edge the absorption increases, causing a drop in the transmitted x-ray intensity. XAS
is element-specific, since each absorption edge corresponds to the unique electron binding en-
ergy of a chemical element, and is especially sensitive to the oxidation state and coordination
chemistry of the atoms.

The absorption spectrum, a plot of the x-ray absorption as a function of incident beam en-
ergy, can be loosely divided into two parts, x-ray absorption near edge structure (XANES)
and extended x-ray absorption fine structure (EXAFS). XANES refers to the part of the spec-
trum containing the absorption edge itself and the pre-absorption region (slightly lower in
energy), while EXAFS refers to the oscillations that occur in the region immediately above
the absorption edge (slightly higher in energy).

When an atom absorbs an x-ray photon, one of its core electrons is ejected, leaving behind a
core hole. The atoms surrounding the one that ejected the photoelectron function as point
scatterers, changing the phase and amplitude of the photoelectron’s wavefunction. Interference
between the wavefunctions of the incoming photons and the ejected photoelectrons leads to a
modulation of the absorption coefficient, and thereby creates oscillations in the region above
the absorption edge. In this way the oscillations carry information on the local environment of
the atom, such as distances, coordination number and species of the surrounding atoms [359].

The EXAFS technique has been applied to many pyrochlore compounds, often as a complement
to diffraction experiments [286, 360, 361, 362, 363, 364, 352, 354, 355, 365, 356]. Therefore
EXAFS would be an ideal method to extend our understanding of the local crystalline structure
of the Yb,Zr, Ti,_,O7; compounds.

The EMA (Extreme condition Methods of Analysis) beamline at the LNLS synchrotron (in
Campinas, Brazil) is optimized for the study of materials under extreme thermodynamic con-
ditions, within wide ranges of pressure (P < 1000GPa), temperature (0.5K< T < 8000K)
and magnetic fields (B < 11T) [366]. Since such conditions require small samples placed in
specialized environments, the beamline is designed to have high brilliance, with a flux of up
to 10' photons/s and beamsize down to 0.01um?. This combination of extreme thermody-
namic conditions will allow exploration of yet unreached points in P — T — B phase diagrams,
in order to tackle complex scientific problems in both applied and fundamental science, us-
ing advanced characterization methods such as absorption spectroscopy, diffraction and other
scattering techniques.

Appendix A contains the proposal submitted to the regular call for research proposals, from
November 8 to December 15 of 2022, of the Sirius Synchrotron, operated by the Brazilian
Synchrotron Light Laboratory (LNLS) as a part of the Brazilian Center for Research in Energy
and Materials (CNPEM). We proposed measuring the diffraction patterns and XANES /EXAFS
for the Yb,Zr, Ti,_,O7 samples at the Yb L3 edge, Ti and Zr K-edges, at selected temperatures
in the range 10K< T < 300K. The proposal was rejected, partly due to the high demand at
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the EMA beamline, but will be submitted again in the next call for proposals, after revising it
to incorporate suggestions made by the LNLS reviewers.

8.2.2 PDF Proposal

The pair distribution function (PDF) is the sine Fourier transform of the total scattering
pattern, including both Bragg and diffuse scattering, in a wide range of Q = @ [367, 368].
In conventional diffraction only sharp Bragg peaks, which arise from long range periodicity, are
considered, while diffuse scattering is subtracted along with the background. Local deviations
from long-range crystal periodicity give rise to diffuse scattering, which is not strongly localized
in Q. In amorphous materials all the scattering is diffuse while in mostly crystalline materials
there is both Bragg and diffuse scattering. In a total scattering experiment all the structural
information in reciprocal space, contained in both Bragg and diffuse scattering, is used to
generate the real space PDF.

The PDF is a radial distribution function of atoms in the sample, thus peaks in the PDF
represent pairs of atoms at a certain distance apart from one another. Even in a perfect
crystal the peaks are not sharp delta functions because of the thermal motion of the atoms. In
addition the peaks can also broaden due to a distribution of pair distances in the material, as
occurs with mostly crystalline materials that are to some extent disordered. Therefore the PDF
analysis is well suited for both crystalline and amorphous materials and anything in between.

This technique can be applied to diffraction data collected with probes such as x-rays, neutrons
and even electrons [369, 370]. The maximal scattering vector Q,u, corresponding to the
highest 260 value, is inversely proportional to the real-space resolution, so a high Q. is
required to resolve the atomic pairs. In the case of x-ray total scattering this requirement
usually implies synchrotron radiation, since laboratory diffractometers have a limited range in
reciprocal space. The PDF technique can be applied to data collected with molybdenum and
silver laboratory sources (Qyuax = 17 and Qi ~ 22, respectively) but not with a copper source
(Qumax = 8). To obtain reliable diffuse scattering data it is necessary to accurately measure the
background noise and diffuse scattering from the sample container and acquire high statistics
data, with good signal to noise ratio.

PDF analysis has been widely applied to materials in the pyrochlore family, using both neutrons
[226, 371, 372, 340, 373, 230, 223, 374, 375, 231, 63, 376, 377] and synchrotron x-ray probes
[340, 360, 361, 230, 376]. As far as synchrotron PDF is concerned, it is similar to EXAFS in
the sense that both techniques provide information on the local crystalline structure, but there
are some important differences. The PDF technique is better suited to detect short to medium
range correlations, on the order of tens of Angstrom, while EXAFS is practically limited to
very short range correlations, on the order of a few Angstrom.

PDF combines the pair distance information for all elements in the sample, while EXAFS is
element-specific, since the energy of the x-ray probe is tuned to the absorption edge of an
element. This is advantageous since it is possible to study the local environment surrounding
crystalline sites with a specific element, but also requires more measurements (one for each
relevant element) than a single total scattering measurement. Also, in some cases there is no
appropriate absorption edge for an element, either because the edge energy is too low or the
absorption edges of two elements are too closely spaced to detect the EXAFS oscillations.
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The Jatoba and Paineira beamlines at the LNLS synchrotron (in Campinas, Brazil) are well
suited for total scattering experiments [378]. The Jatobad beamline is currently in its design
phase and will be dedicated to the study of a wide range of materials using the total scattering
technique. The Paineira beamline, on the other hand, is not designed specifically for the
requirements of total scattering but is already in its scientific commissioning phase as of the
start of 2023. It is optimized for high-throughput x-ray diffraction of polycrystalline materials
in Debye-Scherrer geometry (capillary geometry or transmission mode). Using the highest
possible beam energy, 30keV, would allow us to reach Q. = 29A-1 in reciprocal space,
sufficient for a PDF analysis (Jatoba will be able to reach Qy = 37A‘1)_

Appendix B contains a test proposal submitted as part of the Ricardo Rodrigues Synchrotron
Light School (ER2LS), from July 5 to July 16 of 2022, offered by the Brazilian Center for
Research in Energy and Materials (CNPEM). The test proposal was intended to give partici-
pants the experience of writing a proposal for the Sirius Synchrotron. We proposed measuring
powder diffractograms of Yb,Zr, Ti,_,O; samples at various temperatures, from 300K down
to ~100K, at the Paineira beamline. This test proposal is currently awaiting unofficial review
by researchers at the Brazilian Synchrotron Light Laboratory (LNLS) and, after corrections
suggested by them, will (we hope) be submitted as an actual proposal in the next open call,
after commissioning of the Paineira beamline.
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APPENDIX

EXAFS Proposal

This appendix contains the proposal submitted to the regular call for research proposals, from
November 8 to December 15 of 2022, of the Sirius Synchrotron, operated by the Brazilian
Synchrotron Light Laboratory (LNLS) as a part of the Brazilian Center for Research in Energy
and Materials (CNPEM). We proposed measuring the diffraction patterns and XANES/EXAFS
for the YbyZr, Tiy—,O7 samples at the Yb L3 edge, Ti and Zr K-edges, at selected temperatures
in the range 10K< T < 300K. The proposal was rejected, partly due to the high demand at
the EMA beamline, but will be submitted again in the next call for proposals, after revising it
to incorporate suggestions made by the LNLS reviewers.
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Figure A.1 Graphical abstract submitted as part of the research proposal.
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Title

Evolution of local structural disorder in the series of compounds YboZr,Tis_,O7

Proposers
Main Proposer: Prof. Rafael Sa de Freitas
Principal Investigator (*): Prof. Rafael S de Freitas

Co-Proposer: Prof. Fernando Assis Garcia

Experiment Category
Proposal Type: Normal
Research area (*): Physics

Research subarea (*): Materials Physics

Is this proposal related to COVID-19? (*): No

Experiment Requirements
Beamline: EMA

Number of shifts required (*): 12

Support facilities associated with this proposal
LCTE - Laboratory of Extreme Thermodynamic Conditions

Justify the use of this support facility related to the beamline proposal:

Experiment technique

What is your experience with the technique? Which facilities have you used?
(max 400 characters)

Our group has ample experience with XANES and EXAFS experiments performed at
the LNLS XDS, XAFS2 and EMA beamlines under a range of temperature, pressure and
polarization conditions.



Justification for the use of the synchrotron technique
Why does this proposal need Synchrotron Radiation? (max 400 characters)

This proposal is dedicated to the crystal and electronic structures of the series of compounds
YbsoZr,Tis_,O7. We intend to investigate the Yb, Ti and Zr local electronic and coordination
structures by x-ray absorption spectroscopy (XAS) at the Yb L3 edge and Ti and Zr K
edges. No conventional source is able to provide high statistics measurements in this energy
range.

Involvement with education

Does this proposal involve Msc or Phd students?: Yes

Student 1: Francisco Lieberich

Student 2:

Student 3:

Months for the defense of the thesis: 5

Funding agency

This proposal is associated with scientific project funded by a funding agency?:
Yes

Agency (*): FAPESP

Grant number (*): 2019/25665-1

Abstract of the research proposal
Abstract (max 5 lines):

YboTisO7 undergoes a structural transition from pyrochlore to defect fluorite as Ti is
substituted by Zr, resulting in the series of novel compounds YbsZr,Tis_,O7. We propose
XRD and XAS experiments to determine the amount of structural disorder and the local
electronic and coordination structures of Yb, Zr, Ti, as the composition varies from x = 0
toxr=2in YbQZrajTig_IOr



Description of the research proposal
(max 2500 characters for all fields)

Is this a continuation of a previous proposal?

This is not a continuation proposal.

Scientific background

The pyrochlore family, consisting of over 200 compounds with the structural formula AsB2O7,
has been explored for a wide range of applications and is one of the most promising experi-
mental models of frustrated magnetism [1]. The extensively studied YbyTiaO7 pyrochlore
is a prominent example of magnetic frustration, displaying a rich magnetic phenomenology,
including a puzzling almost-gapless excitation spectrum. Our current understanding [2] of
YbsoTisOr7 is that it lives at the very edge of competing ferromagnetic and antiferromagnetic
phases, a conclusion already anticipated by the sensitivity to non-stoichiometry at a < 1%
level on bulk magnetic and calorimetric properties [3]. When Ti is gradually substituted by
Zr in YbsTisO7 the material undergoes a structural transition from an ordered pyrochlore
to a disordered defect fluorite, culminating in the even less symmetric d-phase for YboZrsOs.
There are no previous studies on magnetic properties of YbyZroO7 or on the intermediary
compounds YbsoZr,Tis_,Or7.

The magnetic properties of materials with localized moments depend on the electronic
and coordination structures of the magnetic cation, which is Yb in the case of YbyTisOr.
Substituting Ti by Zr does not introduce new spins since the magnetism is exclusively
associated with Yb ions. Therefore the observed changes in magnetic properties along the
series YboZr,Tis_,O7 are driven by changes in the electronic properties and coordination of
Yb. The possibilities may include an increase in quenched disorder, defects (in particular at
the O sites), changes in coordination number/geometry and even changes in the Yb valence,
from the predominant 3+ to the less common 2+, thereby directly affecting magnetic
properties. Alternatively, the introduction of Zr could change the Ti oxidation state from
4+ to a rare 3+ state, which has spin degrees of freedom.

Whereas x-ray absorption spectroscopy (XAS) provides valuable information on the previ-
ously mentioned local properties, synchrotron x-ray diffraction (XRD) can reveal details of
the long range crystal structure that cannot be resolved by conventional XRD. We intend
to probe these short and long-range properties as the material evolves, through chemical
substitution, from an ordered pyrochlore into the disordered fluorite and §-phase structures.
Correlating both datasets will provide crucial information required to understand the
magnetic ground state in these compounds.



Expected results

We propose temperature dependent XAS and XRD experiments of selected materials in
the series YboZr,Tis_,O7. The XAS experiments will probe the Yb L3 edge and Ti/Zr
K-edges at five temperature points, from about 10K to 300K, including the near edge spectra
(XANES, to probe electronic structure) and the extended fine structure (EXAFS, to probe
the local structure). The XRD experiments will be performed at 300K and 20K. From the
XAS experiments we expect to determine: i) the amount of quenched and dynamic disorder
of the Yb-O, Ti-O and Zr-O bonds; ii) the Yb, Ti and Zr coordination structure, in particular
the amount of O defects; iii) the Yb, Ti and Zr valences. From the XRD experiments we
expect high resolution data to reveal details of the long-range order, especially deviations
from the ideal pyrochlore and defect fluorite structures. Low temperature experiments will
probe possible structural transitions or distortions that would be of fundamental relevance
to low temperature magnetic properties. Results from XRD and XAS will be compared to
attain a complete structural characterization of the YboZr,Tis_,O7 series. This will allow
an accurate understanding of how the evolution of magnetic properties along the series
YboZr,Tis_,O7 depends on the structure of the frustrated lattice, with a particular focus
on structural disorder.

Previous characterization

Usually pyrochlore compounds are synthesized by the solid-state reaction (SS). As an
alternative, in the sol-gel method (SG) precursor chemicals are mixed in liquid form and
the resulting gel is dried out to obtain the desired product. We synthesized samples of
YboZr,Tio_,O7, with x = 0.0,0.15,0.3,0.5,1.0, 1.5, 2.0, using both methods, to understand
the relative advantages of each synthetic route. Pure phase SS samples could not be
obtained, except for x = 0.0, even after sintering at 1500°C for many days with multiple
intermediate grindings, whereas SG samples are all pure phase. Structural properties were
determined by conventional Cu Ka x-ray diffraction (XRD) and Raman spectroscopy (RS),
using a 532nm wavelength laser.

With increasing x in YboZr,Tis_,O7 the structure changes from a pyrochlore to a defect
fluorite at x = 0.5. In the range 0.5 < x < 2.0 the defect fluorite phase is stable, although
XRD and RS spectra display weak pyrochlore superstructure correlations. For x = 2.0 the
YbyZr3Oqo d-phase structure is stable. RS spectra of SG samples reveal the presence of
significant crystallographic site disorder, through broadening of vibrational Raman modes
and appearance of IR modes that are Raman-inactive in an ideal, ordered structure (figs. 1
and 2). AC magnetic susceptibility measurements show that with increasing Zr content
the transition temperature to the magnetic ground state decreases, consistent with the
expectation that structural disorder suppresses magnetic ordering (fig. 3).



Experimental method

High statistics Yb L3, Ti and Zr K-edge XAS spectra will be measured for a total of
5 samples, at selected temperatures in the range 10K < T < 300K. The temperature
variation will allow us to better distinguish the intrinsic and thermal disorder of the Yb-O,
Ti-O and Zr-O bonds as well as the degree of O defects (EXAFS) and the Yb, Ti and Zr
valences (XANES). A conventional He-flow cryostat will be employed during measurements.
The powder samples will be mounted on membranes and measured in transmission mode.

The Yb XANES spectra will be fitted to a lineshape to extract the phenomenological
information about the Yb3t and Yb?t components. The Yb-O, Ti-O, Zr-O bond disorder
and O defects will be determined by applying multiple scattering theory to the respective
EXAFS spectra. Several models for O defects will be tested by creating artificial defects in
the cluster scattering potential around each absorbing atom.

Experimental conditions

The temperature dependent measurements require a helium flow cryostat to be used in
the temperature interval 10K < T < 300K. The EMA energy will have to be changed
from the Yb L3 edge (8.944 keV), to the Ti K edge (4.966 keV) and then to the Zr K
edge (17.998keV). In total, we shall characterize 5 samples, all in polycrystalline form. We
require use of the chemistry laboratory to crush and sieve the powder samples for better
homogeneity.

Allocated time requested

We request 12 shifts of EMA beamtime, thus organized: 3 shifts dedicated to XRD
experiments (5 samples, 2 temperatures) and 9 shifts dedicated to XAS experiments (5
samples x 3 edges x 5 temperatures = 75 spectra). The requested time already takes into
account some contingency time.
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Figure 1: XRD and RS spectra of SG YbsZr,Tis_,O7, sintered at 1500°C.
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Figure 2: XRD and RS spectra of SG YbsZr,Tis_,O7, sintered at 1200°C.
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APPENDIX

PDF Proposal

This appendix contains a test proposal submitted as part of the Ricardo Rodrigues Synchrotron
Light School (ER2LS), from July 5 to July 16 of 2022, offered by the Brazilian Center for
Research in Energy and Materials (CNPEM). The test proposal was intended to give partici-
pants the experience of writing a proposal for the Sirius Synchrotron. We proposed measuring
powder diffractograms of Yb,Zr, Ti,_,O; samples at various temperatures, from 300K down
to ~100K, at the Paineira beamline. This test proposal is currently awaiting unofficial review
by researchers at the Brazilian Synchrotron Light Laboratory (LNLS) and after corrections
suggested by them will (we hope) be submitted as an actual proposal in the next open call,
after commissioning of the Paineira beamline.
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What is your experience with the technique? Which facilities have you
used? (max 400 characters)

Our group has ample experience with laboratory x-ray diffraction data collection and
analysis. Altough we have not had previous opportunity to apply PDF analysis, a member
of our group was introduced to the technique at the ER2LS school on synchrotron techniques,
offered by CNPEM, and is currently learning more on the topic through reading several
books and scientific publications.

Why does this proposal need Synchrotron Radiation? (max 400 characters)

The subtle structural disorder present in pyrochlore and defect fluorite compounds cannot
be detected with conventional x-ray sources since it requires high resolution data in a large
swath of reciprocal space, with good statistics and accurate background subtraction. These
requirements make synchrotron radiation an ideal technique for such investigations.

Abstract (max 400 characters)

YbyTizO7 undergoes a structural transition from pyrochlore to defect fluorite as Ti is
substituted by Zr, resulting in the series of novel compounds YbsZr,Tis_,O7. We propose
a PDF analysis of synchrotron powder diffraction data, to characterize the local structure
in these materials. An improved structural knowledge will provide crucial information
required to understand the magnetic ground state.

Is this a continuation of a previous proposal? (max 2500 characters)

This is not a continuation proposal.

Scientific background (max 2500 characters)

The pyrochlore family of materials, consisting of over 200 compounds with the structural
formula A3B2O7, has been explored for many scientific and technological applications and
is regarded as one of the most promising experimental models of frustrated magnetism
[1]. The extensively studied YbyTisO7 pyrochlore is a prominent example of magnetic
frustration, displaying a rich magnetic phenomenology, including a puzzling almost-gapless
excitation spectrum. Our current understanding [2] of YbeTisO7 is that it lives at the
very edge of competing ferromagnetic and antiferromagnetic phases, a conclusion already
anticipated by the sensitivity to non-stoichiometry at a < 1% level on bulk magnetic and
calorimetric properties [3]. When Ti is gradually substituted by Zr in YbaTizO7 (increasing
x in YbaZr,Tis_;O7), the material undergoes a structural transition from an ordered
pyrochlore to a disordered defect fluorite, culminating in the even less symmetric d-phase
for YbyZroO7. The disordering of the pyrochlore structure occurs simultaneously through



oxygen vacancies and cation antisite defects, a somewhat unusual situation when compared
to other materials that disorder upon chemical substitution. There are no previous studies
on magnetic properties of YboZroO7 or of the intermediary compounds YboZr, Tis_,O7.
Recent studies have shown that pyrochlore and defect fluorite compounds display a subtle
interplay of order and disorder on a scale of a few unit cells. One study [4] applied a
wide array of experimental techniques, including neutron and synchrotron PDF analysis,
to demonstrate a slight lattice distortion in YboTioO7 and ProZroO7, conjectured to be
universal among pyrochlores. Another study [5] applied neutron PDF analysis to HogZr2O7,
suggesting that this material possesses a short range weberite-type structure, which appears
as a disordered fluorite when observed at longe range. Most commonly the pyrochlore family
compounds are synthesized by the traditional solid-state reaction (SS). As an alternative, in
the sol-gel method (SG) precursor chemicals are mixed in liquid form and the resulting gel is
dried out to obtain the desired product. Our group synthesized samples using both methods,
to compare their properties and understand the relative advantages of each synthetic route.

Expected results (max 2500 characters)

We expect to characterize local correlations between atoms in YbyZr,Tis_,O7 samples
through a total scattering PDF analysis, complementing the longe-range structure deduced
from conventional XRD, which neglects diffuse scattering and focuses on Bragg peaks. PDF
analysis would be an invaluable aid to understanding the subtle disorder in these structures,
since it can determine correlations between atoms on a local scale, as opposed to the global
information extracted from Bragg peaks. Most of our fluorite samples show weak pyrochlore
superstructure reflections. It is not evident whether these arise from correlations among
atoms in the fluorite phase or from spatially localized pyrochlore domains embedded in
a fluorite matrix. We also are interested in effects of sintering temperature on structure,
given that most samples undergo a phase transition upon heating to about 1000°C, from
a metastable phase to a more ordered stable phase. PDF analysis will clarify how order
and disorder coexist in the disordered metastable phase and to what degree this disorder
persists when heated above 1000°C. For YboZroO7 samples the high temperature stable
structure is a d-phase, which can belong to two distinct space groups, depending on the
form of site disorder assumed. PDF analysis will improve our understanding of this rather
uncommon structure. Another issue that will benefit from synchrotron data is the poor
reliability of refinement results concerning oxygen ion disorder and non-stoichiometry, given
the weak scattering of oxygen under conventional x-ray sources. Synchrotron diffraction
results will be compared to those obtained using other analytical techniques, such as
Raman scattering, which is sensitive to local order through its effect on atomic vibrational
modes. Raman scattering is complementary to XRD, in that it is sensitive to deviations
from crystalline order and better suited to detect distortions or vacancies in the oxygen
lattice. Understanding of low-temperature properties such as magnetic susceptibility and
magnetization requires detailed knowledge on the structure of the lattice formed by the



magnetic ions, which can be deduced from diffraction data by the PDF technique. The
proposed experiments would provide a solid contribution to understanding the relation
between structural and magnetic properties in this class of materials, as the composition
evolves through chemical substitution from an ordered to a disordered state.

Previous characterization (max 2500 characters)

Structural properties were determined by conventional Cu Ka XRD, indicating that SS
(solid-state) samples are more crystalline than SG (sol-gel) samples (fig. 1). Rietveld
refinement of this data (fig. 2) reveals increased crystallographic site disorder and strain in
SG samples. Raman scattering spectra (fig. 3) confirm the presence of disorder, through
broadening of the vibrational modes and appearance of IR modes that are Raman-inactive
in an ideal ordered structure. Magnetic susceptibility measurements (fig. 4) show that with
increasing Zr content the transition temperature to the magnetic ground state decreases,
consistent with the expectation that structural disorder suppresses magnetic ordering.
Low-temperature magnetization data (fig. 5) have not yet been adequately modeled since
they depend crucially on the local structure of the magnetic lattice.

Experimental method (max 2500 characters)

Powder diffractograms will be collected at the Paineira beamline for a total of 15 samples.
Using a beam energy of 30keV (A = 0.41A) and angular range 26 < 145° it is possible to
reach Qmax = 29A~1. Results will be analyzed by Rietveld refinement with GSAS-II, PDF
analysis with the DiffPy software suite, and RMC (Reverse Monte Carlo) simulations with
RMCProfile.

Experimental conditions (max 2500 characters)

Experiments will be performed at ambient temperature and at the minimum temperature
reachable with the cryojet cooler (~100K). Our samples have very high absorption and
therefore require very thin capillary tubes (0.3mm or 0.5mm diameter). The beamline
energy has to be set at its maximum (30keV for Paineira) to maximize the range in reciprocal
space. The detector has to be repositioned to cover the maximal angular range (3° < 260 <
145°). We require use of the chemistry laboratory to crush and sieve the powder samples
for better homogeneity.

Allocated time requested (max 2500 characters)

We propose to measure powder diffractograms of 15 samples, requiring three 8h shifts at
the Paineira beamline. This includes time to change the beamline energy and instrument
configurations, cool the samples and empty capillary tubes (necessary for background
subtraction), perform the measurements, and some contingency.
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Figure 1: CuKa x-ray diffractograms of SG and SS YbsTiaO7, sintered at various tempera-
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Figure 2: Examples of Rietveld refinement for SG YboZroO7, sintered at 900°C and 1200°C.
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