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Prof. Dr. Luis Gregório G. de V. Dias da Silva - Orientador (Instituto de Fı́sica - USP)
Prof. Dr. Eduardo Miranda (UNICAMP)
Prof. Dr. Eric de Castro e Andrade (IFUSP)
Prof. Dr. Fernando Iemini de Rezende Aguiar (UFF)
Prof. Dr. Thomas L. Schmidt (Luxembourg University)

São Paulo
2023



 
 
 
 
 
 
 
 
 
 
 
 
 
 

FICHA CATALOGRÁFICA 

Preparada pelo Serviço de Biblioteca e Informação 

do Instituto de Física da Universidade de São Paulo  

 

         
       Teixeira, Raphael Levy Ruscio Castro  
 
       Modos parafermiônicos em sistemas de elétrons correlacionados.    São 
Paulo, 2022. 
 
        
       Tese (Doutorado) – Universidade de São Paulo. Instituto de Física. Depto. 
de Física dos Materiais e Mecânica.  
          
        Orientador: Prof. Dr. Luis Gregório Godoy de Vasconcellos Dias da Silva  
         
        Área de Concentração: Física. 
 

        Unitermos: 1. Fisica da matéria condensada; 2. Sistema quântico; 3. Física 
computacional. 
 
USP/IF/SBI-82/2022 



University of São Paulo
Physics Institute

Parafermionic modes in correlated electron
systems

Raphael Levy Ruscio Castro Teixeira

Supervisor: Prof. Dr. Luis Gregório G. de V. Dias da Silva
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da Silva. I have been working with him since my bachelor’s second year. Over the past

nine years, I have learned a lot thanks to his guidance, and I was able to research what I

found interesting. The liberty I had over the years allowed me to grow into a researcher.

I also want to thank him for his continuous support in my everlasting wish to go abroad.

I want to thank everyone that was part of the group at some point: Bruna, Dimy, Jesus,
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Abstract

Obtaining non-abelian anyons is one of the primary goals within the field of topological

states of matter. The simplest of these anyons, Majorana bound states (MBSs) [1], have

been proposed as candidates for implementing topological quantum computation relying

on its non-abelian statistics [2–5]. Parafermions bound states (PBSs) can be regarded as

ZN generalizations of the Z2-symmetric MBSs [6, 7].

PBS have richer non-abelian exchange statistics compared to MBS and would thus of-

fer advantages for quantum computation. In contrast to MBS, PBS usually require strong

interactions between electrons and has been proposed to exist, for instance, in fractional

quantum Hall insulators with induced superconductivity [8–10]. Tight-binding models

have also been suggested to host PBSs [11–13], although in some cases they are non-

topological [14]. Recently, Kondo devices have also been proposed to host parafermionic

states [15, 16]. Nonetheless, in all setups, many-body interactions are necessary for the

existence of PBS.

In this thesis, we are concerned with the properties of PBSs that can be used in exper-

imental setups. While most of the work developed here concerns fermionic models [17, 18],

we also investigate a continuous model of fractional quantum Hall insulators with induced

superconductivity [19]. This work is, therefore, divided into two parts.

In the first part, we examine the fermionic models using Density Matrix Renormal-

ization Group (DMRG) [20–22] as well as some properties of Fock-parafermion [11]. We

start with a proposal on how to use Quantum dots (QDs) to probe the existence of Z4

parafermions and differentiate it from 2 MBSs (2xZ2). Then, we introduce two fermionic

models that host Z3 parafermions. We show the topological equivalence of the models

and their properties. In the second part, we use a combination of analytical (semiclassical

instanton approximation) and numerical (quantum Monte Carlo simulations) techniques

to determine the effective parafermion Hamiltonian and its ground state splitting in a

fractional quantum Hall insulators with induced superconductivity.

Keywords: Parafermions, Topological materials, Strong correlated materials, DMRG.
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Resumo

A busca por anyons não-abelianos é um dos principais tópicos no campo de matéria

condensada topológica. O mais simples destes anyons, estados de Majorana (MBSs) [1],

foi proposto como candidato para a implementação de computador quântico topológico

que se baseia em estat́ıstica não-abeliana [2–5]. Estados de parafermions (PBSs) podem

ser entendidos como ZN generalizações do Z2-simétrico MBSs [6, 7].

PBS possuem uma estat́ıstica não-abeliana de troca mais rica que o MBS e portanto

oferece vantagens para computação quântica. Em contraste ao MBSs, PBSs normalmente

necessita de fortes interações entre os elétrons, e foram propostos existir em, por exemplo,

isolantes Hall quânticos fracionários com supercondutividade induzida [8–10]. Foi sugerido

que alguns modelos tight-biding podem hospedar PBS [11–13], apesar de em alguns casos

os PBS não são topológicos [14]. Recentemente, alguns dispositivos Kondo foram propos-

tos como hospedeiros de estados parafermionicos [15, 16]. De toda forma, em todos os

sistemas, interações de muitos-corpos são condições necessárias para a existência de PBS.

Nessa tese, estamos interessados nas propriedades dos PBS que podem ser usadas em

experimentos. Enquanto a maioria do trabalho refere-se a modelos fermiônicos [17, 18],

nos também investigamos modelos cont́ınuos, como isolantes Hall quânticos fracionários

com supercondutividade induzida [19], de forma que esse trabalho é dividido em duas

partes.

Na primeira parte, nos examinamos modelos fermiônicos usando o método de grupo

de renormalização de matriz de densidade (DMRG) [20–22] e propriedades de Fock-

parafermions [11]. Começamos com uma proposta de como utilizar pontos quânticos (QD)

para examinar a existência de Z4 parafermions e diferenciá-los de 2 MBS (2xZ2). Con-

tinuamos com a introdução de dois modelos fermiônicos que possuem Z3 parafermions e

mostramos a equivalência topológica entre os modelos, bem como suas propriedades. Na

segunda parte, usamos uma combinação de técnicas anaĺıticas (aproximação semi-clássica

de instantons) e numéricas (simulações de Monte Carlo quânticas) para determinar o

Hamiltoniano efetivo de parafermions e sua separação de ńıveis fundamentais em isolantes

Hall quânticos fracionários com supercondutividade induzida.

Palavras-chave: Paraférmions, Materiais topológicos, Sistemas fortemente correlaciona-

dos, DMRG.
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Chapter 1

Introduction

Currently, one of the major enterprises in condensed matter physics is the quest for

anyons [24–26], in particular, those with non-Abelian statistics, i.e. exchange is not com-

mutative, and two exchanges do not go back to the same state. The reason for this wide

search is both theoretical and practical. While it is possible to learn about quantum ma-

terials and new states of matter, it was also suggested that they could be applied in

topological quantum computers [2, 5, 27].

Due to its simplicity, and recent investments by Microsoft, Majorana bound state

(MBS) are one of the most studied non-Abelian states in condensed matter. Non-Abelian

anyons can be classified into different types using topological quantum field theory [2]. Of

those types, the Ising type is one of the simplest. MBS has exchange statistics of the Ising

type [1, 4, 28]. The problem is that it has been known that qubits with non-Abelian anyons

of Ising type can’t go to any point in a Bloch-sphere with only gates made by braiding.

In other words, a topological quantum computer made of it wouldn’t be universal in the

sense that some computations wouldn’t have the “topological protection” [3, 4]. To have

a universal quantum computer is necessary to have Fibonacci anyons [7, 29]. Those are

much harder to get [29–31]. However, it is possible to have a “middle-ground” that has

more protected operations, but not all, since they are still of Ising type. Those are the Zn

parafermions and the main topic of this thesis.

Parafermions were first introduced in the context of clock-models [32] and later it

was recognized as a good description to some fractional quantum Hall excitations [33].

Only after the seminal paper of Paul Fendley [6], showing the parafermions, like its Z2

Majorana counterpart, could form a zero-energy state in a chain, that the field gained a lot

of attention. Since then, parafermion modes have been studied in the context of fractional

quantum Hall edges [10, 34–37], 1D systems [12–14, 38–45] and others [44, 46–52]

In this thesis, we look into some of the most intriguing questions about parafermions

and what makes them unique. In chapter 2 we explore the possibility of detecting fermionic

Z4 parafermions using quantum dots. In chapter 3, we propose two models to realize

fermionic Z3 parafermions, and we investigate their properties. Finally, in chapter 4, we

1
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look into finite-size effects of parafermions in fractional quantum hall edges and how it

differs from its Majorana counterpart.

1.1 Preliminaries

Before we start looking into parafermions, it is wise to begin with the well-known

Majorana. First proposed by Ettore Majorana in 1937 as a real solution to Dirac’s equa-

tion [53], “Majorana fermions” have the intriguing property of being its own anti-particle.

The search for such particle spanned from neutrinos1 in high-energy physics to quasi-

particles in condensed matter physics. Majoranas2 have appeared in different contexts of

condensed matter such as edges of quantum Hall systems [55, 56], two-channel Kondo

devices [57, 58].

Nonetheless, only in 2001 with the proposal by Alexei Kitaev of a simple tight-biding

model of spinless electrons with p-wave superconductivity [1] that researchers started re-

alizing the potential of Majorana bound states. Kitaev’s toy model was followed by a

somewhat more realistic nanowire model [59–62] that had the advantage of being realiz-

able in experiments. Since 2012, with the first paper claiming to observe Majorana zero

modes [63], many papers made similar claims [64–68]. Although some of them have had

“expressions of concern” or have been retracted [69–71]. Recently, a Microsoft team wrote

that they found Majorana bound states and they used complex models to predict and

prove that this is indeed a topological phase [72], although some people have expressed

scepticism about the result. For now, much of the work has been modelling and theory

behind Majoranas while the experimental has been filled with a myriad of issues, which

shows how difficult is to obtain clear proof of MBS.

In this section, we will give an overview of Majorana bound states. We will go from

the Ising model to Kitaev’s chain up to nanowires while discussing some aspects that are

also important in parafermion bound states [6].

We begin with the quantum Ising chain, a two-state quantum system with 1/2 “spin”

particle at each L site. The Hamiltonians consists of two interactions, the first term flips

the spin at a given site, the second term describes the interaction between neighbours

spins,

Hising = −h
L∑

j=1

σx
j − J

L−1∑
j=1

σz
jσ

z
j+1, (1.1)

where σx,y,z
j acts with a Pauli matrix on the two-state system at site j and commutes with

all other sites. At h = J , there is a critical point in the quantum Ising model. The above

1It is an open question if neutrinos are an example of Majorana fermion [54].
2Here, we take some liberty to generically call Majoranas different entities such as Majorana bound

states, Majorana zero modes (sometimes used intertwined with the previous) and Majorana fermion. The
latter is not commonly used since in condensed matter we only have electrons, although it is sometimes
used to describe an operator.



1.1. PRELIMINARIES 3

Hamiltonian is invariant under a spin-flip of all spins. For this reason, we can define the

operator

(−1)F =
L∏

j=1

σx
j , (1.2)

that squares to 1 and satisfy [(−1)F , Hising] = 0, therefore the Hamiltonian has a Z2 sym-

metry. We can perform a Jordan-Wigner transformation to a basis in which the operators

anticommute [73]

γA,j =

(
j−1∏
k=1

σx
k

)
σz
j , γB,j = i

(
j∏

k=1

σx
k

)
σz
j = iγA,jσ

x
j , (1.3)

the γs are Majorana fermion operators, that satisfy γ†A(B),j = γA(B),j and {γα,j, γβ,k} =

2δα,βδj,k. In this new basis, the Ising Hamiltonian (at the critical point) becomes

Hising = −iJ
L∑

j=1

(
γB,jγA,j+1 + γA,jγBj

)
. (1.4)

It is interesting to notice that in the Majorana basis, the Hamiltonian is bilinear and,

therefore, the spectrum can be easily calculated. In this new basis, the symmetry generator

assumes the product of all Majorana operators, (−1)F =
∏

j iγA,jγB,j.

The problem of the Majorana basis is the absence of occupation number for Majorana

fermions since γ†A(B),jγA(B),j = 1. Thus, it is wise to write the Hamiltonian on a basis with

an associated Fock-space. This is done by rewriting the Majorana operators in terms of

spinless fermions, c†j = (γA,j + iγB,j)/
√
2. We can rewrite the Ising model to obtain

Hising = −J
∑
j

(
c†jcj+1 + c†jc

†
j+1 − 2c†jcj

)
+H.c. (1.5)

Where we dropped the constant term. The symmetry generator is now given by the total

parity of the system (−1)F =
∏

j(1 − 2c†jcj). The model Kitaev proposed [1], identified

each term with its physical meaning and allowed them to change independently,

Hkitaev =
∑
j

−tc†jcj+1 +∆c†jc
†
j+1 − µc†jcj +H.c., (1.6)

with t the hopping, ∆ the p-wave superconducting order parameter and µ the chemical

potential. This model has two distinct topological phases. For t = ∆ we have a trivial

phase (2t > |µ) and a non-trivial phase3(2t < |µ|). This can be easily observed when we

3A non-trivial topological phase cannot be adiabatically deformed into an insulator without closing
the gap.
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a)

b)

Figure 1.1: Illustration of two limits of the Kitaev model. Each site is split into two
Majorana fermions, γA,j, γB,j. (a) Trivial phase, t = ∆ = 0 and µ ̸= 0, in which the
Majorana Fermions interact only at the same site. (b) non-trivial phase, t = ∆ ̸= 0 with
µ = 0, in which one Majorana fermion interacts with the neighbour site. Because of this,
two dangling Majorana fermions don’t contribute to the energy.

go back to the Majorana basis,

Hkitaev =
i

2

∑
j

−µγA,jγB,j + (t+ |∆|)γB,jγA,j+1 + (−t+ |∆|)γA,jγB,j+1, (1.7)

and take two limits, t = ∆ = 0 with µ ̸= 0 and t = ∆ ̸= 0 with µ = 0. These two limits

are illustrated in Fig. 1.1. While in the former case, we have all Majorana fermions locally

coupled in the same site, Fig. 1.1(a), in the latter case, we have Majoranas interacting

with the neighbour site at the same time that the Majoranas at the ends don’t couple,

Fig. 1.1(b), such that we have two states with zero energy associated with the chain’s ends.

Theoretically, we could construct a non-local fermion c†nl = (γA,1 + iγB,L)/
√
2 and store

information in the parity, since creating or destroying this electron doesn’t change the

energy and local-perturbations don’t affect it. Indeed this is one of the aspects important

for topological quantum computation [74–76]. The other one is non-Abelian exchange

statistics [5, 77].

So far, we briefly looked at one of the simplest models that have Majorana zero modes

at the edges. Although useful for studying some properties, the Kitaev model is unrealistic

in experimental setups other than optical lattice. Not only is p-wave superconductivity

uncommon, but to have spinless fermions would be necessary to have high magnetic fields

that would destroy the superconductivity. This was realized early on, and a few years

later, a new model that considers a nanowire with spin-orbit coupling close to an s-wave

superconductor was proposed,

Hnano = (−∂2x − µ(x))τz + Vzσz + iα∂xσyτz +∆τx, (1.8)

where τ is the vector of Pauli matrix associated with electron-hole subspace and σ is the

vector of Pauli matrix associated with spin. The first term is the Kinetic part with a

chemical potential µ, Vz is a Zeeman field that corresponds to the magnetic field, α is the

spin-orbit coupling, and ∆ is the induced superconducting gap.
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Figure 1.2: Illustration of the left and right Majorana wavefunction spread over a nanowire
(in grey). The wavefunctions’ overlap is responsible for splitting in the ground state energy.

The advantage of this model is that it could be realized, and around one year after

it was proposed, some experiments claimed to see Majorana bound states4. On the other

hand, the Majorana in the nanowires are not perfectly localized at the ends. This leads

to an overlap of Majorana bound states, Fig. 1.2, that open a gap that can be tuned with

chemical potential and magnetic field [82],

∆E ≈ kf
e−2L/ξ

mξ
cos(kfL), (1.9)

where kf is a function of the chemical potential µ and Zeeman field Vz and ξ is a coherence

length. These are sometimes called “Majorana oscillations” and were thought to be an

explanation for some experiments without clear zero energy states5 [65].

1.2 Parafermions

Based on the preliminaries section, we can now introduce parafermions in the same

way we did for Majorana fermions. Here, however, we don’t use the Ising model. Instead,

we use clock-models, that can be thought of as a Zn generalization of Ising with n different

spins6, 1, ω, ω2, ...ωn−1, with ω = ei2π/n.

Similar to Pauli matrices, we can define new matrices called “clock-variables” [6, 32],

that satisfies the following properties

σ† = σn−1, τ † = τn−1, σn = τn = 1, στ = ωτσ. (1.10)

4Today is accepted that what was observed was probably not Majorana bound states, but Andreev
bound states mostly due to disorder [78–81].

5Although nowadays it is thought to be Andreev bound states.
6For n = 2 we have the Ising model with the usual ±1 spin.
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In a basis that σ is diagonal, the clock-variable’s matrices are

σ =



1 0 0 . . . 0

0 ω 0 . . . 0

0 0 ω2 0
...

...
. . .

...

0 0 0 . . . ωn−1


τ =



0 0 0 . . . 0 1

1 0 0 . . . 0 0

0 1 0 0 0
...

...
. . .

...
...

0 0 0 . . . 1 0


(1.11)

We now write the most general Hamiltonian that preserves Zn-symmetry when we

“increase” the “spins”, σ → ωσ. At each site, the clock-variables satisfy Eq. (1.10) and

the operators at different sites commute.

HZn =
∑
j

n−1∑
m=1

[
−fαmτ

m
j − Jα̂m

(
σ†
jσj+1

)m]
(1.12)

where the phases must satisfy α∗
m = αn−m and α̂∗

m = α̂m−n forHZn to be Hermitian. While

the first term generalizes the onsite spin-flip from Ising, the second term generalizes the

neighbour’s interaction. Varying the phases allows us to interpolate between ferromagnetic

and antiferromagnetic phases without changing f, J . However, differently from Ising, the

ferromagnetic and antiferromagnetic phases are not necessarily equivalent. For instance,

depending on n there might be more spins interacting in one phase than another [6].

The phases α, α̂ also control the integrability of the system. Consider the case n = 3,

when arg(α) = arg(α̂) = 0 we have the quantum version of three state Potts models

that have a critical, integrable, and self-dual point at f = J that separates ordered from

disordered phases[6]. For nonzero α, α̂ we have more intricate phases [83].

The symmetry generator for the clock-model is

ωP =
L∏
j

τ †j , (1.13)

which satisfy (ωP )n = 1, and is a clear generalization of Eq. (1.2). Following the steps from

Majorana fermion, we can define new operators called parafermion using the Fradkin-

Kadanoff transformation [32] that multiply ordered and disordered clock-variables. At

each site, we need to define two parafermion operators, χj and ψj, that generalize Majo-

rana Fermions, γA,j and γB,j,

χj =

(
j−1∏
k=1

τk

)
σj, ψj = ω(n+1)/2

(
j∏

k=1

τk

)
σj = ω(n−1)/2χjτj. (1.14)

Following the properties of σ and τ , Eq. (1.10), parafermion do not square to one,

instead it power n equals one, and different parafermion operators do not (anti-)commute.



1.2. PARAFERMIONS 7

By contrast, swapping the operators leads to a phase ω,

χ†
j = χn−1

j , ψ†
j = ψn−1

j , χn
j = ψn

j = 1, χjψj = ωψjχj

χjχk = ωχkχj, ψjψk = ωψkψj, χjψk = ωψkχj j < k. (1.15)

Interesting, parafermion operators of different sites do not commute like clock-variables,

this happens because of the strings at the r.h.s. of Eqs. (1.14) and the restriction j < k

comes from the commutation due strings7.

Inverting the definition of parafermion operators,

τj = ω−(n−1)/2χ†
jψj, σ†

jσj+1 = ω−(n−1)/2ψ†
jχj+1, (1.16)

we can easily obtain the terms of the Hamiltonian HZn by applying it to Eq. (1.12). The

generalized parafermion Hamiltonian is given by

HZn =
∑
j

n−1∑
m=1

ωm(m−n)/2
(
−fαmχ

†m
j ψj − Jα̂mψ

†m
j χj+1

)
. (1.17)

It is usual to consider a simplified parafermion Hamiltonian,

Hpf =
∑
j

−fχ†
jψj − Jψ†

jχj+1 +H.c. (1.18)

that is the generalization of Eq. (1.4) when we substitute γA → χ, γB → ψ. The next

step is to consider a Fock-space for parafermions, dubbed “Fock-parafermion space” [11].

Although this Fock-space is not like the usual fermions8 it allows us to write an expression

for the ground state’s wavefunction and understand many aspects of Hpf . Recently, some

papers started looking into models that only consider Fock-parafermion demonstrating

its versatility as a research theme [84–87].

In the fermionic case, we have the vacuum and a single occupied state (|0⟩ , |1⟩), here,
however, we have n states (|0⟩ , |1⟩ , ..., |n− 1⟩). We can define a Fock-parafermion creation

(d†) and annihilation (d) operators [11] that respectively rises and lowers the state, with

the condition d† |n− 1⟩ = 0 and d |0⟩ = 09, such that for multiple “orbitals” we have

d†j |n1, n2, ..., nj, ..., nL⟩ ≡ ω̄
∑

k<j nk |n1, n2, .., nj + 1, ..., nL⟩
dj |n1, n2, ..., nj, ..., nL⟩ ≡ ω

∑
k<j nk |n1, n2, .., nj − 1, ..., nL⟩ , (1.19)

7The case j > k can also be easily calculated and instead ω we have the complex conjugate ω̄.
8The Fock-parafermion satisfy the Fn(L) algebra, i.e. the n-Grassmann algebra with L generators

(number of different orbitals, sites,...). For n = 2, F2(L) is the standard Fock-space of indistinguishable
electrons.

9This is a p-exclusion that generalizes the Pauli Exclusion Principle of electrons.
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where the string comes from the normal ordering due to commutation between operators

of different sites, similar to the (−1)
∑

n phase in electrons. All these properties can be

summarized by [11],

d†nj = 0, d†jd
†
k = ωd†kd

†
j j < k

d†mj dmj + dn−m
j d†n−m

j = 1 m = 1, .., n− 1. (1.20)

The last line generalizes the anti-commutation of fermions, {c†j, cj} = 1. With some ma-

nipulation, we can obtain the relation.

djd
†m
j dmj = d†m−1

j dmj (1.21)

Other than creation and annihilation operators, we also need to consider the number

operator, N , such that N |k⟩ = k |k⟩. More generally, for L orbitals,

Nj |n1, n2, ..., nj, ..., nL⟩ = nj |n1, n2, ..., nj, ..., nL⟩ , (1.22)

in terms of Fock-parafermion operators, the number operator is

Nj =
n−1∑
m=1

d†mj dmj , (1.23)

and it follows from previous properties that Nj satisfies the commutation relation

[Nj, d
†
j] = d†j, [Nj, dj] = −dj. (1.24)

Note that all properties reduce to the usual fermionic relation for n = 2. Finally, the

parafermion operators are easily written in the Fock-parafermion space,

χj = dj + d†n−1
j , ψj = −ω−1/2

(
djω

Nj + d†n−1
j

)
, (1.25)

where the phase, ωNj can be expanded in terms of Fock-parafermion operators

ωNj = 1 + (ω − 1)
n−1∑
m=1

ωm−1d†mj dmj . (1.26)

To conclude this section, we go back to Hpf , Eq. (1.18), with f = 0. The ground state

of a L-site chain, for this particular, case can be write as a sum of all states such that the
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total number of Fock-parafermion is i [88],

|gLi ⟩ =
1√
nL−1

∑
{Nj} such that∑
j Nj=i mod n

L⊗
j=1

|Nj⟩, (1.27)

where the sum is understood to be over all possible combination ofNj that satisfy
∑

j Nj =

i mod n. As a consequence, each site of any ground state is given by a sum of all Fock-

parafermion numbers.

1.3 Parafermions in condensed matter

So far, we have explored different theoretical aspects of parafermions. Therefore, it is

essential to look into physical systems that host parafermions modes that can be experi-

mentally realized. The first thing to notice is that parafermions are Zn-symmetric which

is not covered in the tenfold classification of topological systems [14, 89]. This implies that

the physical system will probably be strongly interacting instead or will have long-range

interaction.

Indeed, in tight-biding models, we observe both characteristics [12, 18]. Such systems

could, in principle, be realized in optical lattices [90] and maybe in synthetic dimen-

sions [91]. A more realistic approach is to consider charge-Kondo devices [15, 92, 93] or

fractional quantum Hall systems with regions of different spectral gaps. Recent exper-

iments [23, 94–97] were able to create a “superconducting finger” on an FQH system,

Fig. 1.3(a), and it was reported a crossed Andreev reflection compatible with fractional

charge [23].

In this section, we show how Z2m parafermion modes appear in fractional quantum

Hall edges. Generically, we need two counter-propagating modes10, with filling factor

1/m11, and regions with different spectral gaps. Although the idea used here can be

generalized to other systems [50], we consider one of the first proposals to have localized

parafermion modes at the interfaces [8, 9, 101, 102], Fig. 1.3(b). Note that since the

parafermions are located in the interfaces, we can’t circle one parafermion around the

other to do braiding. Instead, it is necessary to use a different approach, such as fusion

and nucleation [8, 36, 103].

We start with two counter-propagating electrons with opposite spins12 [9]. We can

write the electron operators in terms of a chiral bosonic field, φR/L, ψR/L ∼ eimφR/L

that satisfies the commutation relation [φR(L)(x), φR(L)(x
′)] = ±(iπ/m) sgn(x − x′) and

10A single state is not enough as the edge cannot be gapped.
11The filling factor 1/m , m odd, corresponds to Laughlin states that has excitations with charge e/m,

thus providing a building block to parafermions [98–100].
12This can be done by having each FQH with g-factor of opposite sign.
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FM FMSC

b)

a)

c)

Figure 1.3: (a) Adapted from Ref. [23]. A Graphene device encapsulated with boron nitride
dielectric and graphite with an NbN superconductor of less than 100nm. The gate voltage,
V , can be used to tune the system into fractional quantum Hall state with filling factor
1/3 [23]. (b) Typical experimental proposal to realize Z2m parafermion bound states [9].
Two counter-propagating edges of FQH with filling factor 1/m and regions with different
spectral gaps. (c) Profile of the different couplings along the edge in (a). The FM region
has a backscattering amplitude ∆FM and the SC region has an electron pairing ∆SC .
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[φL(x), φR(x
′)] = iπ/m [104–106], see Appendix A.

Then we consider three regions, such that we have a FM-SC-FM junction. In the

two regions dubbed FM, x < x1 and x > x2 + δ, there is backscattering due to the

close proximity of an insulator with spin-orbit coupling such that we have an interaction

∆FMψ
†
LψR + H.c.. In the region dubbed SC, x1 + δ < x < x2, the electrons interact

to form a cooper pair, and we have a term ∆SCψ
†
Lψ

†
R + H.c.. Finally, at the interface

x1 < x < x1 + δ and x2 < x < x2 + δ where both couplings go to zero13.

Now, it is useful to rewrite the chiral fields in terms of two new fields, φR/L = ϕ± θ,

where the electron density is ρ = ∂xθ/π and the new fields satisfy

[ϕ(x), θ(x′)] =
iπ

n
Θ(x− x′) (1.28)

The edge Hamiltonian can be modeled as H = H0 +HI , where

H0 =
mv

2π

∫
dx
[
(∂xϕ)

2 + (∂xθ)
2
]
, (1.29)

corresponds to gapless counter-propagating edge mode with speed v. The Hamiltonian

that describes the backscattering and copper pairs is

H1 = −
∫
dx∆SC(x)ψ

†
Lψ

†
R +∆FM(x)ψ†

LψR +H.c. (1.30)

∼ −
∫
dx [∆FM(x) cos(2nθ) + ∆SC(x) cos(2nϕ)] ,

where ∆SC(FM)(x) = ∆SC(FM) in the SC(FM) region and 0 otherwise. In the limit that

the couplings ∆SC and ∆FM are sufficiently large, the fields ϕ and θ will be pinned to one

of the 2m minima of the cosine above in the SC and FM regions respectively. In this case,

we can write the fields as θx<x1 = πn̂
(1)
θ /m, ϕx1+δ<x<x2 = πn̂ϕ/m and θx>x2 = πn̂

(2)
θ /m

and nϕ, n
(1/2)θ, are integer-valued operators. From Eq. (1.28), we have[

n̂ϕ, n̂
(1)
θ

]
=
in

π
,

[
n̂ϕ, n̂

(2)
θ

]
= 0. (1.31)

Now, we will look at the first interface, and the same procedure can be done to the

second one provided that we consider that the interface will be SC-FM instead of FM-

SC and that the commutation relations are not the same, Eq. (1.31). At the interface

∆SC(FM) = 0 and the effective Hamiltonian is

Heff,1 =
mv

2π

∫ x1+δ

x1

dx
[
(∂xϕ)

2 + (∂xθ)
2
]
. (1.32)

This Hamiltonian can be diagonalized by expanding the ϕ, θ fields into bosonic ladder

13This is not necessary but makes the calculation easy.
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operators, ak that satisfy [ak, a
†
k′ ] = δk,k′ ,

ϕ(x) =
πn̂φ

n
+

√
2

n

∞∑
k=0

cos(λk(x))

2k + 1
(ak + a†k), (1.33)

θ(x) =
πn̂

(1)
θ

n
+

√
2

n

∞∑
k=0

sin(λk(x))

2k + 1
i(ak − a†k),

where λk = (2k + 1)π(x − x1)/2δ. Note that this expansion preserves the boundary

condition as well as the commutation relation of both fields. The Hamiltonian, in terms

of this new operator, is

Heff,1 =
∞∑
k=0

ϵk(a
†
kak + 1/2), where ϵk =

πv

δ
(k + 1/2). (1.34)

Although we see a finite gap, inversely proportional to δ, for bosons ak, the domain

wall admits zero modes. To show that, we go back to the chiral field

φR/L(x) =
π

n
(n̂ϕ ± n̂

(1)
θ ) +

√
2

n

∞∑
k=0

(
e±iλk(x)ak +H.c.

)
√
2k + 1

(1.35)

which satisfy the relations

φL(x1) = φR(x1)−
2n̂

(1)
θ

n
, (1.36)

φL(x1 + δ) = −φR(x1 + δ) +
2n̂ϕ

n
.

Using both Eqs. (1.34) and (1.35) it is possible to show that

[
H, eiφR/L(x)

]
= ±iv∂xeiφR/L(x). (1.37)

Integrating over x, we obtain[
H,

∫ x1+δ

x1

eiφR/L(x)

]
= ±iv

(
eiφR/L(x1+δ) − eiφR/L(x1)

)
. (1.38)

We can use Eqs. (1.36) and (1.38) to show that the operator

αL = e
iπ
n
(n̂ϕ+n̂

(1)
θ )

∫ x1+δ

x1

dx
[
e−

iπ
n
(n̂ϕ+n̂

(1)
θ )eiφR(x) + e−

iπ
n
(n̂ϕ−n̂

(1)
θ )eiφL(x) +H.c.

]
(1.39)

commutes with the Hamiltonian and, therefore, is a zero mode bound to the domain wall

constructed from quasiparticle operators eiφR/L that has fractional charge e/m. We can
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project the operator in the ground state by taking a†kak = 0 to obtain

αL ∼ e
iπ
m

(n̂ϕ+n̂
(1)
θ ). (1.40)

So far, we have only considered the first domain wall. However, as stated before, the

same can be done to the second domain wall [9]. In this case, taking the appropriate

limits, we obtain

αR ∼ e
iπ
m

(n̂ϕ+n̂
(2)
θ ). (1.41)

It is easy to see that these operators satisfy the relations

α2m
L = α2m

R = 1, αLαR = eiπ/mαRαL, (1.42)

which are the same as Eq. (1.15) demonstrating that the operators αL and αR corresponds

to Z2m parafermion zero modes.
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Chapter 2

Quantum dots as Parafermion

detectors

Over this thesis, we are generally concerned with the properties of parafermion bound

states. Here, however, we propose a protocol to measure parafermions. This chapter,

therefore, is concerned with the crucial question: given a system that hosts parafermion

zero modes (PZMs), how can we detect them?

Previously, quantum dots (QDs) have been used to distinguish the presence of Majo-

rana bound states [107–111]. We adapt this idea to include parafermion zero modes, in par-

ticular, we focus on Z4 fermionic parafermions [12, 13]. These Z4 fermionic parafermions

are “poor’s man parafermions”, in the sense that they do not satisfy the “pure” Z4

parafermion braiding.

Our results show that experimentally readily accessible QD properties, such as the

local density of states and occupation number, can be used to distinguish the different

topological phases of the system, indicating the presence or absence of edge PZMs. More

importantly, the QD signatures can distinguish between phases of local Z4 parafermionic

modes and those comprised of two Z2 Majorana modes. Moreover, after our results were

published, it was suggested that quantum dots could, indeed, be used to detect “pure”

parafermions [112]. This chapter is adapted from “Quantum dots as parafermion detec-

tors”, Phys. Rev. Res. 3, 033014 (2021).

2.1 Model

We consider a setup composed of a quantum dot coupled to a 1D fermionic chain

that hosts Z4 parafermionic modes at its ends, as depicted in Fig. 2.1. The first chal-

lenge is to devise a system of correlated 1D spinful fermions which can host such Z4

parafermionic modes1. A promising path is to express parafermionic operators in terms of

1The question if those are truly parafermions are a bit semantic. Some people regard them as
parafermion since they come from a parafermion model, albeit a fermionized model. Others regard them

15
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Figure 2.1: Parafermion chain coupled to a quantum dot. The dot has an electron-electron
repulsion given by Ud and an energy given by ϵd controlled by the gate voltage Vg. The
chain is coupled to the dot by a hopping with andreev reflection given with strength td.
The chain has two dangling parafermions at the edges χ and ψ when t = W = ∆.

purely fermionic ones [6, 47] and then write a Kitaev-like model for Z4 parafermions as a

strongly-correlated fermionic model in 1D with local terms only [12]. Such transformation

will generate (nearest neighbor) superconducting and two- and three-body interaction

terms. After collecting these terms, we can write the following Hamiltonian for the model

as

HZ4 = HSC +HW , (2.1)

with

HSC = −
∑
σ,j

tc†σ,jcσ,j+1 − i∆c†−σ,jc
†
σ,j+1 (2.2)

HW = −W
∑
σ,j

[
c†σ,jcσ,j+1 (−n−σ,j − n−σ,j+1) + c†σ,jc

†
σ,j+1 (n−σ,j − n−σ,j+1)

+ ic†σ,jc−σ,j+1 (n−σ,j − nσ,j+1)
2 +ic†σ,jc

†
−σ,j+1 (n−σ,j − nσ,j+1)

2
]
+H.c. ,

(2.3)

where t is the (single-particle) hopping parameter, ∆ is an unconventional superconduc-

tivity order parameter (assumed real) that couples different spins in neighbour sites and

W is the strength of 2 and 3-body interactions. The many-body interactions in Eq. (2.3)

have different behaviors and can be seen as a competition in the system that tries to push

the ground state away from the half occupation limit.

Let us briefly discuss the four interaction terms in Eq. (2.3) in more detail. The first is

essentially a hopping term that is hindered when there are no electrons of opposite spins

in the two hopping sites. As such, it can be understood as an effective two-body attraction

between the electrons of opposite spins. The second term describes a p-wave supercon-

as broken symmetry phases since they do not satisfy the parafermion braiding. Here, and in chapter 3
we call them parafermions to simplify. Another possible nomenclature is poor’s man parafermion or
Non-topological parafermions [14].
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ducting pairing which depends on the two sites having distinct opposite spin occupation

numbers. This, in turn, thwarts the creation of a p-wave pair of a given spin unless there

is a charge imbalance of electrons with opposite spin in the two sites. The third and forth

terms are, respectively, three-body spin-orbit-like hopping and spin-mixing p-wave paring

terms which contribute only when two neighboring sites have distinct occupation numbers

of opposite spin.

This model has two important features. In the limit t = ∆ = W ≡ t, the Hamilto-

nian maps exactly [12] into a Kitaev-like chain of Z4 parafermions with two uncoupled

parafermions at its ends, namely:

Hpf = −Je−iπ/4

L−1∑
j=1

ψjχ
†
j+1 +H.c. . (2.4)

where χ and ψ are Z4 parafermions satisfying χ†
j = χ3

j , ψ
†
j = ψ3

j and χjχk = iχkχj,

ψjψk = iψkψj for j < k and χjψk = iψkχj for j ≤ k. At the same time, the limit t = ∆

with W = 0 gives a chain with two Majorana modes at each end (2× Z2) [12]. As such,

we can explore trivial, Z4 and 2× Z2 phases just by varying ∆ and W .

We consider the case there the chain is coupled to an interacting quantum dot located

at it’s left end, as depicted in Fig. 2.1. The Hamiltonian of the full system is

HZ4−QD = HZ4 +HQD +Hpf−QD , (2.5)

where

Hpf−QD =− td
∑
σ=↑,↓

c†σ,dcσ,1 − c†σ,dc
†
σ,1 +H.c. , (2.6)

HQD =Udn↑,dn↓,d + ϵd(n↑,d + n↑,d) . (2.7)

In the above, c†σ,d (cσ,d) represents a creation (destruction) operator for an electron

of spin σ in the dot with nσ,d ≡ c†σ,dcσ,d. Hpf−QD in Eq. (2.6) represents the dot-chain

coupling. Notice that it includes an Andreev-reflection term2, similarly to the case of

quantum dots coupled to chains hosting MZMs [109, 111]. In addition, the quantum dot

Hamiltonian is given by Eq. (2.7), which contains an electron-electron repulsion term

with strength by Ud
3 and a (tunable) single-particle energy level at ϵd. We take td = 0.1t

throughout the chapter as the results are qualitatively similar even for td ∼ t.

2The choice of a minus sign in the Andreev-like coupling in Eq. (2.6) does not affect the results and
any phase factor eiθ would work, except θ = 0 (plus sign). In this case we have an transition similar to
what happens with Majoranas, but shifted by π.

3It is important to consider Ud ̸= 0. Not only in experimental setups is hard to remove the contributions
of electron-electron repulsion, but as it is shown later, most of the features that distinguish different phases
arise due to the separation of Hubbard peaks that only happens when Ud ̸= 0. On the same note, Ud ≫ t
completely decouples the Hubbard peaks which makes it harder to distinguish the different phases.
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The choice of the coupling between QD and chain is not a trivial one. The exotic

nature of parafermion chain allows many non-trivial couplings, such as Fock-parafermion

hoppings and generalized Andreev-like reflections that use Fock-parafermions. Although

some of these hoppings produce unique signatures between the different phases, we chose

to use Eq. (2.5) since it also appears in QD-Majorana chains and is more natural [109].

2.2 Phase diagram

The phase diagram of the system can be obtaining by following the many-body ground

state degeneracies as well as the gap to the first excited states of either the chain-only

or chain+quantum dot systems. We obtain the overall ground-states of the respective

Hamiltonians with the DMRG method [20–22] as implemented within the ITensor pack-

age [113].

Ground-state degeneracy count plays an important role in distinguishing the two topo-

logical phases from the trivial one: while the ground state is four-fold degenerate in the

first two, it is always non-degenerate in the latter. To this end, we determine the degen-

eracy of the ground state by counting the number of low-lying states within a window

δE ≲ 10−6t. This value is well within the ground-state energy accuracy in the DMRG

calculations given the bond dimension and chain lengths used (see section 2.2.1 for more

details). It is also enough to characterize gap openings between the ground state and the

first excited state, which, for the parameters used, are of order ∼ 10−3t in the trivial phase

and ≳ 0.1t in the topological phases.
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Figure 2.2: Phase diagrams of HZ4 , Eq. (2.1). (a) Energy gap between ground and first
excited states for a 20-site chain described by HZ4 . (b) Quantum dot LDOS ρd(0)/(2π)
for a 20-site chain attached to the QD for Ud/t = 1 and ϵd = 0. Symbols represent the ∆
and W values used in the curves shown in Fig. 2.4.

In the chain-only case, the topological phases of HZ4 were obtained by computing

the gap between ground and first excited states of a 20-site chain4. These are shown in

Fig. 2.2(a) for different values of the parameters W and ∆. Analytical solutions exist for

three out of the four corners of the phase diagram, namely ∆/t = W/t = 1, ∆/t = 1,

W = 0 and ∆ = W = 0. Those limits correspond respectively to topological phases Z4,

2×Z2 and “trivial”, i.e. a simple tight-binding chain. As ∆ and W are varied, topological

phase transitions occur as the gap goes to zero. By following these gap closings and

comparing with the analytical limits, we can determine which region corresponds to each

phase.

We stress that many-body interactions play an essential role in the transition to the Z4

parafermion phase. In fact, as can be seen in Fig. 2.2(a), the emergence of Z4 parafermionic

modes occurs only for W/t > 0.4. Concurrently, 2× Z2 Majorana phase occurs for weak

4Due to the system size and configuration, we probably don’t observe Kondo effect and only observe
Hubbard bands.
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many-body interaction and a large values of the superconducting order parameter ∆.

2.2.1 Finite-size effects in the phase diagram.

As discussed in the previous section, determining whether two states are “degenerate”

in the topological phases is an important aspect in constructing the phase diagram show

in Fig. 2.2. The DMRG calculations were carried out using bond dimensions up to 100

(a value usually reached in the trivial phases only) and at least 15 sweeps to ensure

convergence. A “noise term” was also used to improve convergence to the ground state,

avoiding local minima.

Within these parameters, convergence was obtained within an energy accuracy of

∼ 10−8t, 10−9t within the topological phases, which justifies the criteria for considering

two states to be degenerate if their energy difference is less than 10−6t. The energy gap

was calculated with similar accuracy by targeting the first few excited states within the

same block (no symmetries were considered in the calculations).

Although such energy gaps can be used to distinguish the topological phase transitions

between trivial, Z4 and 2 × Z2 phases, some care must be taken regarding the system’s

size used. For small system sizes, the calculated “gap” might have more to to with the

overlapping of the edge modes than with the actual “topological” gap. This is a similar

to the famed “gap oscillations” in Majorana systems [82].

For instance, for ϵd = 0, zero-energy states tends to localize at the dot site. This can be

easily verified for the Z4 states where the sum of local density of states (LDOS) is constant

and tends to be localized at the dot. Even though the sum of LDOS is not constant in

the 2×Z2 phase, this case also have localization, as we see the decrease of LDOS around

half the chain close to the dot, see Section 2.3.1.

To illustrate this point, we consider an uncoupled chain described by the Hamiltonian

in Eq. (2.1). The dependence of the gap to chain’s size is shown in Fig. 2.3. An exponential

decay in the gap, similar to that predicted for Majorana bound states [82], appear in both

topological phases. The jumps in the gap are artifacts introduced by the cutoff energy

δE which we use to consider two different energies to be equal. This means that when

Egap < δE we assume Egap to be zero and we use the next state to calculate the gap.

Because of this, when we see the jump in the gap we also observe an increase in the

ground-state degeneracy.
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Figure 2.3: Finite size effects are more prominent in the system without quantum dots.
The exponential decay of Egap with the number of sites of the chain, depends not only on
the phase (a) Z4 and (b) 2× Z2, but also on the values of ∆ and W .

The decay rate with system size at each phase is non-universal and depends on the

model’s parameters. In Fig. 2.3(a) (Z4 phase), there are clearly two behaviors, with the

gap closing at different rates for ∆ = 0.6 and ∆ ≤ 0.5. Small deviations from a pure

exponential decay are also present, particularly in the 2 × Z2 phase (Fig. 2.3(b)). These

are probably associated with the details on how the 2× Z2 edge states spread along the

chain and overlap with each other. Additionally, some of the “gap closings” are, in fact,

the formation of a doublet, as illustrated if Fig. 2.3(b) for ∆ = 0.5t andW = 0.3t: between

N = 16 and N = 18, the ground state degeneracy goes from 1 to 2.

2.3 Parafermion detection

Detecting topological phase transitions by monitoring the gap and ground state de-

generacies can be a challenging task. Not only it is difficult to tell the Z4 and 2 × Z2

topological phases from each other but also finite-size effects can be an issue, as discussed

in the previous section. Interestingly, we find that these phases can be also be probed by

accessing the local density of states of a quantum dot side-coupled to the system. The

dot’s occupation can also be used to differentiate the phases, making the dot an ideal

platform to detect parafermions. Together, these features can give a clearer experimental

signature of the topological phase transitions in the system.

More importantly, our results establish a one-to-one correspondence between the zero-

energy density of states and the different topological and non-topological phases, allowing

for a clear signature of the presence or absence of PZMs in the chain. This correspondence

is nicely illustrated by comparing Figs. 2.2(a) and (b) and constitute one of the main

results of this chapter.
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2.3.1 Local density of states

The local density of states for a given site in the chain can be accessed by tracking

the matrix elements of the local fermionic operators between the Ngs ground states of

the system [12, 88]. We follow this route to obtain the QD LDOS5 from the zero-energy

spectral function given by:

ρd(0) =
2π

Ngs

∑
σ,|g⟩,|g′⟩

| ⟨g| c†σ,d |g′⟩ |2 + | ⟨g| cσ,d |g′⟩ |2 , (2.8)

where we sum over all ground states |g⟩,|g′⟩ of HZ4−QD (Eq. (2.5)). Notice that ρd(0)

depends only on matrix elements involving the system’s ground states, even for ϵd ̸= 0. In

practice, the sum in Eq. (2.8) is comprised of Ngs terms which turn out to be equal. Thus,

it is sufficient to calculate only one of these terms for a given fixed “reference” ground

state |g′⟩ ≡ |0⟩, which we choose as the first state with the lowest energy computed by

DMRG.

We can compare the phase diagram due the gap to the phase diagram due the dot’s

zero-energy DOS, Fig, 2.2(b). The LDOS phase diagram was obtained for Ud/t = 1, ϵd = 0

and ρd(0) assumes a characteristic, near constant, non-zero value at each of the topological

phases while it drops to zero in the transition to the trivial phase.

The characteristic values of ρd(0) on each topological phase depend on Ud and ϵd, as

shown in Fig. 2.4. As a general feature, ρd(0) displays peaks at ϵd = 0 and ϵd = −Ud,

as shown in Fig. 2.4(a) in the topological phases. Generically, ρd(0) can distinguish the

different phases by gate-tuning the quantum dot to the single-occupation regime −Ud <

ϵd < 0. In fact, tuning the dot to the particle-hole symmetric point ϵd = −Ud/2 can

maximize its sensibility to distinguish the different phases. Here, the ρd(0) value at the

2 × Z2 is nearly twice that of the value at the Z4 phase. Fig. 2.4(b) shows ∆ρd(0) =

(ρd(0, ϵd) − ρd(0,−Ud/2))/ρd(0,−Ud/2) around the particle-symmetric point. This sharp

feature, which leads to illustrates that the LDOS variation that can be used to clearly

distinguish the different topological phases: a discontinuity in the LDOS first derivative

with respect to ϵd appears in the Z4 phase, while the 2 × Z2 phase is featureless around

ϵd = −U/2.
The values of ρd(0) at the peaks can be used to differentiate the Z4 and 2×Z2 phases.

While the Z4 phase has a value of ρd(0)/2π ∼ 0.5 at the peaks the 2 × Z2 phase has

a larger value ρd(0) ∼ 0.58 for Ud/t = 1. These values are a consequence of the strong

localization of the ground state in both phases (at least half of the total spectral weight)

at the QD site. This situation is similar to the “leaking” of Majorana bound states into

quantum dots studied in Refs. [109, 110].

The “leaking” is stronger for the case of MZMs (2 × Z2 phase) than for PZMs (Z4

5The QD LDOS can be obtained with conductance measurement [114].
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Figure 2.4: (a) QD LDOS versus ϵd calculated for Ud/t = 1 and chain parameters corre-
sponding to the symbols marked in Fig. 2.2(b): W/t = ∆/t = 1 (blue circles, Z4 phase);
∆/t = 1, W = 0 (red triangles, 2 × Z2 phase); W/t = 0.5, ∆/t = 0.9, (black diamonds,
trivial phase). The inset shows the LDOS at the first site of the chain for the same param-
eters. (b) ∆ρd(0) near ϵd = −Ud/2. Note the sharp feature in the Z4 LDOS curve, which
is absent in the 2 × Z2 one. The Inset shows the LDOS maximum for different values of
Ud. Only the maximum of 2× Z2 phase has dependency with Ud.
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phase). This is illustrated in the inset of Fig. 2.4(a) which shows the LDOS at the first

site of the chain ρ1(0). For the Z4 phase, we find ρ1(0) = π − ρd(0), reaching ρ1(0) ≈ π

and ρd(0) ≈ 0 (localized in the chain rather than in the dot) for ϵd = −Ud/2 and ϵd > 0,

ϵd < −Ud. This indicates that the PZM “leaks” into the dot only at the Coulomb peaks

ϵd = 0,−Ud. In the 2 × Z2 phase, by contrast, ρ1(0) ∼ 0 for −Ud < ϵd < 0, implying a

much stronger leaking of the two MZMs into the dot.

We also explored the effects of on-site disorder in the interacting chain in section 2.5.

Our calculations show that, as long as the parafermionic modes are not destroyed, the

effect of disorder amounts essentially to a constant shift in ϵd . If such shift is taken into

account, the all the signatures in the QD properties discussed above are robust against

disorder.

Moreover, the ρd(0) value in the Z4 phase is essentially independent of the electron-

electron interaction in the dot Ud, as shown in the inset of Fig. 2.4(b) for ϵd = 0 . By

contrast, increasing values of Ud tend to decrease the ρd(0) value at the 2 × Z2 ρd(0).

This indicates that QDs with Ud ∼ t can be more efficient in distinguishing the different

topological phases.

2.3.2 Dot occupation

As discussed above, the stronger signatures of PZMs in the dot LDOS occur precisely

at the points where the dot’s occupancy changes, either from from unoccupied to singly

occupied (ϵd ≈ 0) as well as from singly occupied to doubly occupied (ϵd ≈ −Ud). In

fact, one can track the presence/absence of PZMs in the chain by monitoring the average

occupation of the quantum dot6.

This is shown in Fig. 2.5(a), where we show the zero-temperature dot occupancy ⟨nd⟩
versus ϵd for each of the phases at W/t = ∆/t = 1 (Z4), W/t = 0 ∆/t = 1 (2 × Z2),

W/t = 0.5 ∆/t = 0.9 (trivial), shown in the phase diagram. Although the overall behavior

of the occupancy is similar, with well-defined occupancy plateaus as a function of ϵd, there

are subtle differences depending on the phase of the system.

For instance, while both trivial and 2×Z2 phase display a smooth change in occupation

number around the symmetric point ϵd = −Ud/2, in the Z4 phase the occupancy jumps

from around 0.96 at ϵd > −U/2 to exactly 1 at −U/2 than to 1.04 at ϵd < −U/2, (inset
of Fig. 2.5(a))7. This discontinuity arises due to the transfer of spectral weight as the Z4

parafermion “leaves” the dot precisely at ϵd = −Ud/2, and “re-enters” at other value8.

The same is not true for the 2 × Z2 spectral weight: this state’ contribution for the dot

6For each ϵd value, we calculate the occupation number for each ground state and them take the
average.

7We verified that similar results were obtained for more generic parameters.
8This probably arises from a quasi-particle peak crossing the Fermi energy. NRG calculations could

give more information about it.
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Figure 2.5: (a) QD occupancy ⟨nd⟩ vs ϵd for the same parameters as in Fig. 2.4. Inset:
enhancement showing a discontinuity in ⟨nd⟩ calculated at the Z4 phase at ϵd = −U/2.
(b) Occupancy difference between topological and trivial phases.

LDOS is suppressed but does not reach zero, implying a continuous occupation number

as a function of ϵd.

In all cases, we confirmed that there is no spin-polarization in the occupancy (namely

⟨nd↑⟩ = ⟨nd↓⟩). In addition, on-site disorder in the chain does not affect the features in the

occupancy around ϵd = −Ud/2 for both Z4 and 2×Z2 phases (see section 2.5 for details).

The distinction between the curves at the different phases can be better appreciated

by subtracting ⟨nd⟩(ϵd) from the trivial case, ∆⟨nd⟩ ≡ ⟨nd⟩ − ⟨nd⟩trivial, as plotted in

Fig. 2.5(b). In particular, ∆⟨nd⟩ changes rather strongly near the inflection points ϵd =

0,−Ud, allowing one to differentiate the topological phases from trivial one.

2.4 Comparison with analytic results

In order to better understand in DMRG results, we use an analytical perturbative

approach to describe the changes in the Z4 topological phase in the presence of the

coupling to the quantum dot.

Our approximation consists in considering the analytic results for the (four-fold de-

generate) ground state |g(0)⟩ of Hpf given by Eq. (2.4) (which describes the Z4 phase of
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Figure 2.6: Comparison between the first-order approximation approach (lines) and
DMRG results (symbols) for the Z4 phase with Ud/t = 1 (blue), and Ud/t = 5 (green).

HZ4 at ∆ = W = t) and calculate the first-order correction due to the coupling td to the

quantum dot given by Eqs. (2.6)-(2.7). The resulting corrected states |g(1)⟩ are then used

in Eq. (2.8) to obtain an approximation for the dot LDOS ρ̃d(0). Details of this procedure

are given in Appendix B.

One of the artifacts of the approximation is that {|g(1)⟩} is now split into two doublets

of Fock-parafermion dot states, with an energy splitting of order ∼ td/t (see Appendix

B). Nonetheless, by considering the the lowest energy doublet and calculating the dot

LDOS from Eq. (2.8), one obtains an excellent agreement with the DMRG calculations,

as shown in Fig. 2.6.

The LDOS calculated within the analytic approximation can shed some light on the

distinct signatures of the presence of PZMs, namely the peaks at ϵd = 0,−Ud. By closely

looking at the perturbed ground state doublet we find that both Fock-parafermion states

have the same components precisely for ϵd = 0,−Ud. This matches what one expects for a

PZM localized in the dot: an equal-weight linear combination of Fock-parafermion states.

2.5 On-site disorder in the chain.

In real experimental setups, disorder can play a crucial role in masking the signa-

tures of topological excitacions. In fact, this has been the case of Majorana zero modes

in semiconducting nanowires, in which strong disorder effects can produce zero-bia signa-

tures even in the non-topological phases [80]. Thus, it is interesting to check whether the

signatures proposed in the paper would be robust against on-site disorder in the chain.

In order to account for disorder effects in our system, we add a local random chemical

potential µi at each chain site. We consider the system to have “weak” disorder if ⟨µi⟩ ≈
0.1t or “strong” disorder if ⟨µi⟩ ≈ t. After generating the random profile of µi, we calculate

the spectral function, Eq. (2.8), using all ground states to avoid any potential bias.

In Fig. 2.7(a,c) we show the spectral function for 6 different realizations of random
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Figure 2.7: Spectral function and average occupation number for different random poten-
tials. The Z4 phase (a) spectral function and (b) average occupation number are similar
to a clean sample. The same is true for 2 × Z4 (c) spectral function and (d) average oc-
cupation number.

potentials, 3 of them with weak disorder and 3 with strong disorder. The only effect we

observe is a shift in the dot’s energy from ϵd to ϵ∗d = ϵd + µ∗, where µ∗ is a constant that

depends upon the µi distribution.

The results indicate that the proposed quantum dot measurements are very robust

against disorder: the same profile of Fig. 2.4(a) is obtained for both weak and strong

disorders. The Z4 and 2×Z2 phases have the same parameter as Fig. 2.4(a), as showed in

the main text, these parameters should be enough to represent all the phases. Moreover,

on-site disorder in the chain does not affect qualitatively the average occupation number.

Similar to the clean sample, Z4 states have a discontinuity around ϵ∗d = 0.5t, while 2×Z2

states do not have discontinuity. This shows that both measurements are disorder-resistant

and can be applied in real-life situations to discern Z4 and 2× Z2 states.
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Chapter 3

Fermionic Z3 parafermion

In this chapter, we explore a fundamental question in the search for parafermion bound

states. Is there any tight-biding model that can generate a parafermion, be it topological

or not, that hosts Z3 edge states? While previous studies have shown the existence of

Z4 parafermion bound states [12, 13], a ZN parafermion with odd N appears to be more

elusive. The importance of odd N is that the parafermion bound state cannot condensate

into a Majorana bound state with a broken symmetry [115]. Therefore, if it is topological,

it must have a different braiding of Majoranas. Moreover, for a prime N we can either

have the ZN parafermion or a nontopological state.

Here, we address the existence of fermionic Z3 parafermion by proposing a new Hamil-

tonian that hosts Z3-symmetric localized edge state. Our proposal uses strong local

electron-electron interaction such that no double-occupancy is present (t-J limit). In a

sense, the restriction to zero and singly occupied states plays a similar role as the re-

striction to “spinless” fermions in the early proposals for Majorana bound states in semi-

conductor nanowires [1, 28, 60, 61]. Although the proposed Hamiltonian could, therefore,

be considered only a toy model, we believe it could in principle be studied using optical

lattices.

In order to characterize the parafermionic phase, we use DMRG [21, 22, 113] to numer-

ically calculate the energy gap, the entanglement entropy (E.E.), and the local spectral

functions of the strongly correlated fermionic models. In addition, we study the stabil-

ity of Z3 parafermions under the effect of local doping and Zeeman terms, which can

be important for the prospects of parafermion-based topological quantum computation.

We find that the parafermionic zero modes are stable against such local perturbations as

long as these terms preserve the Z3 symmetry. This chapter is adapted from “Edge Z3

parafermions in fermionic lattices”, Phys. Rev. B 105, 195121 (2022).

29
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3.1 Models

In this section, we propose a spinful fermionic model supporting Z3 parafermionic edge

modes. As previously discussed, the intrinsic difficulty in devising such a system is that

the Hamiltonian must conserve parity symmetry (Z2) and, at the same time, conserve a

Z3 symmetry of the parafermionic modes. A possible solution is that the Z3 parafermionic

modes emerge in a situation in which the parity of the different ground states is set by

the number of sites in the chain. As we shall see, this is indeed the case in the proposed

fermionic lattice models.

We begin by considering a fermionic spinful model with infinitely large on-site Hubbard

repulsive interactions. In this limit, we can safely exclude the doubly-occupied state in

the local Hilbert space of each site, a procedure akin to that used in the derivation of the

t− J model [116]). The Hamiltonian reads

HI = H(2) +H(4) +H(6) , (3.1)

with

H(2) =
L−1∑
j=1
σ=↑,↓

−tc̃†σ,j c̃σ,j+1 −∆c̃†σ,j c̃
†
−σ,j+1 +H.c., (3.2)

H(4) = −W4

L−1∑
j=1

s+j s
−
j+1 +H.c. , (3.3)

H(6) = −W6

L−1∑
j=2

s+j−1s
+
j s

+
j+1 +H.c. . (3.4)

Where c̃σ,j = cσ(1 − n−σ,j) is the t − J basis annihilation operator in terms of usual

fermionic operators [116]. It satisfies all but one fermionic anti-commutation relation,

namely {c̃†σ,j, c̃−σ,j} = c̃†σ,j c̃−σ,j instead of the usual 0.

In the above, s+j (s
−
j ) = c̃†↑,j c̃↓,j(c̃

†
↓,j c̃↑,j) is the spin-flip operator, t is the single-particle

hopping, ∆ is a p-wave-like superconducting order parameter that mixes spins in neighbor

sites, W4 is the strength of a synchronized spin-flip in two neighbor sites, while W6 is

the strength of synchronized spin flip in the three closest sites. We note that the three-

body interaction contained in H(6) is an important ingredient for the existence of Z3

parafermions.

The Hamiltonian HI given by Eq. (3.1) has S3 = Z3 ⋊ Z2 symmetry, where the Z2

part comes from spin flip and the Z3 component stems from the generalized three-valued

“parity” operator:

P̂Z3 = ω
∑L

j=1(n↑,j+2n↓,j) (3.5)
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where ω = e2πi/3 and nσ,j = c̃†σ,j c̃σ,j is the fermionic number operator at site j.

One can readily check that P̂ †
Z3
HIP̂Z3 = HI . More importantly, as further discussed

in Sections 3.2 and 3.3, the ground states of HI are also eigenstates of P̂Z3 and, in the Z3

phase, two out of the three ground states are related by a spin-flip transformation. These

states can be split by an out-of-plane local Zeeman term which breaks the corresponding

Z2 symmetry.

The next step is to check under which conditions HI can be related to a benchmark

Hamiltonian supporting Z3 parafermionic edge modes. To this end, we can use a Kitaev-

like Z3 parafermion chain [6, 117], the Hamiltonian of which is given by

Hpf = −J
L−1∑
j=1

ψjχ
†
j+1 +H.c., (3.6)

where each site has two parafermion modes ψ and χ satisfying parafermionic identities

ψ†
j = ψ2

j , χ
†
j = χ2

j and χjψj = ωψjχj. For different sites, they satisfy a parafermionic

exchange algebra ψlψj = ωψjψl, χlχj = ωχjχl and χlψj = ωψjχl for l < j.

This model is exactly solvable for any J > 0, showing a threefold (Z3 symmetric)

degenerate ground state [6, 88, 117]. Moreover, one can show that Hpf can be written in

terms of fermionic operators (see Appendix C) yielding a similar Hamiltonian as that of

Eq. (3.1).

We note that fermionization of Hpf produces a parity-violating interaction term H(3)

given by

H(3) =−W3

L−1∑
j=1
σ=↑,↓

(−1)
∑

p<j np

[
c̃σ,j c̃

†
−σ,j+1c̃σ,j+1 + c̃†σ,j c̃−σ,j c̃

†
σ,j+1

]
+H.c.. (3.7)

This term corresponds to an exotic process of creation (annihilation) of an electron

together with a spin flip in the neighboring site. As such, it does not conserve either

parity or electron number. In fact, this term can be understood as an approximation

of the mean-field interaction of the term H(6) given by Eq. (3.4) in which the parity is

spontaneously broken (see Appendix D) .

We thus define Hamiltonian HII as

HII = H(2) +H(4) +H(3) . (3.8)

For J := t = ∆ = W4 = W3, it can be shown that HII → Hpf (see Appendix C for

details). In this special limit, the ground state can be obtained analytically [88].

We should point out that the long-range interaction terms in HII do not prevent the

existence of a topological phase [118, 119]. In the present case, not only are there free

parafermionic edge operators (χ1 and ψL) which couple the different ground states but
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also the ground states are indistinguishable by local probes, satisfying the criteria for

topological order [42].

Although HII can be obtained from a mean-field-like form of HI , it is not a priori

clear that HI should have a Z3 topological phase. The deep connection of the fermionic

model of Eq. (3.1) and the parafermionic chain of Eq. (3.6) constitutes one of the main

results of this chapter and it is discussed in detail in Section 3.2.

3.2 Equivalence of the models

The existence of a Z3 phase in the Hamiltonian HI can be established by two com-

plementary methods. First, we show that there is a phase transition in which the ground

state of the system goes from nondegenerate to threefold degenerate that is accompanied

with the closing of bulk gap. Then we show that in this threefold degenerate phase it is

possible to smoothly deform HI into HII in a regime of parameters in which it displays

the same Z3 parafermion phase as Hpf .

These two methods, together with the existence of gapless edge states and the in-

distinguishability of ground states by local operators (discussed in Sec. 3.3.3) and the

protection against disorder and single impurities that preserve Z3 symmetry (Sec. 3.3)

are strong evidences of the existence of a Z3 topological phase in both HI and HII
1. To

confirm the non-trivial topological phase, iDMRG [120–122] should be used or maybe

even Bott index [123]2.

3.2.1 Gap closing at the transition

The different phases can be characterized by two main quantities: the ground state

degeneracy ngs and the energy gap Egap between the ground state and the first excited

(many-body) state. To this end, the ground states of the fermionic Hamiltonians are

calculated for the different model parameters with the DMRG method [20–22] via the

ITensor package [113]. In the remainder of the chapter, we use t=∆=W4 and a 100-site

chain, unless otherwise specified.

We obtain ngs in the DMRG calculations by counting the number of low-lying states

within a window δE ≲ 10−3t of the ground state energy (the hopping t is the energy unit).

This value is well within the ground state energy accuracy in the DMRG calculations

1As consequence of long-range interaction as well as strong electron-electron interactions, the topolog-
ical phase might note be present in the tenfold classification [89]. This is similar to parafermion bound
states in fractional quantum Hall having different topological phases, compared to the tenfold classifica-
tion, due to long-range introduced by bosonization [14] and discussed before.

2We do nonetheless call this state topological and parafermion as it comes from a real topological Z3

parafermion chain [6], however the issue lies in a non-local map between parafermion operators and t−J
operators which can change the topological nature of the ground state.
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given the bond dimension and system’s size. It is also enough to calculate Egap for the

parameters used, Egap ≳ 10−2t for all cases.

Results for Egap for Hamiltonians HI and HII as a function of W6 and W3 respectively

are shown in Fig. 3.1. Figure 3.1(a) shows Egap for HI as a function of W6. For small

values of W6, the system is in the trivial regime and has a small gap (∼ 10−2t) which we

attribute to finite-size effects in a gapless phase. For W6 ≈ 2t , the system undergoes a

phase transition3, characterized by a sharp decrease in Egap (“gap closing”).

Figure 3.1: Gap (black) and entanglement entropy (red) as a function of interaction
strength (a) W6 and (b) W3 for the models described by HI and HII respectively. While
the phase transition occurs at W6 > 2t in HI , any W3 > 0 induces the Z3 phase in HII .
The inset in panel (a) shows the difference in energy level between the 5 states with lower
energy (E) and the ground state energt Egs. Note that all the states converge around the
phase transition.

The phase transition becomes evident by plotting the low-lying energy levels as a

function of W6 (inset Fig. 3.1(a)). For W6 ≳ 2t, the single ground state and a pair of

higher energy states merge, abruptly increasing the degeneracy from ngs = 1 to 3. The

other higher energy states also close the gap at the same point and reopen, cindicating

the bulk gap closes at the transition.

The threefold ground state degeneracy characterizes the new phase as a Z3 (topologi-

3Around W6=2t we used steps of 0.05t to plot figure 3.1(a).
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cal) phase. The closure of the gap shown in Fig. 3.1(a) is accompanied by a discontinuity

in the first derivative of the entanglement entropy E.E4.

To compute the entanglement entropy, we perform DMRG calculations fully preserving

the Z3 symmetry. We calculate the entanglement spectrum, by, first, gauging the matrix

product state at the central bond then we SVD this wavefunction to obtain the density-

matrix eigenvalues, pn. We obtain the spectrum by applying the von Neumann formula

to the squares of the singular values, λn = −p2n ln(p2n). The entanglement entropy is the

sum of all λn
5.

At the Z3 phase, all ground states have a well defined Z2 parity which depends on

the length L of the chain as P̂Z2 =(−1)
∑L

i (n↑,i+n↓,i)=(−1)L mod2. Moreover, these ground

states are characterized by a Z3 parity operator P̂Z3 =ω
∑L

i (n↑,i+2n↓,i) defined in Eq. (3.5).

The different ground states can be distinguished by the respective eigenvalue of P̂Z3 ,

which can be 1, ω or ω2. For this reason, the Z3 phase can not be understood as a simple

combination of a Majorana-hosting phase together with a Z2 broken symmetry phase as

it is the case for Z4 parafermions [12, 13, 17]. An important consequence is that a spin-flip

transformation swaps the sectors ⟨P̂Z3⟩=ω and ω2, while ⟨P̂Z3⟩=1 is mapped into itself.

This translates into the formation of doublets in the excited states.

A similar analysis can be made for HII , by plotting Egap for increasing W3 with

t = ∆ = W4 (Fig. 3.1(b)). The main difference is that the critical value in which the

system goes from the trivial to Z3 phase is W3=0. As such, for any W3 > 0 the system

is in the Z3 phase and no phase transition takes place for nonzero values of W3, as

indicated by the absence of a peak in the entanglement entropy. In fact, the E.E. reaches

its minimum value (ln(3)) for W3= t, precisely the point where the mapping of HII to the

parafermion chain Hamiltonian Hpf is exact.

3.2.2 Entanglement spectrum and finite-size effects

In order to better understand the nature of the ground state, we turn to the entan-

glement spectrum of HI . Fig. 3.2(a) shows the largest eigenvalues of the reduced density

matrix (λn > 5×10−6) calculated with DMRG in the sector ⟨P̂Z3⟩=1 for W6=3.2t and

L=100 sites. As a general feature, the spectrum is threefold degenerate, as it would be

expected for a Z3 phase [14]. The same result is obtained for the other parity sectors.

We point out in passing that a similar result is obtained for HII . In particular, at the

point W3= t, the system is maximally entangled with bond dimension 3, i.e., only three

nonzero λn, all equal to 1/3.

Due to intraedge coupling of the edge states, the gap calculation of HI is prone to

finite-size effects, as shown in Fig. 3.2(b). We note that there are two distinct regimes,

4Entanglement entropy measures how much two subsystems are entangled, for pure states it is zero
while mixed states have non-zero.

5The implementation is described in the ITensor documentation [113].
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with the gap decaying faster for L ≳ 70 sites. This indicates that the decay for L ≲ 60

is mainly due to a decreasing in the intraedge overlap of the edge modes, which is also

consistent with the spectral function results discussed in Section 3.3.3.

This is in striking contrast with the case of HII , where the edge modes are much more

localized. In fact, since HII is exactly mapped in Hpf , there is no dependence of the gap

size with the chain length. This is clearly not the case for HI , which needs large chains

such that finite-size effects can be neglected.

Figure 3.2: Characterization of HI with W6 = 3.2t. (a) Entanglement spectrum for the
ground state in the sector ⟨P̂Z3⟩=1 for a chain with L = 100 sites; the spectrum has a
threefold degeneracy and is the same for other sectors. (b) Gap between the ground states
due to the finite size of a chain with L sites; note that there are two different behaviors
for L ≲ 60 and L ≳ 70 indicating two mechanisms of intraedge interaction.

3.2.3 Deforming HI into HII

In order to confirm that the limits of large W6 for HI and large W3 for HII correspond

to the same topological Z3 phase, we consider the following Hamiltonian:

H ′(x) = (1− x)HI + xHII , (3.9)
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which is equal to HI and HII for x=0 and 1 respectively. In a sense, x acts as a parameter

which continuously “deforms” H(6) into H(3).

Figure 3.3: Gap (black) and entanglement entropy (red) as a function of deformation
parameter x, Eq. (3.9). We consider the case W6 = 3.2t and W3 = t.

Figure 3.3 shows the dependency of Egap and entanglement entropy with x for W6 =

3.2t and W3 = t. The crucial result is that there is no gap closing or sharp features in

the entanglement entropy (which would be indicatives of a phase transition) as x varies

from 0 to 1. In fact, the minimum gap is Egap ≈ t for x = 0.1 and the difference in the

entanglement entropy’s value is due to the differences in the ground state occupancies.

This shows that both Hamiltonians describe the same Z3 topological phase for these values

of W6 and W3.

3.3 Effects of local operators

Although both HI and HII display a parafermion-hosting Z3 phase, the ground states

themselves are very different. For example, the HI ground state has a well-defined parity,

while the HII ground state does not. Nonetheless, we expect the general behavior of

parafermions under changes in local operators to be similar.

Since the DMRG calculations forHII run a few orders of magnitude faster as compared

toHI , in this Section we useHII as a “benchmark”6. Unless otherwise stated, we setW3= t

(and W6=0), meaning that, in the absence of other terms in the Hamiltonian, the system

will be in the topological phase of HII .

Previous studies [6, 117] have shown that local interactions might be able to destroy

the parafermion phase. Specifically, the interaction −f(eiθψ†
jχj+e

−iθχ†
jψj) destroys the

6Here we assume HII and HI are in the same phase. The calculations using HII would take up to two
orders of magnitude more computational time than HI . Also, there are no analytical results to benchmark
HII , on the other hand, HI can be easily compared with Ref. [6, 117].
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parafermion edge while conserving the FPF number. In particular, there is a phase tran-

sition at f = J with θ = 0. This interaction translates into the fermionic language (see

Appendix C) as

eiθψ†
iχi + e−iθχ†

iψi = −2
√
3 sin(θ) n↑,i + [3cos(θ)−

√
3 sin(θ)]n↓,i , (3.10)

which can be thought of as a mixing of magnetic field and chemical potential for any

θ. This shows the importance of local operators to parafermions. In particular, we are

interested in the effects of chemical potential,

Hd = −
L∑

j=1
σ=↑,↓

µnσ,j, (3.11)

and Zeeman fields7 in all three directions:

Hx =
L∑

j=1
σ=↑,↓

Vxc̃
†
σ,j c̃−σ,j , (3.12)

Hy =
L∑

j=1
σ=↑,↓

−iVyσc̃†σ,j c̃−σ,j , (3.13)

Hz =
L∑

j=1
σ=↑,↓

Vzσnσ,j , (3.14)

which will be added to HII . The Zeeman fields might not be completely realistic but are

easy to implement and compare with previous results, both for Majorana bound states

and parafermions, thus making an ideal benchmark.

3.3.1 Gap closing

Figure 3.4 shows the dependence of the gap energy Egap with each of these local terms

for a 100-site chain. Regarding the chemical potential (µ), we see a near gap closing at

µ≈2.9t (Fig. 3.4(a)). This is consistent with previous results [117] which show a transition

between topological (parafermionic) and normal phases for µ=3t. We believe the small

discrepancy with our result can be accounted for by finite-size effects. In fact, we can

7Strictly speaking, these are not Zeeman fields since they use c̃ operators instead of usual fermionic
ones. Nonetheless, as shown in section 3.4, it is possible to use the fermionized parafermion chain in the
context of a true fermion operator and thus the local interaction is truly Zeeman fields.
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verify that the phase transition point approaches µ=3t for increasing the chain sizes (see

Section 3.3.3).

The inset of Fig. 3.4(a) shows that the gap between the parafermion states decreases

exponentially in the topological phase. This gap arises due to the coupling between

parafermionic modes located at both ends of the chain. This exponential decay depends

on µ8, as illustrated by the slower decay with size by µ= 2.9t as compared to the case

µ=2.5t. As such, this is equivalent to the “exponential protection” predicted for Majorana

modes [82] and was also predicted to occur for Z4 parafermions as well [12].

Figure 3.4: Dependence of the gap with respect to local operators. (a) Doping (µ), (b)
z-direction (Vz), (c) x-direction (Vx), and (d) y-direction (Vy) Zeeman terms. Panels (a)
and (b) show a topological phase transition at µ = 3t and Vz = 2.3t, respectively. Panel
(c) has a phase transition between a twofold degenerate state and a normal state for
Vx ≈ 2.5J . Finite-size effects are responsible for the discontinuity in the gap. Panel (d)
shows no phase transition as a function of Vy, and the gap always increases. The inset in
panel (a) shows the exponential dependence of the gap between the parafermionic modes
with the chain length for µ = 2.5t (black circles) and µ = 2.9t (red squares).

Parafermionic edge modes are also stable under a small local Zeeman-like term in the z

direction proportional to Vz, as given by Eq. (3.14). As shown in Fig. 3.4(b), the topological

phase is destroyed only for relatively large values of the Zeeman term (Vz ≳ 2.3t). In

addition, similarly to the dependency with the doping µ, the transition value is sensitive

8The exponential decay happens as long as µ is such that does not break the Z3 phase.
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to finite-size effects even for long chains. In both cases (µ and Vz), the ground state goes

from a threefold degenerate to a nondegenerate one at the transition.

As discussed in detail in Appendix C, a generic magnetic field in the xy plane dos not

conserve the Fock-parafermion number, thus breaking the Z3 symmetry. In fact, any small

positive Zeeman term in the x-direction (Vx > 0) breaks the ground state Z3 symmetry,

changing the ground state degeneracy from ngs = 3 to 2. Locally, the Zeeman at the x-

direction brakes the threefold degenerate state into a state with Fock-parafermion number

0 and other with a superposition of Fock-parafermion numbers 1 and 2. As Vx increases,

a second phase transition occurs, further reducing ngs from 2 to 1 . This is shown in

Fig. 3.4(c), where the phase transition to the ngs=1 (nondegenerate) ground state occurs

around Vx ≈ 2.5t. In this case, finite-size effects are more prominent than the previous

cases, making it difficult to pinpoint the exact Vx value where phase transition occurs for

large systems.

By contrast, any positive Zeeman term in the y direction (Vy > 0) produces a phase

transition directly from from ngs = 3 to 1. The gap increases monotonically with Vy, as

shown in Fig. 3.4(d). Due to these differences between x and y directions, we expect a

strong dependence of the gap with the direction of magnetic fields in the xy plane.
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Figure 3.5: Dependence of (a) the gap to the intensity and angle of the magnetic field
and (b) its ground state degeneracy, ngs. For fixed Vxy < 2.5t the gap is minimum at
angles 0,±2π/3 and the ground state is twofold degenerate. The dotted circles in panel
(a) correspond to the transversal cut shown in Fig. 3.6.

In order to better understand how the local Zeeman terms in the xy plane affect

the parafermionic chain ground state, we consider a generic Zeeman term arising from a

magnetic field in the xy plane, given by

Hxy = Vxy

L∑
j=1

e−iθc̃†↑,j c̃↓,j + eiθc̃†↓,j c̃↑,j, (3.15)

where Vxy=
√
V 2
x +V

2
y is the strength of the Zeeman field and θ is the magnetic field angle
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with respect to the x direction.

We calculate the gap energy (Egap) and ground state degeneracy (ngs) as a function of

Vxy and θ. The results are depicted in Fig 3.5. Notice the clear symmetry in Egap(θ) and

ngs(θ) as θ → θ+2π/3. This is in fact due to the invariance of Hxy under a 2π/3 rotation,

associated with the Z3 symmetry of the full Hamiltonian. This invariance becomes clear

by writing Eq. (3.15) in terms of parafermion operators, which can be accomplished by

inverting the fermionization process discussed in Appendix C. The result is

Hxy =
Vxy
3

L∑
j=1

ω
∑

p<j Npe−iθ
[
χj + ωψj + χ†

jψ
†
j

]
+ ω2

∑
p<j Npeiθ

[
χ†
j + ω2ψ†

j + ω2χjψj

]
.

(3.16)

For θ=0 and ±2π/3, the Hamiltonian is invariant under a transformation χ → eiθχ

and ψ → eiθψ. This can be easily seen in Fig. 3.5, where the smallest gaps occur at

angles θmin
n = 2nπ/3, n = 1, 2, 3. In those cases, the ground state is doubly degenerate, as

discussed above, with a phase transition occurring at Vxy ≈ 2.5t, similar to that shown in

Fig. 3.4(c).

Figure 3.6: Transversal cut of Fig. 3.5 with Vxy = 1.5t, solid black, and Vxy = 2.4t, dashed
red.

In order to better visualize this, a crosscut of Fig. 3.5 with Vxy = 1.5t and 2.4t is

shown in Fig. 3.6. The minimum gap occurs at θmin
n = 2nπ/3 and the maxima are at

θmax
n = (2n− 1)π/3 with n = 1, 2, 3.
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3.3.2 Local disorder

We also considered the case of a locally disordered potential, i.e., the on-site terms µ

or Vz are randomly distributed. We simulated 20 different profiles of chemical potential or

Zeeman in the z direction; both µj and Vz,j were generated from a uniform distribution

and varying the mean values of µ/t or Vz/t.

Figure 3.7 shows the variation of the mean disorder-induced splitting ⟨∆E0⟩ between
the ground states as a function of the mean values of µ or Vz. The splitting is zero

(i.e., the parafermionic phase is not destroyed) provided that the mean values are much

smaller than the critical values for which the system undergoes a phase transition, shown

in Fig. 3.4. By contrast, for disordered chains with mean values of ⟨µ⟩/t or ⟨Vz⟩/t close to
critical values, even a handful of sites are enough to open a gap and lift the ground state

degeneracy.

Figure 3.7: Mean energy splitting between the ground states due to random potential with
maximum intensity for the chemical potential µ (black) and Zeeman field at z direction
Vz (red). The mean was calculated based on 20 different distributions of impurities. Note
the splitting happens for values of ⟨µ⟩/t or ⟨Vz⟩/t of the order of the critical value seen
in Fig. 3.4.

Nonetheless, a single impurity symmetry in the bulk do not lift the threefold degener-

acy as long as it preserve the Z3 symmetry. This property holds even when the impurity

potential is large, ⟨µ⟩ ∼ 100t and ⟨Vz⟩ ∼ 100t. This result is central to the topological

protection since it shows that even though the Hamiltonian has a long-range interaction

the edge state “doesn’t feel” the bulk. On the other hand, a single impurity that breaks

Z3 symmetry, no matter how weak, is enough to lift the threefold degeneracy.

This can be easily understood in terms of simple first-order approximation, similar

to what was done in Appendix B. Locally, all ground states are a superposition of vac-
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uum and single-occupied states (|E⟩ , c̃†↑ |E⟩ , c̃†↓ |E⟩). Therefore, a single-site impurity that

preserves Z3 symmetry will generate a diagonal matrix with the same elements for the

first-order approximation. However, in the case of a Zeeman field in the xy-plane, thus

one that breaks the Z3 symmetry, will have a diagonal term plus two off-diagonals.

3.3.3 Fock-parafermion spectral function

We now turn to the spatial distribution of the parafermionic modes along the chain.

To this end, we calculate the zero-energy Fock parafermion spectral function at site j

defined as

Aj(0)=
2π

ngs

∑
|g′⟩|g⟩

|⟨g′| djω̄Nj |g⟩|2+|⟨g′| ω̄Njd†j |g⟩|2, (3.17)

where d is the Fock-parafermion operator defined in Eq. (C.4) in Appendix C, Nj =

n↑,j + 2n↓,j is the Fock-parafermion number operator and the second sum (normalized

by the ground states degeneracy ngs) runs over all ground state |g⟩ , |g′⟩. As discussed in

Appendix C, the phase factor ω̄Nj prevents spurious asymmetries in the FPF spectral

weights along the chain [88]. Interestingly, the phase factor ω̄Nj does not affect the FPF

spectral function of HI , Fig. 3.8(a). This implies that the structure of the ground states

of HI is significantly different from that of the ground states of HII , as discussed below.

For a parafermion chain with no local interactions (Eq. (3.6)), the zero-energy FPF

spectral function is Aj(0)/(2π) = 2/9(δj,1+δj,L), which is perfectly consistent with our

simulations. In the Appendix C, we show the derivation of Aj(0) for a ZM parafermion

chain.

We emphasize thatAj(0) measures the local density of states related to Fock parafermions

instead of the electrons, although the actual calculations involve fermionic matrix ele-

ments. A more näıve approach would be to calculate the purely fermionic spectral function,

as it has been done in the Z4 case, see Chapter 2 [12, 17]. However, the matrix elements

entering the usual fermionic spectral function couple states with opposite fermionic pari-

ties and produce ill-defined results for both HI and HII . On one hand, all ground states

of HI , have the same parity, such that ⟨g′| cσ |g⟩ = 0, all ground states of HII don’t have

well-defined parity. In addition, the terms arising from bulk states do not necessarily can-

cel each other, which is a necessary property here (see Appendix C)9. For these reasons,

Aj(0) as defined above is a better option to visualize the edge parafermionic modes.

The FPF spectral function for HI (Fig. 3.8(a)) shows exponentially localized edge

states in the topological phase (W6 ≳ 2t). These modes decay exponentially into the

interior of the chain but in a nonmonotonic fashion, with an oscillation period of a few

9To observe parafermions edge states, we need FPF spectral function. Otherwise, we don’t clearly see
localized states. In the case of Majorana bound states, Z2, the FPF spectral function is the fermionic
spectral function.
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Figure 3.8: FPF spectral function Aj(0) for different interactions. (a) Spatial spread of the
ground state over the chain for HI with W6 = 2.2t (solid black) and W6 = 3.2t (dashed
red). (b-c) Spatial spread of the ground state of HII for W3 = t and (b) µ = 0.1t (solid
black), µ = 2.5t (dashed red), and µ = 2.8t (dot-dashed blue) and (c) for Vz = 0.1t (solid
black), Vz = 2.1t (dashed red), and Vz = 2.2t (dot-dashed blue). The green dots mark the
analytical value (2/9) for perfectly localized Z3 edge parafermions of Hpf .

sites.

This is in sharp contrast with the strongly localized edge states of HII for W3 = t

shown in Figs. 3.8(b-c). For small values of on-site potentials (µ and Vz, black curves),

the decay occurs within a few (∼ 10) sites. For µ=Vz =0 and W3= t, HII maps exactly

into Hpf and the parafermionic modes become free, with the FPF spectral function being

zero in all sites of the chain except at the end sites, where it reaches the analytically

obtained value of 2/9 (green dots in Fig. 3.8).

These differences between HI and HII are also encoded in the structure of the ground

states in the FPF basis. For instance, while two ground states (|g⟩ and |g′⟩) of HII with

distinct Z3 parity values can be coupled by any local FPF creation/destruction operator

such that ⟨g|dj + d†j|g′⟩ ≠ 0, the same is not true for the ground states of HI . Although

the latter have well-defined Z3 parity values, they are not eigenstates of all local FPF

number operators nd,j = d†jdj.

Figure 3.8(b) shows the spreading of the parafermionic state as we increase the doping

across the phase transition at µ ≈ 2.9. The plot of Aj(0) shows exponentially localized
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modes in the topological phase (µ = 0.5t (black) and µ = 2.5t (dashed red)), while the

ground state becomes delocalized near the transition point (µ = 2.8t (dashed blue)).

Moreover, it becomes clear that finite-size effects can be considerable in small chains

(< 100-site long chains).

The same analysis can be done in the case of a magnetic field in the z direction

(Fig. 3.8(b)) for µ = 0.1t. Again, the spectral function shows exponentially localized edge

modes for Vz < V c
z = 2.2t, i.e., before the phase transition at V c

z = 2.2t (dashed blue

curve), at which point the ground state spectral function is spread all over the chain.).

3.3.4 Entanglement entropy

Lastly, we consider the signatures of the topological phase transition in the E.E. [117,

124]. Figure 3.9 shows the E.E. calculated at the central link of the chain as a function

of the chemical potential µ for different chain sizes.

For small values of µ such that the system is in the topological phase, E.E. is constant

and pinned at ln(3) (main panel of Fig. 3.9). This is consistent with previous DMRG

results for Z3 parafermion chains [117]. As µ increases and the system approaches the

topological phase transition, the E.E. increases, reaches a maximum near the phase tran-

sition, and then decreases. This behavior is accentuated for larger chains, as shown in

Fig. 3.9.

Figure 3.9: Entanglement entropy (E.E.) dependence with doping for different chain
lengths of 16 (solid black), 48 (dashed red) and 100 (dotted blue). Note that far away
from the phase transition all of them have the same value.
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3.4 Allowing double occupancy

In the previous sections, we considered a local fermionic basis excluding the double

occupancy state, c†↓c
†
↑ |E⟩. A consistency check for this approach would be to include this

state in the fermionic basis along with a Hubbard interaction in each site, UHn↑n↓, and

then take the limit UH → ∞. In this section, we perform this consistency check and show

that indeed we recover the main text’s results.

To perform the calculations in this section, we use ITensor [113] but instead of “tJ”

site we use “electron” site. This in turn allows of double occupancy. Again, we use HII

to illustrate that single occupancy is not necessary. Figure 3.10 shows the persistence of

the parafermionic phase already for relatively small values of UH relative to the hopping

t (say, UH/t ∼ 1− 5). For UH ≫ t, the gap becomes completely independent of the chain

size, and we recover the expected Egap/t=3. This shows that a large Hubbard (on-site)

interaction is not necessary for the formation of Z3 parafermions and that finite-size effects

are not relevant in this regime.

1 5 10 50 100

1.5
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2.5

3.0

UH/t

E
g
a
p
/t

Figure 3.10: Gap dependency with Hubbard interaction in a double occupancy basis.
The gaps of the 16-site chain (red dashed) and 100-site chain (solid black) have minor
differences only in the low interaction regime, UH ≈ t.



Chapter 4

Overlap of parafermion bound states

in Fractional Quantum Hall

In the last chapters, we studied fermionic models mapped to pure parafermionic chains.

However, as stated before, the nature of those models is not necessarily the same. This is

the case for the Z4 fermionic parafermion, which does not have the same braiding statistics

as “pure” Z4 parafermion [12, 13]. In this chapter, we study a different model in which

an FQH edge with different gaps hosts parafermion bound states at the interface. Here,

we will use a semiclassical approximation to treat the model’s low-energy excitations.

Differently from before, these are bona fide parafermion bound states, with the expected

braiding [36].

Being one-dimensional and subject to interactions, systems hosting parafermions are

usually modeled using bosonization methods [106]. Parafermionic bound states emerge at

the interfaces between regions where FQH states are coupled by backscattering and super-

conducting pairing, thus generating non-trivial band gaps. Both effects give rise to cosine

terms in the bosonization language, so parafermion systems can be modeled as inhomo-

geneous sine-Gordon Hamiltonians, as shown in the introduction. While a homogeneous

sine-Gordon model is among the rare examples of an exactly solvable interacting model,

no such exact solution is known for the inhomogeneous model. Therefore, the theoretical

modeling typically rests on approximations.

One such method is the instanton gas approximation, which is based on a semiclassical

treatment of the sine-Gordon Hamiltonian [125–128]. Single instantons, time-like kinks of

the phase field, are the solutions of the corresponding classical Euler-Lagrange equation

and can be used to compute the ground state energy [129, 130]. Multiple instantons can

easily be accounted for in the dilute one-instanton gas approximation, where different

instantons are assumed to be far apart such that their interaction can be neglected. This

method can be extended towards multiple interacting instantons, also called molecular

instantons [131–133]. Used in the context of resurgence theory [134, 135], multi-instantons

can offer a path to go beyond the first-order approximation. As we will show, such inter-

47
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acting multi-instanton configurations can become important for PBSs located at a finite

distance from each other. This chapter is adapted from “Overlap of parafermionic zero

modes at a finite distance”, Phys. Rev. Res. 4, 043094 (2022).

4.1 Model

The model system for studying parafermion bound states consists of a pair of FQH

edges containing two counter-propagating modes. To generate parafermion bound states,

it is necessary to engineer two topologically distinct spectral gaps in different regions

such that a subgap parafermion bound state appears at the interfaces between these

gapped regions [101, 102]. Many proposals consider an interface between ferromagnetic

(FM) and superconducting (SC) regions [9, 36, 128]. Denoting by ψL,R(x) the annihilation

operators for left- and right-moving electrons in the FQH state, the ferromagnet induces

a backscattering gap corresponding to a term ∆FMψ
†
LψR + H.c.. On the other hand, the

proximity effect from a nearby superconductor creates and annihilates Cooper pairs and

gives rise to a term ∆SCψ
†
Lψ

†
R + H.c.. Hence, a pair of FQH edge states with such an

FM-SC-FM junction, see Fig. 4.1, should host parafermion bound states at the interfaces.

We consider a FQH state with filling factor 1/n1 and group velocity v. We first bosonize

the left- and right-moving electrons in terms of chiral bosonic fields φL,R(x) such that

ψ†
L,R(x) =

1√
2πnξ

e−inφL,R(x), (4.1)

where ξ is the correlation length, which is the inverse of the high-energy cutoff, ξ =

v/Ecutoff (using = 1) and n comes from the 1/n filling factor.

* *FM SC FM

Figure 4.1: The system comprises a pair of FQH edges with two counter-propagating edge
modes at filling factor 1/n. The FQH edge is subject to induced superconductivity and
ferromagnetic coupling leading to an FM-SC-FM junction. The parafermion zero modes
appear at the interfaces between FM and SC regions, which is illustrated by the asterisks.

1Although this part is valid for Laughlin states with odd n, there is no mathematical constraints for
even n (in the equations shown below). We use this fact to later calculate Monte Carlo for n = 2, even
though the ground state is bosonic [136] all equations are the same.
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We continue by defining the fields ϕ = (φR + φL)/2 and θ = (φR − φL)/2, which sat-

isfy the commutation relations [ϕ(x), θ(x′)] = (iπ/n)Θ(x− x′), where Θ is the Heaviside

function. Hence, ϕ(x) and (n/π)∂xθ(x) are canonically conjugate variables. The backscat-

tering and pairing terms can then be simplified to ∆SC[sin(2nϕ)+1] and ∆FM[sin(2nθ)+1],

respectively.

The Euclidean action for the whole system thus becomes an inhomogeneous sine-

Gordon model

Ssys =

∫
dτdx

{
nv

2π

[
(∂xθ)

2 + (∂xϕ)
2
]
+
in

π
(∂xθ)(∂τϕ)−

µ

π
∂xθ

+
∆FM(x)

πnξ
sin(2nθ) +

∆SC(x)

πnξ
sin(2nϕ)

}
, (4.2)

where ∆FM(x) and ∆SC(x) vanish, respectively, outside the FM and SC regions and are

constant inside those regions2. We assume the chemical potential µ to be constant along

the system. We focus on the limit ∆FMLFM/v → ∞, where LFM is the length of the FM

region. In this limit, the field θ(x) is pinned to a minimum of sin(2nθ) inside the FM

region, while the field ϕ is allowed to fluctuate.

4.1.1 Effective action

By completing the square and considering θ(x) as constant inside the FM region, the

effective action of the system becomes that of a simple sine-Gordon model with a Berry-

phase term due to the chemical potential. In order to obtain the effective action with

only ϕ-field dependency, we first need to remove the cross-term ∂xθ∂τϕ, we consider the

identity

nv

2π
(∂xθ)

2+
in

π
(∂xθ)(∂τϕ)−

µ

π
∂xθ =

nv

2π

(
∂xθ +

i

v
∂τϕ− 1

nv
µ

)2

+
n

2πν
(∂τϕ)

2+
iµ

πv
∂τϕ−

µ2

2πnv
,

(4.3)

where the last term is a constant and can be disregarded in the upcoming calculation of

the action. In the SC region, ∆FM = 0, ∆ ≡ ∆SC and action can be separated in two

effective terms, Ssys[ϕ, θ] = Seff [ϕ] + Seff [ϕ, θ], which reads

Seff [ϕ] =

∫
dτ

∫
SC

dx

{
n

2πv
(∂τϕ)

2 +
nv

2π
(∂xϕ)

2 +
∆

πnξ
sin(2nϕ) +

iµ

πv
∂τϕ

}
, (4.4)

Seff [ϕ, θ] =
nv

2π

∫
dτ

∫
SC

dx

(
∂xθ +

i

v
∂τϕ− n

v
µ

)2

(4.5)

2The cross term, ∂xθ∂τϕ comes from the Legendre transformation of the Hamiltonian described
in the introduction, S[ϕ, θ] =

∫
dτ
{∫

dx [Πϕi∂τϕ+H[ϕ, θ]]− µN
}
, where Πϕ = (n/π)∂xθ is the

canonical conjugate variable of ϕ and the charge density is ρ = (1/π)∂xθ, thus the total number
N = (1/π)

∫
dx(1/π)∂xθ.
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We still need to show the S[ϕ, θ] can be made independent of ϕ, such that we can integrate

it over θ. In order to do that, we need to make a shift in the θ field. We Fourier transform

the fields and chemical potential from (x, τ) to (k, ω),

θ(x, τ) =
1

TL

∑
k,iω

θ(k, iω)ei(kx−ωτ),

ϕ(x, τ) =
1

TL

∑
k,iω

ϕ(k, iω)ei(kx−ωτ),

µ(x) =
1

L

∑
k,iω

δiω,0µ(k, iω)e
i(kx−ωτ). (4.6)

The mixing field action becomes

Seff [ϕ, θ] =
nv

2π(TL)2

∫
dτ

∫
SC

dx

{∑
k,ω

[
ikθ(k, ω) +

ω

v
ϕ(k, ω)− Tδω,0n

v
µ(k, ω)

]
ei(kx−ωτ)

}2

.

(4.7)

Now, we can define a new variable θ̃

θ̃(k, iω) ≡ θ(k, ω)− iω

kv
ϕ(k, ω) +

iT δω,0n

kv
µ(k, ω), (4.8)

such that after an inverse Fourier transformation, the action becomes

Seff [θ̃] =
nv

2π

∫
dτ

∫
SC

dx
[
∂xθ̃
]2
. (4.9)

The measure in the partition function is written in terms of the Fourier transformation

of the field as∫
D[ϕ] =

∏
k,iω

∫
dϕ(k, iω),

∫
D[θ] =

∏
k,iω

∫
dθ(k, iω) =

∏
k,iω

∫
dθ̃(k, iω), (4.10)

where we integrate over all possible field configurations θ(k, iω) for a given pair (k, iω).

We can rename θ → θ̃ in the measure integral, similar to a shift x → x + a in the usual

Riemann integral
∫∞
−∞ dxf(x). With these considerations, we can calculate the partition

function in the 2D euclidean space while keeping the real space Feynman measure (and

dropping the tilde),

Z =

∫
D[ϕ]

∫
D[θ]e−Ssys[θ,ϕ]

=

∫
D[ϕ]e−Seff [ϕ]

∫
D[θ]e−Seff [θ]

= C
∫

D[ϕ]e−Seff [ϕ], (4.11)
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where we integrated out the field θ as a constant given by

C = e
∫
dx

∫
dτ

µ(x)2

2πnv

∫
D[θ]e−

nv
2π

∫
dx

∫
dτ [∂xθ]

2

. (4.12)

The integral in θ can be done by using the Gaussian integral [130]. Since we are interested

in the ground state splitting of parafermions, we will now focus only on the action Seff [ϕ] ≡
S[ϕ] that contains all the relevant information.

4.1.2 Effective parafermion Hamiltonian

At low energies, the predictions resulting from the sine-Gordon model can be translated

into an effective parafermion Hamiltonian, which is valid at energies below the band

gaps |E| ≪ ∆,∆FM. To describe the effective parafermion interaction, we consider two

parafermion modes described by Z2n parafermion operators αL,R
3. These operators satisfy

the parafermionic commutation relations α2n
L,R = 1, α†

L,R = α2n−1
L,R and αLαR = eiπ/nαRαL.

A generic interaction Hamiltonian that preserves the Z2n charge can be written as

HZ2n =
n∑

k=1

Hk, Hk = |tk|eiλkα†k
L α

k
R +H.c.. (4.13)

The phase diagrams of such parafermion Hamiltonian have been studied using different

methods [6, 88, 137, 138]. This Hamiltonian can be written in the eigenstate basis of

the first-order interaction term α†
LαR |q⟩ = −eiπ(q̂−1/2)/n |q⟩, where the eigenstates |q⟩ are

labeled by an integer q ∈ {0, 1, 2, ..., 2n− 1} which corresponds to the total charge of the

superconducting region [128]. As a consequence, powers of the first-order interaction term

satisfy

α†k
L α

k
R = α†k−1

L α†
LαRα

k−1
R = ω̄k−1

p α†k−1
L αk−1

R (α†
LαR)

= ω̄
∑k−1

j=1 (k−j)
p (α†

LαR)
k

= ω̄k(k−1)/2
p (α†

LαR)
k. (4.14)

It is easy to see that α†k
L α

k
R is diagonal in the basis {|q⟩} and

α†k
L α

k
R |q⟩ = ω̄k(k−1)/2

p (α†
LαR)

k |q⟩ = (−1)kω̄k(k−1)/2
p ωk(q−1/2)

p |q⟩
= (−1)kωk(q−k/2)

p |q⟩
= (−1)ke

iπk
n

(q−k/2) |q⟩ . (4.15)

3In this chapter we use a different notation for parafermions to avoid any misunderstanding regarding
the wave function ψL,R.
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such that the energy eigenvalues E(q) of the Hamiltonian HZ2n can be expressed as a sum,

E(q) =
n∑

k=1

2(−1)k|tk| cos
(
πk

n
(q − k/2) + λk

)
. (4.16)

In the following, we will use a semiclassical instanton calculation as well as a Monte-Carlo

simulation to determine the effective coupling strengths t1,2 and the phases λ1,2.

4.2 Instanton calculation

4.2.1 Review of the dilute one-instanton gas

In this subsection, we briefly review the dilute one-instanton gas approximation [125–

128] to find the energy splitting between different ground states. In order to obtain the

energies, it is necessary to compute the transition rates between different configurations

of the θ field. In imaginary time, such transition amplitudes correspond to the matrix

elements,

⟨j+| e−HT |j−⟩ (4.17)

between two stationary states |j±⟩, in which the field θ is pinned at a minimum of the

sine potential and which are eigenstates in the limit ∆L/v ≫ 1. Moreover T ≫ ξ/v is a

large time. This transition amplitude can be conveniently calculated with the action S[ϕ].

We focus on classical solutions of the action S[ϕ] with constant spatial profile, ∂xϕ =

0 [128] because solutions with a nonzero ∂xϕ have a larger action and only contribute

subleading corrections to the transition amplitude for a given number of instantons. Using

this simplification, the equation of motion corresponding to the action (4.4) becomes

n

πv
∂2τϕ(τ) =

2∆

πξ
cos[2nϕ(τ)], (4.18)

and allows us to define the states |j⟩ which correspond to the stationary solutions ϕj =

−π/4n + jπ/n (j ∈ {0, 1, .., 2n − 1}) which minimize the classical action. Solitons cor-

respond to the non-stationary classical solutions and can be found by straightforward
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integration of Eq.(4.18).

∂2τ ϕ̃(τ) = ω2 sin(ϕ̃)∫
dϕ̃∂2τ ϕ̃(τ) = ω2

∫
dϕ̃ sin(ϕ̃)

1

2
(∂τ ϕ̃(τ))

2 = −ω2 cos(ϕ̃(τ)) + cte.∫
dϕ

1√
sin(ϕ̃)

= ±2ω

∫
dτ

2 ln
[
tan
(
ϕ̃/2
)]

= ±2ω(τ − τ0). (4.19)

Where we used the fact that at τ → −∞ the field ϕ(τ) = −π/4n+πj/n and ϕ′(τ) = 0

with ω = 2
√

∆v/ξ. The solution takes the form of a classical field that interpolates

between two stationary solutions, |j⟩ and |j + ϵ⟩, with ϵ±1 corresponding to an instanton

(+) or anti-instanton (-), and centered at an imaginary time τ0,

ϕϵ
cl(τ) = − π

4n
+
πj

n
+

2ϵ

n
arctan

[
eω(τ−τ0)

]
. (4.20)

The action of the soliton field has two different contributions, a kinetic term (S0) and a

Berry-phase term (SBp). While the former is responsible for the system’s overall energy

scale, the latter will induce an oscillatory behavior in the energy-splitting,

S[ϕϵ
cl] =

Ln

πv

∫ T

0

dτ [∂τϕ
ϵ
cl(τ)]

2︸ ︷︷ ︸
S0

+
iLµ

πv

∫ T

0

dτ∂τϕ
ϵ
cl(τ)︸ ︷︷ ︸

SBp

, (4.21)

where we integrated over the position and used Eq. (4.18) to simplify the action. Calcu-

lating the integral for the soliton, one finds the kinetic term,

S0 = lim
T→∞

Ln

πν

∫ T/2

T /2

dτ
4

n2
[∂τϕ

ϵ
cl(τ)]

2 = lim
T→∞

Ln

πν

∫ T/2

T /2

dτ

[
ωeω(τ−τ0)

1 + e2ω(τ−τ0)

]2
= lim

T→∞

2Lω

nπν

∫ u(T/2)

u(−T/2)

du

u2
u(t) = 1 + e2ω(τ−τ0), du = 2ωe2ω(τ−τ0),

= − lim
T→∞

2Lω

nπν

[
1

u(T/2)
− 1

−u(T/2)

]
=

2Lω

nπν
, (4.22)



54 CHAPTER 4. PBS OVERLAP

and the Berry phase contribution

SB−p = lim
T→∞

iLµ

πν

∫ T/2

T /2

dτ∂τϕ
ϵ
cl(τ) = lim

T→∞

iLµ

πν
ϕϵ
cl

∣∣∣∣T/2
−T/2

= ± lim
T→∞

iLµ

πν

[
arctan(eω(T/2−τ0))− arctan(eω(−T/2−τ0))

]
= iϵγ, (4.23)

with γ = Lµ/nv. As the classical soliton interpolates between |j⟩ and |j + ϵ⟩, this allows
us to identify the transition rate between these two stationary states. By calculating the

path integral with fluctuations η around the classical solution, the quantum amplitude of

a transition starting in state |j⟩ at imaginary time τ = 0 and ending in state |j + ϵ⟩ at

τ = T is given by

Gϵ = ⟨j + ϵ| e−HT |j⟩ =
∫

D[ϕ]e−S[ϕ] =

∫
D[η]e−S[ϕϵ

cl+η] (4.24)

So far, we have only considered the classical solution, however quantum fluctuations have

an important contribution. In the semiclassical limit, we consider the action around the

classical solution, such that the field is ϕ = ϕϵ
cl + η. The idea is to expand the action

in terms of fluctuations4, η, and use the saddle point approximation. Again, we separate

the action in terms of kinetic and Berry-phase contribution S[ϕ] = S0[ϕ] + SB−p[ϕ]. The

kinetic part is5

S0[ϕ
ϵ] =

∫
dτ

∫
dx

{
n

2πν
[∂τϕ

ϵ
cl + ∂τη]

2 +
nν

2π
[∂xη]

2] +
∆

πnξ
[sin(2nϕϵ

cl + 2nη) + 1]

}
,

(4.25)

and we want to rewrite as an expansion in terms of η

S0[ϕ
ϵ] := S0[ϕ

ϵ
cl] +

δS0[ϕ
ϵ
cl]

δϕ
η +

1

2

δ2S0[ϕ
ϵ
cl]

δϕ2
η2 +O(η3). (4.26)

Before calculating the functional derivatives, let us rewrite Eq. (4.25),∫
dτ

∫
dx[∂τϕ

ϵ
cl + ∂τη]

2 =

∫
dτ

∫
dx[∂τϕ

ϵ
cl]

2 + [∂τη]
2 + 2[∂τϕ

ϵ
cl][∂τη]

=

∫
dτ

∫
dx[∂τϕ

ϵ
cl]

2 + [∂τη]
2 − 2[∂2τϕ

ϵ
cl]η + b.t.

=

∫
dτ

∫
dx[∂τϕ

ϵ
cl]

2 − η[∂2τη]− 2[∂2τϕ
ϵ
cl]η + b.t., (4.27)

where we integrated by parts in the second line ([∂τϕ
ϵ
cl][∂τη]) and in the third line ([∂τη]

2),

4η must vanish at the boundaries.
5Other than the vanishing boundary term, we don’t impose any constraint in η regarding the depen-

dency on x-direction.
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since η vanishes at the boundary, all boundary terms (b.t.) are zero. We can do the same

procedure for the partial derivative in the x direction∫
dτ

∫
dx[∂xη]

2 = −
∫
dτ

∫
dx η[∂2xη] + b.t., (4.28)

and we can expend the potential term around ϕϵ
cl,

sin(2nϕϵ
cl + 2nη) = sin(2nϕϵ

cl) + 2n cos(2nϕϵ
cl)η − 2n2 sin(2nϕϵ

cl)η
2 +O(η3). (4.29)

Now we can compare Eq. (4.25) with Eq. (4.26) using Eqs. (4.27-4.29),

δS0[ϕ
ϵ
cl]

δϕ
η =

∫
dτ

∫
dx

{
− n

πν
[∂2τϕ

ϵ
cl] +

2∆

πnξ
cos(2nϕϵ

cl)

}
η = 0, (4.30)

where we used the equation of motion, Eq. (4.18), to show the first order derivative is

zero. We can do the same for the second order,

1

2

δ2S0[ϕ
ϵ
cl]

δϕ2
η2 =

∫
dτ

∫
dx

{
− n

2πν
η[∂2τη]−

nν

2π
η[∂2xη]−

2n∆

πnξ
sin(2nϕϵ

cl)

}
η2,

= −1

2

n

πν

∫
dτ

∫
dx η

[
−∂2τ − ν2∂2x −

4∆ν

ξ
sin(2nϕϵ

cl)

]
η,

= −1

2

n

πν

∫
dτ

∫
dx ηF̂ ϵη = Sϵ

η, (4.31)

F̂ ϵ = −∂2τ−v2∂2x+ω2 sin(2nϕϵ
cl) is the differential operator associated with the fluctuations.

The Berry phase action can be trivially calculated using the fact that the boundary terms

are zero,

SB−p[ϕ
ϵ
cl + η] =

iµ

πν

∫
dτ

∫
dx {∂τϕϵ

cl + ∂τη} = SB−p[ϕ
ϵ
cl] + b.t. = SB−p[ϕ

ϵ
cl]. (4.32)

Now, we are ready to calculate the path integral of one instanton going from one

minimum to an adjacent minimum (j to j + ϵ), such that

Gϵ =

∫
D[η]e

−(S0[ϕϵ
cl]+

δS0[ϕ
ϵ
cl]

δϕ
η+ 1

2

δ2S0[ϕ
ϵ
cl]

δϕ2
η2+SB−p[ϕ

ϵ
cl])

= e−S0−iϵγ

∫
D[η]e

− 1
2

δ2S
δϕ2

[ϕϵ
cl]η

2

= e−S0−iϵγ

∫
D[η]e−

1
2

n
πν

∫ ∫
dτdx ηF̂ ϵη

= T

√
πνS0

n
e−S0−iϵγ

∫
D′[η]e−

1
2

n
πν

∫ ∫
dτdx ηF̂ ϵη

= T

√
πνS0

n
e−S0−iϵγN

√
πν

n
det′[F ϵ]−1/2. (4.33)

where in the first line we expanded the action around classical solitons between states |j⟩
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and |j ± 1⟩, such that we have a Gaussian integral over all fluctuations η(x, t) vanishing at

the boundaries. In the third line, the translation-invariant zero mode is integrated out and

creates a factor T
√
πvS0/n [125, 126], see Appendix E. The remaining integral without

zero modes (denoted by the prime in the path integral measure) is Gaussian. By computing

the Gaussian integral in the second line we obtain the determinant without zero-modes,

det′[F̂ ϵ], multiplied by N , the normalization constant from the measure D′[η] [125].

Following Refs. [125, 128] the determinant can be calculated by multiplying and divid-

ing by det[F̂0]
−1/2, where F̂0 = −∂2τ − v2∂2x + ω2 is the differential operator of a harmonic

oscillator, and computing the ratio of determinants using the zeta regularization method

for a Neumann boundary condition [139]6,

det[F̂0]
1/2

det′[F̂ ϵ]1/2
=

√
ω

L
. (4.34)

As a result, the transition rate becomes

Gϵ = TN e−ωT/2Ke−S0−iϵγ, (4.35)

where K = ω/(π
√
n). We identify in the results for G+ and G− the transition amplitude

arising from an instanton as [I] = Ke−S0−iγ and for an anti-instanton as [Ī] = [I]∗. The
exponential e−ωT/2 comes from the factor (det[F̂0])

−1/2 and is associated with the energy

of a harmonic oscillator.

Next, we normalize the stationary states |j+⟩ and |j−⟩ with the factor
√
N , and

calculate, within the one-instanton approximation, the most general trajectory between

them as that consisting of all possible combinations of well-separated instantons and

anti-instantons,

⟨j+| e−HT |j−⟩ = e−ωT/2
∑
{nt}

δnt,j+−j−

(T [I])nI

nI !

(T [Ī])nĪ

nĪ !

=
e−ωT/2

2n

∑
{nt}

2n−1∑
q=0

e
iπq(j−−j+)

n
(T [I]e iπq

n )nI

nI !

(T [Ī]e−iπq
n )nĪ

nĪ !

=
e−ωT/2

2n

2n−1∑
q=0

e
iπq(j−−j+)

n e2KTe−S0 cos(πq
n
−γ), (4.36)

where we summed over all combinations of nI and nĪ with nt = nI−nĪ . In the second line

we used the summation form of the Dirac delta function, expanding nt and distributing

the exponential e±iπq together with the instanton amplitude.

To obtain an expression for the energy splitting, we expand ⟨j+| e−HT |j−⟩ in terms of

the eigenstates of a general two-parafermion Hamiltonian and we compare both expres-

6This calculation goes beyond the scope of this thesis. For a detailed calculation see Ref. [140].
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sions. The eigenstates |q⟩ of the effective low-energy parafermion Hamiltonian (4.13) are

similar to Bloch waves and can be written as linear combinations in the |j⟩ basis [139].

By noticing that |j⟩ = |j + 2n⟩ due the periodicity of the sine function we can write

|q⟩ =
√

1

2n

2n−1∑
j=0

e−iπqj/n |j⟩ . (4.37)

By considering the completeness of the basis |q⟩ we can expand |j±⟩ to obtain

⟨j+| e−HT |j−⟩ =
1

2n

∑
q

⟨j+|q⟩ ⟨q|j−⟩ e−E(q)T . (4.38)

Neglecting the constant energy ω/2, we can set equal Eq. (4.38) and Eq. (4.36), to arrive

at

E(q) = −2ωe−S0

π
√
n

cos

(
πq

n
− µL

nv

)
. (4.39)

We note that E(q) decays exponentially as ∝ e−Lω, whereas the chemical potential gives

rise to a typical oscillation [128]. A final equality between Eq. (4.39) and Eq. (4.16) relates

the parafermion tight binding parameters to the microscopic model constants,

t1 =
ω

π
√
n
e−S0 , λ1 = −µL

nv
+

π

2n
. (4.40)

In the dilute one-instanton gas approximation, all higher order hopping processes are

neglected, i.e., tk = 0 for k > 1.

4.2.2 Beyond the dilute one-instanton gas

Moving beyond the dilute one-instanton gas approximation, we consider now a system

composed of instantons and bi-instantons, the latter corresponding to a correlated two-

instanton event [133–135]. In such a bi-instanton, the change of ϕ(τ) during the transition

is still fast compared to the distance between two instantons, but in contrast to the

instanton gas limit, this distance is not infinite [134].

In contrast to a single instanton, the bi-instanton is not an exact solution of the

classical Euler-Lagrange equation and has a different winding number. Nonetheless, it is

a solution up to a correction which is exponentially small in the distance between the

instantons, so it can have a significant contribution to the quantum mechanical path

integral. Bi-instantons will have an energy scale of the order e−2S0 [125] but interactions

between the two instantons produce corrections to this energy [132]. The bi-instanton
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“solution” we want Eq. (4.20) has the following limits

ϕϵ1ϵ2 ∼ − π

4n
+ ϵ1

π

n
+ ϵ1

2

n
e−ωτ as τ → ∞

∼ − π

4n
+ ϵ2

2

n
eωτ as τ → −∞ (4.41)

We consider the action for a configuration of two instantons at positions ±τ0 given by

(for ϵ1, ϵ2 = ±)

ϕϵ1ϵ2(τ) = − π

4n
+ ϵ1f+(τ) + ϵ2f−(τ), (4.42)

where

f±(τ) =
2

n
arctan

[
eω(τ∓τ0)

]
, (4.43)

For ϵ1 = ϵ2 such a configuration describes a pair of instantons (ϵ1,2 = 1) or anti-instantons

(ϵ1,2 = −1), whereas for ϵ1 = −ϵ2, the field describes an instanton anti-instanton pair.

Now, we calculate the classical action corresponding to ϕ+ϵ2(τ). It can be easily gen-

eralized for ϕϵ1ϵ2(τ). In order to do this, we will separate the action, without the Berry

phase, in two parts S+(ϕ) and S−(ϕ), such that7

S+[ϕ
+ϵ2 ] =

nL

πν

∫ ∞

0

dτ
1

2
(ϕ̇+ϵ2)2 +

ω2

4n2
V (ϕ+ϵ2)

S−[ϕ
+ϵ2 ] =

nL

πν

∫ 0

−∞
dτ

1

2
(ϕ̇+ϵ2)2 +

ω2

4n2
V (ϕ+ϵ2) (4.44)

where we already integrated over dx and V (ϕ) = sin(2nϕ) + 1. The choice to integrate

starting or ending at τ = 0 is arbitrary, indeed we could choose any value τ1 as long as

τ1 ≪ τ0. Here we assume τ0 ≫ 1, in this case f+ is small for τ < 0 and f− is small τ > 0.

We will focus on S+ expanding it around f− = 0, but, the same could be done to S−

around f+ and yield an analogous result.

S+[ϕ
+ϵ2 ] =

nL

πν

∫ ∞

0

dτ
1

2
(ϕ̇+ϵ2)2 +

ω2

4n2
V (ϕ+ϵ2)

=
nL

πν

∫ ∞

0

dτ

{[
1

2
ḟ 2
+ +

ω2

4n2
V (

π

4n
+ f+)

]
+ ϵ2

[
ḟ+ḟ− +

ω2

4n2
V ′(

π

4n
+ f+)f−

]
+

[
1

2
ḟ 2
− +

1

2

ω2

4n2
V ′′(

π

4n
+ f+)f

2
−

]}
. (4.45)

The first and third terms are part of the classical action of the solitons centered at τ0 and

7To simplify the notation here, we use the dot to denote ∂τ and prime to denote ∂f .
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−τ0. This can be seen by rewriting 1
2
V ′′( π

4n
+ f+)f

2
− ≈ V ( π

4n
+ f−), which can be seen

V ′′(
π

4n
+ f+)f

2
− = −4n2 sin(π/2 + 2nf+)f

2
− ≈ −4n2 sin(π/2 + 2π + 4e−ωτ0)f 2

−

= −4n2 cos(4e−ωτ0)f 2
− ≈ −4n2f 2

− + 2− 2 ≈ 2(− cos(2nf−) + 1)

= 2[sin(−π/2 + 2nf−) + 1] = 2[sin(2([− π

4n
+ f−)) + 1]. (4.46)

For the linear term in f− of S+, we integrate by parts∫ ∞

0

dτ ḟ+ḟ− +
ω2

4n2
V ′(

π

4n
+ f+)f− = ḟ+f−

∣∣∞
0
+

∫
dτ

[
−f̈+f− +

ω2

4n2
V ′(

π

4n
+ f+)f−

]
= ḟ+f−

∣∣∞
0

=
4ω

n2

eω(τ−τ0)

(1 + eω(τ−τ0))2
arctan(eω(τ−τ0))

∣∣∞
0

≈ 4ω

n2
e−2ωτ0 , (4.47)

where we use the equation of motion, Eq. (4.18), in the second line (V ′( π
4n
+f+) =

4n2

ω2 f̈+).

Doing the same procedure to S− we obtain

S[ϕϵ1ϵ2 ] = 2S0 +
8ϵ1ϵ2ωL

πνn
e−2ωτ0 + i(ϵ1 + ϵ2)γ = 2S0 + 4ϵ1ϵ2S0e

−2ωτ0 + i(ϵ1 + ϵ2)γ. (4.48)

The “classical” action of such a bi-instanton is twice the classical action of a single instan-

ton plus a positive (negative) energy due to the repulsive (attractive) interaction between

instanton and (anti-) instanton. In the following, we focus on the case ϵ1 = ϵ2 because

it does contribute to the energy splitting, as opposed to ϵ1 = −ϵ2 which merely adds a

overall constant to the energies: an instanton-anti-instanton pair does not allow additional

transitions between different |j⟩, so it just adds a constant value to the energies.

By direct application of the concepts previously introduced for the dilute one-instanton

gas, we compute the transition rate due to a single bi-instanton

Gϵϵ = ⟨j + 2ϵ| e−HT |j⟩ =
∫

D[ϕ]e−S[ϕ] =

∫
D[η]e−S[ϕϵϵ+η]

=

∫
D[η]e

−(S0[ϕϵϵ]+
δS0[ϕ

ϵϵ]
δϕ

η+ 1
2

δ2S0[ϕ
ϵϵ]

δϕ2
η2+SB−p[ϕ

ϵϵ])

= e−2S0−2iϵγ

∫
D[η]e−4S0e−ωz

e
− 1

2
δ2S
δϕ2

[ϕϵϵ]η2

= e−2S0−2iϵγ

∫
D[η]e−4S0e−ωz

e−
1
2

n
πν

∫ ∫
dτdx ηM̂ϵϵη

= T
πνS0

n
e−2S0−2iϵγ

∫
dz e−4S0e−ωz

∫
D′[η]e−

1
2

n
πν

∫ ∫
dτdx ηM̂ϵϵη

= T (N e−
ω
2

T

)(K2e−2S0−2iϵγ

∫
dz e−4S0e−ωz

), (4.49)

where we followed the same procedure as in Eq. (4.33), with the translational invariance of

the bi-instanton center of mass now being responsible for the zero-mode. Here, z is the dis-
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-τ0 τ0
τ

V(2nϕ2)

Figure 4.2: Illustration of V (ϕϵϵ). For τ0 ≫ 1 the eigenvalues of M̂ will be two-fold
degenerate.

tance between the centers of the two instantons and M̂ ϵϵ = −∂2τ−v2∂2x+(4∆v/ξ) sin(2nϕϵϵ)

is the differential operator associated with the bi-instanton. The eigenvalues ofM are two-

fold degenerate so det′[M̂ ϵϵ] = (det′[F̂ ϵ])2 [133], this can be seen by assuming the solutions

are far apart(τ0 ≫ 1). In this case, the operator M has the form of a Hamiltonian with two

asymptotically identical wells coming from the sines, see Fig. 4.2. At leading order, the

spectrum will be the same as the one instanton, but twice degenerate, with corrections

exponentially small. To suppress the zero-energy modes, we can introduce two collective

variables, similar to the procedure for one instanton.

The correction to the bi-instanton amplitude due to the instanton interactions, [II] =
[I]2

∫
dze−4S0e−ωz, can be simplified by using the semiclassical approximation S0 ≫ 1 and

by introducing a regularization parameter c [135] in the instanton-instanton interaction

Eq. (4.48),

lim
c→0

∫ ∞

0

dze−4S0e−ωz−cωz

=
1

ω
lim
c→0

(
1

4S0

)c ∫ 4S0

0

dse−ssc−1 ≈ 1

ω
lim
c→0

(
1

4S0

)c

Γ(c)

= − 1

ω
[γE + log(4S0)] +O(1/c), (4.50)

where γE ≈ 0.5772 is the Euler number and we need to subtract the divergent term O(1/c)

which corresponds to non-interacting instantons. We proceed by generalizing Eq. (4.36) to

a gas consisting of both instantons and bi-instantons, which we call a dilute two-instanton

gas approximation. Between two normalized stationary states |j+⟩ and |j−⟩ we consider
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all possible combinations of (anti-)instantons and (anti-)bi-instantons

⟨j+| e−HT |j−⟩ = e−ωT/2
∑
{nt}

δnt,j+−j−

(T [I])nI

nI !

(T [Ī])nĪ

nĪ !

(T [II])nII

nII !

(T [ĪĪ])nĪĪ

nĪĪ !
(4.51)

=
e−ωT/2

2n

2n−1∑
q=0

e
iπq(j−−j+)

n e2KTe−S0 cos(πq
n
−γ)e−

2
ω
[γE+log(4S0)]K2Te−2S0 cos( 2πq

n
−2γ),

where nt = nI−nĪ+2nII−2nĪĪ is the net number of instantons. By comparing Eq. (4.51)

with Eq. (4.38), it is possible to obtain the energy splitting including the subleading

correction due to bi-instantons,

E(q) = − 2ω

π
√
n
e−S0 cos

(
πq

n
− µL

nv

)
(4.52)

+
2ω

π2n
[γE + log(4S0)]e

−2S0 cos

(
2πq

n
− 2µL

nv

)
.

In Fig. 4.3 we show the energy splitting for a Z4 parafermion (n = 2), comparing the result

for the dilute one-instanton gas (4.39) (dashed line) with the corrected result including

bi-instantons (4.52) (solid line) for a value
√
2e−S0 = π and [γE+log(4S0)]/2 = 0.1. While

energy crossings between two consecutive q mod 4 occur at the same energy, the crossings

between q and q + 2 mod 4 are shifted. By setting equal Eq. (4.52) and Eq. (4.16),

we recover the leading order result (4.39), and in addition the second-order coupling

amplitude and phase,

t2 =
ω

π2n
[γE + log(4S0)] e

−2S0 ,

λ2 = −2µL

nv
+

2π

n
. (4.53)

In this section, we have so far ignored the contribution of instanton anti-instanton pair

since it doesn’t contribute to the energy splitting. For completeness sake, we now show

the pair’s amplitude that would be added in the “gas”. There is,however, a problem that

arises when we try to calculate the integral of [IĪ]. In this case, the integral becomes

divergent as 1/S0 → 0, and for regions with small z the integral is ill defined in the limit

1/S0 ≪ 1. In order to solve this problem, we consider −S0 > 0 and analytically continue

back to 1/S0 > 0 in the complex plane. This can be done with two different paths

[IĪ]/(K2e−2S0)
1/|S0|≪1−−−−−→ 1

ω
lim
c→

(− 1

4S0

)cΓ(c)

−1/4S0→e∓iπ/4S0−−−−−−−−−−−→ − 1

ω
(γE + log(

4S0

e∓iπ
)) = − 1

ω
(γE + log(4S0))∓

1

ω
iπ. (4.54)

To solve the ambiguity problem of the imaginary part, is necessary to use ressurgence the-
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Figure 4.3: Energy splitting for ground states with different q as function of chemical
potential. The dashed line corresponds to the one-instanton energy corresponding to only
two-parafermion interactions. The solid line corresponds to the energy including four-
parafermion terms (bi-instantons corrections), with parameters corresponding to t2 =
0.1t1. The major difference between these two cases are the shifts in the energy crossing
at E = 0.

ory8 and the ambiguity should cancel with the same ambiguity of the non-borel summable

series arising from perturbation theory [134, 135]. We can safely ignore the imaginary part

and we get an expression analogous to the bi-instanton.

4.3 Monte Carlo

We start with a discretization of the action (4.4), using a lattice constant ax and time

step aτ . In the following, we set v = 1, which leads to

S[ϕ] =
n

2π

Nτ∑
i=1

Nx∑
j=1

{
ax
aτ

(ϕτi+1,xj
− ϕτi,xj

)2 +
aτ
ax

(ϕτi,xj+1
− ϕτi,xj

)2

+
ω2axaτ
2n2

sin(2nϕτi,xj
) +

2iµax
n

(ϕτi+1,xj
− ϕτi,xj

)

}
, (4.55)

where τi = iaτ and xj = jax. Moreover, Nx and Nτ are chosen such that Nxax = L and

Nτaτ = T . We choose a rectangular grid, Nτ = 100 and set ax = aτ = a.

To simulate instanton configurations which connect states |j−⟩ and |j+⟩, we assume a

twisted boundary condition in the τ direction, such that ϕτNτ+1,xi
= ϕτ1,xi

+ πδQ/n [141],

where δQ = j+ − j− is an integer. This condition is enforced in the simulation via an

energy penalty nax
2πaτ

(ϕτ1,xj
− ϕτNτ ,xj

+ πδQ/n)2, and causes the simulated configuration to

8The idea is to use perturbation theory to construct non-Borel summable divergent series, that con-
verges in a small radius of interest.
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have a net number δQ of instantons.

The spatial boundary condition are open, allowing the field to fluctuate freely in x

direction. However, fields which fluctuate in x direction lead only to subleading contribu-

tions compared to configurations which are spatially constant.

The Monte Carlo algorithm is initialized with a vanishing configuration ϕτi,xj
= 0 for

all i, j. In each Monte Carlo step, we propose a field update ϕ → ϕ′, which is accepted

with probability P = min(| exp(−α∆S)|, 1) that is determined by the change of the action

∆S = S[ϕ′]−S[ϕ]. We introduced an additional parameter α ≥ 1 which will be explained

shortly. Hence, if the updated action S[ϕ′] is smaller than the original action S[ϕ], then

∆S < 0 and the update will be accepted (P = 1). On the other hand, if ∆S > 0, we

draw a uniformly distributed random number X ∈ [0, 1] and accept the proposed update

if X < P . Otherwise, the update is rejected and the original field configuration is kept.

A “bead update” which randomly displaces the field along all imaginary time coordi-

nates has a small acceptance rate which results in an inefficient simulation. To achieve an

improved convergence towards fluctuations around the classical saddle point solutions of

the path integral, we implemented a local field update scheme at the level of individual

nodes, i.e., ϕ′
τi,xj

= ϕτi,xj
+ δϕ, at a random position (i, j) where δϕ ∈ [−δ, δ] is a uniform

random displacement and δ a dynamical interval width. After 100 Monte Carlo steps, we

update δ depending on the acceptance rate. If the acceptance rate is below 0.6, we reduce

δ to 0.8δ. Typically this means δ converges to 0.1. Since the action difference after a single

local update is independent of the imaginary time T (interpreted as an inverse tempera-

ture), an artificial parameter α with αaτ ∝ T is introduced to obtain a local importance

sampling scheme corresponding to an average inverse temperature. We found optimal per-

formance and fast convergence to fluctuations around the classical saddle point solutions

for the choice α = Nτ .

Every 200 steps, we randomly attempt center of mass moves of the field along τ : For

a fixed xj, we propose a uniform shift of the field for all τi, i.e. ϕxj
→ ϕxj

+ δ where

ϕxj
= (ϕτ1,xj

, ϕτ2,xj
, . . .). The move is accepted according to the same criterion as for the

individual node updates. By swapping τ and x, a center of mass shift is attempted along

the spatial direction. This routine allows slight changes in the center of mass of instantons

and improves convergence.

After the system equilibrates (we typically consider 10000 local updates, although

the system usually converges in less than 5000), we store the final configuration. The

simulation is restarted by creating either an instanton or an anti-instanton, with the

same likelihood, at a random imaginary time τ after which we let the system equilibrate

again. The creation/annihilation of instantons followed by equilibration is repeated 60

times before the next configuration is stored. Fig. 4.4 illustrate some of the configurations

with δQ = 1 and 2 obtained by Monte Carlo.
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Figure 4.4: Different configurations generated by the Monte Carlo. (a-i) Fields with δQ =
1, (j-r) fields with δQ = 2. Note that, not only we have configurations with single and
bi-instantons, but more exotic configurations with pairs of instantons and anti-instantons.
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This procedure allows us to sample configurations in the neighborhood of different

saddle points which otherwise cannot be reached in reasonable computation time. For

each δQ, we collect Nc = 3000 configurations based on which we compute the observables

explained in the following. To simulate the action, Eq. (4.55), we use n = 2, ω =
√
2,

a = 0.6 and Nτ = 100. For each length Nx and chemical potential µ we simulated

configurations with 0 ≤ δQ ≤ 2.

The twisted boundary conditions effectively decouple different instanton sectors and

allow us to simulate quantities such as Eqs. (4.33) and (4.49). Since all δQ sectors con-

tribute to physical observables, we define the following average

⟨A⟩j =
∑

{ϕj}A[ϕj]e
−S[ϕj ]∑

{ϕ′
j}
e−S[ϕ′

j ]
, (4.56)

where ϕδQ are configurations containing δQ instantons or anti-instantons (negative δQ).

We denote the transition rates of δQ instantons as

GδQ
MC = ⟨δQ| e−HT |0⟩ = ⟨e−S⟩δQ. (4.57)

The Monte Carlo result depends on a normalization constant NMC which is independent

of δQ. To check the results we plot G2
MC and G1

MC [see Fig. 4.5(a)]. Fitting the expressions

for G
1(2)
MC ≈ eωT/2NMCG

1(2)/T we are able to determine NMC = e−2
√
2L/π

√
2/π, and this

result holds for different choices of parameters (ω, T and n = 2). Note that even for small

lengths, G2
MC agrees with the analytical result even though it is near the region where the

theory is no longer valid. Indeed we later show that the energy splitting deviates from the

expected value in this region.

From the transition rates, we follow the derivation of Eq. (4.39) to compute the energy

splitting. In particular, we note that Eq. (4.38) can be written as a Fourier transform of

transition rates, i.e.

∑
δQ

⟨δQ|e−HT |0⟩ eiπq′δQ/n =
1

2n

∑
δQ

∑
q

e−iπ(q−q′)δQ/ne−E(q)T = e−E(q)T , (4.58)
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Figure 4.5: Comparison between Monte Carlo simulations and theory. (a) transition rates
as function of length L, µ = 0, obtained by Monte Carlo (crosses) are compared to the
theory (lines) for k = 1 (red) and 2 (black). (b) energy splitting E(q) as function of
chemical potential for L = 12. The Monte Carlo simulation, Eq. (4.60), matches the
theory, Eq. (4.52). The energy shift from bi-instantons is not clearly visible as it is two
orders of magnitude lower. (c) correction due to bi-instantons, note that q = 0, 2(1, 3)
have the same value. The simulation (markers) also agrees with the theory (lines).

we follow by taking the log of both sides,

E(q)T = − log

(∑
δQ

⟨δQ|e−HT |0⟩ eiπqδQ/n

)

= − log
(
⟨0|e−HT |0⟩

)
− log

(
1 +

∑
δQ̸=0

⟨δQ|e−HT |0⟩
⟨0|e−HT |0⟩ e

iπq′δQ/n

)

≈ − log
(
⟨0|e−HT |0⟩

)
−
∑
δQ̸=0

⟨δQ|e−HT |0⟩
⟨0|e−HT |0⟩ e

iπqδQ/n +
1

2

(∑
δQ̸=0

⟨δQ|e−HT |0⟩
⟨0|e−HT |0⟩ e

iπqδQ/n

)2

≈ −⟨1|e−HT |0⟩
⟨0|e−HT |0⟩e

iπq/n −
[
⟨2|e−HT |0⟩
⟨0|e−HT |0⟩ −

1

2

(⟨1|e−HT |0⟩
⟨0|e−HT |0⟩

)2
]
e2iπq/n + c.c. + cte.

(4.59)

where “c.c.” means complex conjugate. We consider the energy up to O(e−2S0), which

means we neglect the transitions with δQ > 2. Since we are interested only on the energy

splitting between different ground states, we gather all constant terms in “cte.” and we

will ignore it from now on. Comparing with Eqs. (4.35) and (4.39), we can easily compute

⟨0|e−HT |0⟩ ≈ N e−ωT/2, such that we can express in terms of the Monte Carlo transition

rates, G
1(2)
MC ,

E(q) ≈ −e iπq
n
G1

MC

NMC

+ e
2iπq
n

[
−G2

MC

NMC

+
1

2

(
G1

MC

NMC

)2
]
+ c.c.. (4.60)

The energy splitting is plotted in Fig. 4.5(b) for L = 12 and shows a good agreement
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Figure 4.6: |E(q)| as function of length for µ = 0.5 with the same color scheme as Fig. 4.5.
Note that for L < 6 is possible to clearly observe an asymmetry between q = 0 and 2
sectors.

between simulation and theory. We isolate the subleading contributions in Fig. 4.5(c),

which demonstrates that the corrections

∆E(q) = e
2iπq
n

[
−G2

MC

NMC

+
1

2

(
G1

MC

NMC

)2
]
+ c.c, (4.61)

are two orders of magnitude lower than E(q) for the chosen parameters, but still in very

good agreement with the theory. The bi-instanton corrections are more visible when we

consider E(q) as function of length for a fixed chemical potential, see Fig. 4.6 for µ = 0.5.

According to the theory, the level crossing between q = 0 and q = 2 at L ≈ 6 is shifted,

which we confirm by the simulations. For small lengths, the semi-classical approximation

does not fully capture the behavior of the system and we see differences between analytical

results and Monte Carlo simulations. Even so, it is still possible to find regions in which

the semi-classical regime describes bi-instantons and the effects are not negligible.

We estimate that the subleading correction due to four-parafermion interaction can

be on the order of 10% of the leading contribution. Indeed, using typical experimental

values for the FQH edges [94, 112, 142], we can estimate v = 105m/s, Ecutoff ∼ 2meV the

bulk gap of FQH, L ∼ µm and ∆ ∼ 1meV, from which we find that the correction is on

the order of 0.1 ∼ 10% as shown in Fig. 4.7.
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Figure 4.7: Ratio between energy correction due one and two instantons, Eq. (4.40) and
(4.53), for typical experimental value v = 105m/s, Ecutoff = 2meV and different lengths
L over a range of superconducting gap ∆.



Chapter 5

Conclusions and outlook

In this thesis, we investigated different aspects of parafermion modes. From fermionic

lattice models to fractional quantum Hall models, we explored different aspects of parafermions

that can be used as smoking gun signatures in experiments. Below, we give a short sum-

mary of each chapter’s result. At the end we give an outlook with the future directions

we hope to explore.

Summary of the main results of chapter 2, “Quantum dots as Parafermion detec-

tors”

In this chapter, we proposed that quantum dots can be useful tools to probe the

presence of parafermionic zero modes in strongly correlated topological systems. Local

measurements of quantum dot properties such as the local density of states and the dot’s

occupancy can discern trivial from topological phases and even tell different topological

phases apart from each other.

We illustrated this by considering a model of a quantum dot coupled to strongly corre-

lated 1D model with a topological phase displaying Z4 parafermionic edge zero modes [12].

Our DMRG calculations showed that the QD properties can map the phase diagram of

the topological system in a one-to-one correspondence with the phase diagram obtained

by tracking the ground state degeneracy and the opening and closing of energy gaps. In

fact, using the QD as a probe has a clear advantage in discerning Z4 and 2 × Z2 phases

from each other, as they share general features in terms of ground state degeneracy and

gap sizes.

The peak height in the QD LDOS as a function of the QD onsite energy ϵd can be

used to distinguish the two topological phases from each other and from the trivial one.

The main mechanism leading to the LDOS peaks is the “leaking” of edge PZMs from the

chain to the QD. This leaking is stronger for the 2×Z2 phase, which resembles the case of

QD-Majorana coupled systems [109, 110] and allows a clear distinction of the Z4 phase,

which, in turn shows a strong pinning of the QD LDOS value.

69
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In order to understand better the QD signatures of the Z4 phase, we calculated the

first order correction to the topological ground state due to the coupling to the QD.

These analytical results nicely match the DMRG numerics and confirm the presence of a

parafermionic state localized in the QD site for ϵd values corresponding to the peaks in

the LDOS.

Moreover, the dot charge occupancy ⟨nd⟩ as a function of ϵd can also be used to

differentiate the different topological phases in the system. Not only the two topological

phases have distinct ⟨nd⟩ vs ϵd curves from the trivial one but the Z4 phase shows a a

discontinuity around ϵd = −Ud/2, which does is not present in the trivial and 2 × Z2

phases.

These results indicate that quantum dots can be effectively used as parafermion detec-

tors. Their ability to distinguish between the different phases, together with the relatively

direct experimental access to the dot’s local properties, bring interesting prospects in the

use of QDs as a tool in the search of parafermionic zero modes.

Summary of the main results of chapter 3, “Fermionic Z3 parafermion”

In this chapter, we proposed a family of purely one-dimensional fermionic models which

map into a Kitaev-like chain of Z3 parafermions. Similarly to the case of Majorana zero

modes, the system has a topological phase with exponentially localized Z3 parafermionic

modes at its ends.

A key element in the proposed models is the presence of strong, Hubbard-like, repulsive

interactions of strength UH on each site of the fermionic chain, effectively restricting the

local Hilbert space to a t−J model-like basis of zero and singly occupied (spinful) fermionic

states. Within this basis, an exact the mapping of the parafermion chain to a fermionic

model is obtained. Even though the mapping is exact only in the UH → ∞ limit, we

showed the parafermionic phase is present even for moderate values of the interaction in

the range UH/t ≳ 10.

Although this mapping produces nonphysical parity-breaking terms, we suggested that

such terms can be understood as a mean-field reduction of a parity-preserving three-body

interaction term. In fact, we established that this rather exotic three-body, spin-flipping

interaction term is directly responsible for the existence of a Z3 topological phase with

parafermionic edge modes. More importantly, we showed the ground state of the resulting

Hamiltonian does have a well-defined parity and cannot be understood as a combination

of symmetry-broken Z2 Majorana modes.

The existence of a topological phase in the fermionic models is strongly implied by

the three-fold degenerate ground states with gapless edge states and their properties

such as indistinguishability by local operators, and protection against disorder and Z3-

symmetry-preserving impurities. In this regard, we should note that similar parafermionic

modes have been referred to as “nontopological parafermions” [14] or the “poor man’s
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parafermion” [48] in previous studies.

Our DMRG calculations showed topological phase transitions as a function of several

parameters. The phase transitions can be characterized by different metrics such as many-

body gap closings and openings, changes in the ground-state degeneracy, and peaks in

the entanglement entropy. These calculations confirmed the topological equivalency of the

fermionic models and the parafermion chain and provide a way to probe the robustness

of the topological phase against one-body terms such as on-site Zeeman field in the z

direction and changes in the chemical potential. In particular, we show that an in-plane

(xy) magnetic field can produce phase transitions depending on the angle θ between x and

y components. This produces a threefold anisotropy in the energy gap and ground-state

degeneracy with θ stemming from the expected Z3 symmetry of the original fermionic

Hamiltonian.

Moreover, the FPF-SF confirms the exponential localization of the parafermionic

modes deep in the topological regime for both HI and HII models. As the system ap-

proaches the phase transition, the FPF-SF becomes more delocalized as the edge modes

located at opposite ends of the chain overlap with each other. Such finite-size effects turn

out to be very relevant for small chains (less than ∼ 100 sites).

Summary of the main results of chapter 4, “Overlap of parafermion bound states

in Fractional Quantum Hall”

In this chapter, we have analyzed the relevance of subleading finite-size effects to the

effective description of parafermion bound states existing in a pair of FQH channels with

FM-SC-FM interfaces.

We derived a dilute bi-instanton gas approximation and demonstrated that the out-

comes are compatible with high-order parafermion interactions in the effective model. We

found a relation between the coupling parameters and the microscopic constants, which

reveals that many-body parafermion interaction terms can be observed in small systems

and manifest themselves in characteristic oscillations of the ground state energy level

splitting as a function of chemical potential or system size.

The bi-instanton approximation is also compatible with Monte Carlo simulations. We

highlight that the agreement between analytical and numerical methods indicates the

existence of high-order interactions that cannot be explained by previous results. Far

from being a mere hindrance, these subleading terms, which do not exist in the case of

Majorana bound states, can give rise to novel phases and mechanisms that lie beyond the

usual description of parafermion chains.
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Outlook

Parafermion in condensed matter is still a young and exciting field in topological

condensed matter. As such, it is filled with open questions about the nature of states

and their properties. In the future, we want to understand better fermionic models that

have a parafermionic edge state, be it topological or not. In particular, the fermionic

Z3 parafermion model we proposed has its topological nature not wholly determined.

Although heavily implied, an in-depth study using both iDMRG [120] and time-dependent

methods [143] is necessary to confirm its topology and braiding. Another issue with the

Z3 model is that the FPF-SF comes from a non-local operator (the FPF operator, d,

depends on string operators). It is unclear how this local/non-local relation is associated

with the “bulk-boundary condition” of usual topological systems.

To end, another system that hosts parafermion states is Kondo devices [15, 16, 144].

In this thesis, we didn’t explore such systems. Current experiments have already manu-

factured the devices theoretically predicted to host anyons (Majorana fermion, Fibonnaci,

parafermion) [145–147]. It is imperative to look more for such devices to understand better

the properties of the hosted anyons and how to manipulate them.



Appendix A

A short introduction to bosonization.

In this appendix, we introduce the concept of bosonization that is used throughout

the text when we need to treat fractional quantum hall systems. This appendix covers

only the elementary concepts of bosonization. Bosonization is a tool with some nuances,

for a detailed account see Refs. [104–106, 148–151].

Right and left moving fields

We start with a low-energy Hamiltonian defined near the Fermi point, kF , in a 1D

system,

HF =
∑
k

ϵ(k)c†kck. (A.1)

In the vicinity of kF , we can define two new annihilation operators (and their creation

counterparts), αk and βk,

αk = ckF+k α−k = c−kF−k,

βk = c†kF−k β−k = c†−kF+k.

(A.2)

Around kF we can rewrite the Hamiltonian as integral over a region −Λ and Λ, which

implies a cutoff energy of vFΛ, where vF is the Fermi velocity. The non-interacting Hamil-

tonian takes the form

HF =

∫
dk

2π
vk

(
α†
kαk + β†

kβk

)
, (A.3)

In real space, we can separate an annihilation operator in the slow right (left) moving

field operators ψR (ψL)
1,

cx = ψR(x)e
ikF x + ψL(x)e

−ikF x, (A.4)

1Equation A.4 should have a factor of 1/
√
a with an associated to the system’s dimension. To simplify

we choose a length unit such that a=1 and we ignore this factor.
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is easy to see that these slow-moving fields obey the following anti-commutation relations

{ψR(L)(x), ψ
†
R(L)(x

′)} = δ(x− x′),

{ψR(x), ψ
†
L(x

′)} = 0.

(A.5)

Applying a Fourier transformation, we can relate Eqs. (A.2) and (A.5),

ψR =
∫
k>0

dk
2π
eikxαk + e−ikxβ†

k,

ψL =
∫
k<0

dk
2π
eikxαk + e−ikxβ†

k.

(A.6)

More generally, the time dependence is obtained by multiplying α and β by e−ivF |k|t. We

can define the complex variable z = −i(x− vF t) = vF τ − ix and we obtain the following

mode expansion,

ψR(z) =
∫
k>0

dk
2π
e−kzαk + ekzβ†

k,

ψL(z̄) =
∫
k<0

dk
2π
ekz̄αk + e−kz̄β†

k.

(A.7)

Since positive wavevectors are separated by roughly 2kF from the negative ones, the

right and left moving modes are separated. Because of this, we can write two well-defined

densities JR and JL such that the total density ntot is equal to JR + JL.

JR(x) = ψ†
R(x)ψR(x), JL(x) = ψ†

L(x)ψL(x). (A.8)

In this thesis, we are interested in the edge of two-dimensional fractional quantum Hall

insulators. We can start looking into a similar model, the edge of a two-dimensional topo-

logical insulator with counter-propagating modes (and opposite spins) [106]. This system

was shown to have Majorana when in close proximity to a superconductor [152]. The

topological insulator’s edge can be described by the time-reversal invariant Hamiltonian

HF = −ivF
∫
dx ∗

∗ψ
†
R∂xψR

∗
∗ − ∗

∗ψ
†
L∂xψL

∗
∗, (A.9)

where the ψR (ψL) have spin up (down). In order to avoid divergences, due to the intro-

duction of infinite states (in the Dirac sea), we consider the normal ordering operator

∗
∗ψ

†
R(L)∂xψR(L)

∗
∗ = ψ†

R(L)∂xψR(L) −
〈
ψ†
R(L)∂xψR(L)

〉
, (A.10)

in which we subtract the divergent expectation value that arises from the infinite Dirac

sea.
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Bosonic fields

The idea behind bosonization is that we can express fermionic fields in terms of bosonic

ones. For that, let’s take one step back and consider a simple bosonic Hamiltonian of a

harmonic string,

Hb =
vs
2π

∫
dx
[
(Π(x))2 + (∂xϕ(x))

2] , (A.11)

where vs is the sound speed, and the operators are ∂xϕ,Π(x) are canonically conjugate.

The two fields obey the following relations:

[∂xϕ(x),Π(x
′)] = iδ(x− x′)

[ϕ(x), ϕ(x′)] = [Π(x),Π(x′)] = 0,

(A.12)

The bosonic Hamiltonian, Hb, can be diagonalized using normal bosonic modes bp,

with p the wave vector p = 2πn/L (n ∈ Z) and L the system length. The b operators

satisfy the usual bosnic commutation relation [bp, b
†
p′ ] = δp,p′ . In this basis, the diagonalized

Hamiltonian becomes Hb = vs
∑

p |p|b†pbp. Defining a new field θ(x), such that ∂xθ(x) =

πΠ(x), we can find the change of basis that diagonalizes Hb,

ϕ(x) = −iπ
L

∑
p ̸=0

√
L|p|
2π

1

p
e−α|p|/2e−ipx(b†p + b−p),

θ(x) =
iπ

L

∑
p ̸=0

√
L|p|
2π

1

|p|e
−α|p|/2e−ipx(b†p − b−p), (A.13)

where α introduces a finite bandwidth Λ ∼ 1/α2. Using the bosonic relations, we find

[ϕ(x), θ(x′)] =
∑
p ̸=0

π

Lp
eip(x

′−x)−α|p|
L→∞
α→0−−−−→ i

∫ ∞

0

dp

p
sin(p(x′ − x))

=
iπ

2
sgn(x′ − x). (A.14)

We can define chiral right/left fields, φR = ϕ − θ and −φL = ϕ + θ. The Heisenberg

equations of motion ∂tφL/R = i[Hb, φL/R], shows that indeed the fields propagate in only

one direction.

Now we can introduce the bosonization map between chiral fermionic and chiral

2To be precise, it should be considered the limit α → 0, such that we could recover all fermionic
anti-commutation relation [104]. Non-zero α, as done in bosonization, introduces a characteristic length
in which bosonization works, smaller length scales can’t be described with bosonization. This in turn
makes bosonization a low-energy theory.
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bosonic field3.

ψR(x) =
1√
2πα

e−i(ϕ(x)−θ(x)), ψL(x) =
1√
2πα

ei(ϕ(x)+θ(x)) (A.15)

Here, we omitted Klein factors, operators that connect various N -particle Hilbert spaces,

i.e. ”ladder operators” which can’t be done with only bosonic operators, see Ref [148],

and are important for the anti-commutation relations ψa, ψb=0 and ψL, ψ
†
R = 0. Normally

these operators are simple modifications and do not evolve in time.

To conclude, we can use Eq. (A.15) with the Hamiltonian HF , Eq. (A.9), to find its

bosonized form4 [106],

HF =
vF
2π

∫
dx ∗

∗[∂xθ(x)]
2 ∗
∗ +

∗
∗[∂xϕ(x)]

2 ∗
∗, (A.16)

which is the same as Hb, as long as we identify the Fermi velocity (vF ) with the sound

velocity (vs).

3For the proof, see Refs. [104, 148].
4It is necessary to take into account the bosonic normal ordering, see Ref. [106]



Appendix B

First-order approximation.

In this appendix, we provide an analytical approach to calculate the first-order cor-

rection to the ground state of the Z4 phase in the presence of the quantum dot.

The starting point is writing the (four-fold degenerate) ground state |g(0)j ⟩ of Hpf as Z4

Fock-parafermion (FPF) states {| |j⟩pf}, where j is the total FPF number ranging from

0 to 3 [11, 88]. Notice that one can always write these FPF number basis states in terms

of (spinful) fermionic operators acting on a vacuum state |0⟩, which corresponds to k=0

FPFs [12]. For instance, for the QD FPF states, we choose |k=1⟩d = c†↑,d |0⟩d , |k=2⟩d =
ic†↑,dc

†
↓,d |0⟩d , |k=3⟩d = −ic†↓,d |0⟩d.

Next, we construct a basis for H(0) ≡ Hpf +HQD in the form |k⟩d ⊗ |g(0)j ⟩ where |k⟩d
are Fock parafermion states with FPF number k acting on the QD Hilbert space. This

gives 16-state basis denoted by |k⟩d ⊗ |g(0)j ⟩, where k and j are the total FPF number

ranging from 0 to 3 each. To simplify the notation we call |k⟩d ⊗ |g(0)j ⟩ ≡ |k, j⟩.
The ground state |g(0)j ⟩ of a L site chain is written as a single FPF |fa⟩ together with

a L− 1 site chain |s(L−1)
j−a ⟩ with total FPF number j − a mod 4,

|g(0)j ⟩ = 1

2

(
|f0⟩ ⊗ |s(L−1)

j ⟩+ |f1⟩ ⊗ |s(L−1)
j−1 ⟩+ |f2⟩ ⊗ |s(L−1)

j−2 ⟩+ |f3⟩ ⊗ |s(L−1)
j−3 ⟩

)
. (B.1)

We also use as a general notation |n+ (k −m)⟩d = d† n
d dmd |k⟩d where d(d†) is the

annihilation (creation) FPF operator that lowers (rises) the FPF number by one 1. If

k −m < 0 or n+ k −m > 3, this state should be understood as zero. For a parafermion

chain the condition k −m < 0 or n+ k −m > 3 is not valid, since the ground state with

total FPF number j is a sum of all FPF states at the first site, Eq. (B.1). Instead, we

have a filter function ηn = (4− n)/4 that arise from applying a FPF operator at the first

site of the parafermion chain

⟨g(0)n+(j−m)| d
† n
1 dm1 |g(0)j ⟩ = 4−max(n,m)

4
. (B.2)

1In terms of fermionic operators they can be written as dl = i
∑

p<l(n↓,p+3n↑,p−2n↑,pn↓,p)c↑,l(1− n↓,l)−
c†↑,ln↓,l + ic†↓,ln↑,l [12].
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Now, we consider fermionic operators in terms of Fock-parafermions at a given site l:

c↑,l =i
∑

p<l −Np+2n↑,p+2n↓,p
(
dl − d†ld

2
l − (−1)

∑
p<l Npd†3l d

2
l

)
, (B.3)

c↓,l =i
∑

p<l −Np+2n↑,p+2n↓,p(−i)
(
(−1)

∑
p<l Npd3l + d†ld

2
l − d†2l d

3
l

)
, (B.4)

where Np is the FPF number operator. Notice the string-like phases appearing in the

fermionic operators, which is zero for dot operators (l=0). To simplify the notation, the

string-phase resulting from cσ,1 |k, j⟩ (which depends on the dot occupation and the FPF

number) is denoted as φk with φ0=1, φ1= i, φ2=−1 and φ3=−i.

Figure B.1: Calculated ground state components Ak ≡ ∑
j |⟨k, j|g(1)⟩|2 for each state of

the lowest energy doublet in |g(1)⟩ at the dot site. The crossings at ϵd = −Ud, 0 mark
the points where the ground state has equal weights of two FPF states, indicating PZMs
localized in the dot. At the symmetric point, ϵd = −Ud/2, the ground state doublet
changes, resulting in a discontinuity in Ak.

The next step is to consider the correction to the coupling to the quantum dot H(1) ≡
Hpf−QD given by Eqs. (2.6) by calculating its matrix elements in the FPF basis {|k, j⟩}.
After some straightforward algebra, we can derive the Hamiltonian elements we need,

namely:

c†↑,dc
†
↑,1 |k, j⟩ = φk [η1 |k+1,j−1⟩−η2 |k+1,1+(j−2)⟩−

−φ2
kη3 |k+1,3+ (j− 2)⟩−η1 |2+(k− 1),j−1⟩+

+η2 |2+(k−1), 1+(j−2)⟩+φ2
kη3 |2+(k−1), 3+ (j−2)⟩−

−η1 |2+(k−3),j−1⟩+η2 |2+(k−3),1+ (j−2)⟩+
+φ2

kη3 |2+ (k−3),3+ (j−2)⟩
]
, (B.5)
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c†↓,dc↓,1 |k, j⟩= φk

[
φ2
kη3 |k+3,j−3⟩+η2 |k+3,1+(j−2)⟩−

−η3 |k+3,2+(j−3)⟩+φ2
kη3 |2+(k−1), j−3⟩+

+η2 |2+(k−1),1+(j−2)⟩−η3 |2+(k−1),2+(j−3)⟩−
−φ2

kη3 |3+(k−2),j−3⟩−η2 |3+(k−2),1+(j−2)⟩+
+η3 |3+(k−2),2+(j−3)⟩] , (B.6)

c†↑,dc
†
↑,1 |k, j⟩ = φ3

k [η1 |k+1, j+1⟩−η2 |k+1,2+(j−1)⟩−
−φ2

kη3 |k+1,2+ (j−3)⟩−η1 |2+(k−1),j+1⟩+
+η2 |2+(k−1),2+(j−1)⟩+φ2

kη3 |2+(k−1),2+ (j−3)⟩−
−η1 |2+(k−3),j+1⟩+η2 |2+(k−3),2+(j−1)⟩+
+φ2

kη3 |2+(k−3),2+(j−3)⟩
]
, (B.7)

c†↓,dc
†
↓,1 |k, j⟩ = φ3

k

[
φ2
kη3 |k+3,j+3⟩+η2 |k+3,2+(j−1)⟩−

−η3 |k+3,3+(j−2)⟩+φ2
kη3 |2+(k−1),j+3⟩+

+η2 |2+(k−1),2+(j−1)⟩−η3 |2+(k−1),3+(j−2)⟩−
−φ2

kη3 |3+(k−2),j+3⟩−η2 |3+(k−2),2+(j−1)⟩+
+η3 |3+(k−2),3+(j−2)⟩] . (B.8)

We can also derive the diagonal terms in H(0) involving dot operators, which we write

schematically as

(n↑,d + n↓,d) |k, j⟩ = |1+(k−1),j⟩+|2+(k−2), j⟩− |3+(k−3),j⟩ , (B.9)

n↑,dn↓,d |k, j⟩ = |2+(k−2), j⟩−|3+(k−3), j⟩ . (B.10)

The corrected ground state {|g(1)⟩} are the eigenvectors associated with the four-lowest

eigenvalues of H(0) +H(1) in the {|k, j⟩} FPF basis. These |g(1)⟩ states are divided in two

doublets, with energy splitting less than td/t. Each doublet are composed of two dot FPF

states (either |0⟩d , c†d↑ |0⟩d or ic†d↑c
†
d↓ |0⟩d ,−ic†↓ |0⟩d) together with a sum of all states in

the chain.

The resulting corrected states are then used in Eq. (2.8) to obtain an approximation for

the dot LDOS ρ̃d(0), where we sum over the doublets with lowest energy. In general, this

means we sum over only one doublet. Nonetheless, as shown in Fig. 2.6, the total LDOS

obtained by the approximation nicely matches the one calculated from DMRG. This is

valid even when the dot’s interaction is large, showing the approximation’ stability. The

main artifact of the approximation is that, due to the doublet splitting, it yields a spin-
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polarized LDOS, while DMRG gives the correct unpolarized LDOS.

The origin of the artifact is illustrated in Fig. B.1, which shows the components Ak ≡∑
j |⟨k, j|g(1)⟩|2 of each state inside the ground state doublet as a function of ϵd. For

ϵd < −Ud/2 the doublet with non-zero spectral weights is spin down polarized while for

ϵd > Ud/2 the spin up polarization prevails.

Interestingly, Fig. B.1 shows that the components of states inside the doublet are equal

precisely at ϵd = 0 and ϵd = −Ud. At these points, the state in the dot corresponds to a

parafermionic mode fully localized at the quantum dot. Moving away from those points,

the parafermion becomes split between dot and chain, that translates into an imbalance

of spectral weights.



Appendix C

Z3 Fermionization

In this appendix, we derive the map between Z3 parafermion space and t − J space.

We use a similar construct done for Z4 parafermion [12]. We also stress that the map we

use is non-local and therefore at first sight is not clear if it would preserve the topological

phase, see for instance the Jordan-Wigner transformation of Ising model (non topological)

to Kitaev chain (topological). This is explored in depth in Chapter 3.

Even though the model we derive in this appendix is fermionic, due to its properties,

it cannot be analyzed using standard zero-energy spectral function. To solve this issue,

we derive a Fock-parafermion spectral function for a general case.

Fermionization

In order to find a representation of the parafermionic Hamiltonian Eq. (3.6), Hpf =

−J∑L−1
j=1 ψjχ

†
j+1 + H.c., and its dangling parafermions in terms of fermionic operators,

it is useful to consider FPF operators [11, 12]. These operators act in the space of states

with a well-defined Fock-parafermion number, as described in the introduction for the

Zn case. Each parafermion can be described in terms of creation (d†) or annihilation (d)

operators, which, respectively, increase and decrease the FPF number, as:

ψj = djω
Nj + d†2j , χj = dj + d†2j , (C.1)

where Nj = d†jdj + d†2j d
2
j is the number of FPFs and can be either 0, 1 or 2. Because of

Eq. (C.1), FPF operators must satisfy relations similar to parafermions [11];

djdl = ω dldj, djd
†
l = ω d†ldj, for l < j

d3 = d†3 = 0 (C.2)

d†mj dmj + d3−m
j d†3−m

j = 1 for m = 1, 2

In order to represent operator d in a fermionic representation, we choose a mapping

81



82 APPENDIX C. Z3 FERMIONIZATION

between FPF number and fermionic number basis such that each state in the t−J fermionic

basis [116] (|E⟩, c̃†↑|E⟩, and c̃†↓|E⟩, with |E⟩ a vacuum state) corresponds to one state in

the FPF number basis (|0⟩, |1⟩, |2⟩). This mapping can be summarized as

|2⟩ d−−→ |1⟩ d−−→ |0⟩ d−−→ ∅

(C.3)

c̃†↓|E⟩
d−−→ c̃†↑|E⟩

d−−→ |E⟩ d−−→ ∅.

With this in mind, it is straightforward to a find a representation of FPF operators,

d= c̃↑+̃c
†
↑c̃↓. It is also easy to see that Eq (C.3) satisfies all FPF operator relations. However,

since the FPF operators operate in real space (sites in a chain), we need to consider Jordan-

Wigner (JW) string factors for both FPF operators and fermionic operators [11, 12]:

dj = ω
∑

p<j Np

[
(−1)

∑
p<j np c̃↑,j + c̃†↑,j c̃↓,j

]
, (C.4)

d2j = ω
∑

p<j 2Np
[
(−1)

∑
p<j np c̃↓,j

]
, (C.5)

where np is the occupation number (0 or 1) of site p and Np=n↑,p+2n↓,p.

An important consequence of these strings is that FPF operators have two distinct

long-range behaviors, namely (i) a JW-like string which depends on the FPF number Np

applied uniformly to terms and (ii) a JW string which depends on the fermionic occupation

np applied only on single fermion operators. This is more distinct than in the case of Z4

parafermions where all terms have the same parity and string factor 1. This means that,

apart from the expected Jordan-Wigner string, the Hamiltonian is local in the FPF space

(although nonlocal in the fermionic basis), allowing one to derive local quantities that

identify the edge states.

The parafermion operators χj and ψj can be easily written in terms of the usual

fermionic operators as

χj = ω

∑
p<j

Np
[
(−1)

∑
p<j

np

[c̃↑,j + c̃†↓,j] + c̃†↑,j c̃↓,j

]
, (C.6)

ψj = ω

∑
p<j

Np
[
(−1)

∑
p<j

np

[ωc̃↑,j + c̃†↓,j] + ω2c̃†↑,j c̃↓,j

]
.

1The problem arises in the Z3 case mainly because there is no single fermionic operator connecting
the up and down states. By contrast, in the case of Z4 parafermions, two sequential FPF numbers are
connected by a single fermionic operator, eliminating the problem.



83

In particular, we have the dangling parafermion modes written as:

χ1 =c̃↑,1+c̃
†
↓,1+c̃

†
↑,1c̃↓,1, (C.7)

ψL =ω

∑
p<L

Np
[
(−1)

∑
p<L

np

[ωc̃↑,L+c̃
†
↓,L]+ω

2c̃†↑,Lc̃↓,L

]
.

Notice that ψL contains information of the fermionic occupation in the central chain

sites. This means that the edge modes are affected by the bulk states via Jordan-Wigner

strings. While this also occurs in the Z4 case [12], the difference here is that the strings

are not applied uniformly in every term, due to absence of a well-defined parity of the

operators.

Using the above relations (C.6), we can express the Hamiltonian Hpf in terms of

fermionic operators:

Hpf = −J
L−1∑
j=1

ψjχ
†
j+1 +H.c.

=− J
L−1∑
j=1

[
(−1)

∑
p<j

np

[c̃↑,j−ic̃†↓,j]+ic̃†↑,j c̃↓,j
]

(C.8)

×
[
(−1)

∑
p<j+1

np

[c̃†↑,j+1+ic̃↓,j+1]−ic̃†↓,j+1c̃↑,j+1

]
+H.c.,

which is equal to HII when t=∆=W3=W4=J .

FPF spectral function derivation

In this section, we show that the FPF spectral function for a ZM parafermion chain

with two dangling parafermions described by Eq. (3.6) is given by Aj=2π 2
M2 (δ1,j+δL,j).

In this appendix only we consider ω = e2iπ/M . In this section we use a generalization of

the ground state shown in Appendix D for M ≥ 2.

We start with the FPF spectral function, defined by Eq. (3.17). We can write it as

Aj(E
′) =

2π

Ngs

∑
|φ⟩|g⟩

δ(E ′ + Eφ − E0)| ⟨φ| djω̄Nj |g⟩ |2 + δ(E ′ − Eφ + E0)| ⟨φ| ω̄Njd†j |g⟩ |2,

(C.9)

where we sum over all ground states |g⟩ and divide by its degeneracy ngs. The state |φ⟩
is an eigenstate of the Hamiltonian with energy Eφ. As we show later, it is important to

consider djω̄
Nj 2 instead of just dj due to symmetry of the spectral function. While the

former has a symmetric zero-energy spectral function along the chain, the latter will have

2Another option is to consider djω̄
Nj/2 which will also have a symmetric zero-energy spectral function.

The biggest difference is a scaling factor and should not affect how the edge states are localized.
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the zero-energy spectral function on the first site, j = 1, (M − 1)2 times larger than on

the last site, j=L.

For a generic chain with L sites, the ground state of Hpf for ZM parafermions with

total FPF number i [88], Eq. (1.27) is given by

|gLi ⟩ =
1√
ML−1

∑
{Nj} such that∑
j Nj=i mod M

L⊗
j=1

|Nj⟩, (C.10)

which, in turn, can be written in terms of a chain with L−1 sites and a single site at one

of the ends or a single site at position s and two chains with s−1 and L−s sites:

|gi⟩ =
1√
M

M−1∑
k=0

|fi−k⟩ ⊗ |gL−1
k ⟩ (C.11)

|gi⟩ =
1√
M

M−1∑
k=0

|gL−1
k ⟩ ⊗ |fi−k⟩ (C.12)

|gi⟩ =
1

M

M−1∑
a=0

M−1∑
k=0

|gs−1
a ⟩ ⊗ |fi−k⟩ ⊗ |gL−s

−a+k⟩ , (C.13)

It is straightforward to see that at positions j=1, L we have a sum overM−1 different

powers of ω, and its absolute value is always 1. This leads to | ⟨gLi−1| djω̄N
j |gLi ⟩ |=1/M2.

In the bulk, Eq. (C.13), we need to consider the FPF commutation relations, Eq. (C.2).

Applying dj at |gi⟩, with j in the bulk, does not only decrease the FPF number in one

but also adds a phase that depends on the FPF number that precedes it,:

djω̄
N |gi⟩ =

1

M

M−1∑
a=0

M−1∑
k=0

ωa−i+k+1 |gj−1
a ⟩ ⊗ d |fi−k⟩ ⊗ |gL−j

−a+k⟩ , (C.14)

such that ⟨gi−1| djω̄Nj |gi⟩∝
∑M−1

a=0 e2πia/M =0. The same procedure can be done for ω̄N
j d

†
j

and yields the same result. Therefore, the spectral function, at zero energy, of a ZM

parafermion chain is given by

A =
2π

Ngs

∑
|φ⟩|g⟩

| ⟨φ| djω̄Nj |g⟩ |2 + | ⟨φ| ω̄Njd†j |g⟩ |2,

= 2π
2

M2
(δ1,j + δL,j) (C.15)

We also note that using only dj instead of djω̄
Nj leads to an asymmetry between sites

1 and L which does not make sense in terms of how the parafermions are localized. This

fact is unrelated with the fermionic basis (and its long-range interaction) and happens in

“pure” parafermion models [88]. In addition, the phase factor ω̄N
j is not unique. A factor
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such as ωNj/2 would also work, albeit it introduces an additional scale factor related with

the parafermion chain length. Other powers of ωN
j might also work but they are not

universal, i.e., they would depend on the value of M of the ZM parafermion.
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Appendix D

Mean-field derivation

In this appendix, we use mean-field arguments to obtain the HamiltonianHII , Eq. (3.7),

of Chapter 3 starting from HI , Eq. (3.4). The arguments illustrated here can be used to

generate a family of Hamiltonians with HI the “parent” Hamiltonian. The calculations,

below, bear some resemblance to the s-wave BCS theory in which we substitute the expec-

tation value ⟨c†↑(x)c†↓(x)⟩ → ∆(x), without calculating the function ∆(x) selfconsistently.

Here, however, we substitute the expectation value of a string operator to the proper

operator.

We start with the spin-up terms in Eq. (3.4):

c̃†↑,i−1c̃↓,i−1c̃
†
↑,ic̃↓,ic̃

†
↑,i+1c̃↓,i+1 ≈ (D.1)

⟨c̃†↑,i−1c̃↓,i−1c̃
†
↑,i⟩c̃↓,ic̃†↑,i+1c̃↓,i+1 + ⟨c̃†↑,i−1c̃↓,i−1c̃↓,i⟩c̃†↑,ic̃†↑,i+1c̃↓,i+1+

c̃†↑,i−1c̃↓,i−1c̃
†
↑,i⟨c̃↓,ic̃†↑,i+1c̃↓,i+1⟩+ c̃†↑,i−1c̃↓,i−1c̃↓,i⟨c̃†↑,ic̃†↑,i+1c̃↓,i+1⟩

where we use the commutation relation [c̃†↑,i, c̃↓,j]=δi,j c̃
†
↑,ic̃↓,i arising from the t−J model

requirement of exclusion of double occupancy states.

Assuming a spatially isotropic and SU(2)-symmetric spin, the expectation values in

Eq. (D.1) should be proportional to (−1)
∑

p<i np . Indeed this can be seen by calculating the

expectation value ⟨c̃†↑,i−1c̃↓,i−1c̃
†
↑,i⟩ for the ground state of HII in the case of t = ∆ =W3 =

W4 (when it is mapped exactly to Hpf ). In order to compute the trifermion expectation

value, we go to the Fock-parafermion basis:

⟨c̃†↑,j−1c̃↓,j−1c̃
†
↑,j⟩=⟨(−1)

∑
p<j

np

d†j−1d
2
j−1ω

Njdjd
†2
j ⟩, (D.2)

and since we are at zero temperature, the expectation value will be the average over

the ground states. We can check if this expectation value can be different from zero

by considering the Z3 parafermion ground state of Hpf with L sites and total Fock-
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parafermion number i given by [88]

|gLi ⟩ =
1√
3L−1

∑
{Nj} such that∑

j Nj=i mod 3

L⊗
j=1

|Nj⟩, (D.3)

which, in turn, can be written in terms of a chain with L−2 sites and two sites at one

of the ends or two sites at position s and s + 1 together with two chains with s−2 and

L−s− 1 sites:

|gi⟩ =
1√
3

2∑
k=0

2∑
l=0

|fi−k⟩ ⊗ |fk−l⟩ ⊗ |gL−2
l ⟩

|gi⟩ =
1√
3

2∑
k=0

2∑
l=0

|gL−2
l ⟩ ⊗ |fi−k⟩ ⊗ |fk−l⟩ (D.4)

|gi⟩ =
1

3

2∑
a=0

2∑
k=0

2∑
l=0

|gs−2
a ⟩ ⊗ |fi−k⟩ ⊗ |fk−l⟩ ⊗ |gL−s

−a+l⟩ ,

where |fi⟩ is the state of a single site with FPF number fi, such that ⟨fj| dk |fi⟩= δj,i−k

for k≤ i and zero otherwise. When we apply d†j−1d
2
j−1ω

Njdjd
†2
j on |gi⟩ the only nonzero

terms are sums with i−k=2 and k−l=0. Because of the structure of the ground state

we can compute the expectation value of Eq. (D.2):

⟨gi|(−1)

∑
p<j

np

d†j−1d
2
j−1ω

Njdjd
†2
j |gi⟩ (D.5)

=
1

9

∑
a,k,l

⟨gj−2
a | (−1)

∑
p<j−1

np

|gj−2
a ⟩ ⟨fi−k| d†d2(−1)n |f2⟩ ⟨fk−l|ωNdd†2 |0⟩

= −ω
9

∑
a

⟨gj−2
a | (−1)

∑
p<j−1

np

|gj−2
a ⟩ = ω(−1)j−1

3j

where we used Eq. (D.3) to calculate the sum of the string factors,

∑
a

⟨gj−2
a | (−1)

∑
p<j−1

np

|gj−2
a ⟩ = (−1/3)j−2. (D.6)

This means that this correlation decays away from the first site j=1. This does not imply

that there is no parafermion in HI as we consider only one way of pairing the operators.

To recover the expression of H3, we need to substitute the average value of the string by

its operator, ⟨(−1)

∑
p<j

np

⟩ → (−1)

∑
p<j

np

, and we obtain
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H
(6)
MF =−WMF

L−1∑
j

(−1)

∑
p<j

np
[
(c̃↑,j + c̃†↓j)c̃

†
↓,j+1c̃↑,j+1 + c̃†↑,j c̃↓,j(c̃

†
↑,j+1 + c̃↓,j+1)

]
+H.c.

(D.7)

which is the similar to Equation (3.7) for an infinite chain, i.e., without edges.
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Appendix E

Mathematical details of Instanton

Calculation.

In this appendix, we provide some mathematical details used in the main text. We

provide a rigorous definition and a step-by-step derivation of the instanton zero-mode

that is important for understanding the calculations.

One instanton zero-mode

To avoid divergences in Eq. (4.35), we need to consider the zero mode of F̂ separately1.

We can do this, by expanding the fluctuation η in Fourier modes

η(x, τ) =
∑
n

ηnfn(x, τ)

∫
dx

∫
dτ |fn(x, τ)|2 = 1, (E.1)

and we understand n = (k, iω) to be the fourier transform of position and time. The

eigenvalue equation is

[−∂2τ − ν2∂2x +
4∆ν

ξ
sin(2nϕsol(τ))]fn(x, τ) = λnfn(x, τ), (E.2)

We can take care of the zero mode, by taking out the integral of the zero mode in the

path integral measure. The zero mode equation F̂ fz = 0 is satisfied by ∂tϕsol(τ), therefore

the space-idependent zero energy solution will be fz(τ) = c∂tϕsol(τ), for a normalization

constant given by∫
dx

∫
dτ [∂tϕsol(τ)]

2 =
πνS0

n
=

1

c2

∫
dx

∫
dτ |fz|2 =

1

c2
, c =

√
n

πνS0

. (E.3)

1To simplify, we assume the instanton case ϵ = 1 and we omit ϵ in the next calculation.
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The zero mode corresponds to the soliton’s invariance over a time translation of its center.

This can be seen as

ϕ(x, τ) = ϕsol(τ) +
∑
n

ηnfn(x, τ)

= ϕsol(τ) + ηzfz(τ) +
∑
n̸=z

ηnfn(x, τ)

= ϕsol(τ) +

√
n

πνS0

ηz∂τϕsol +
∑
n̸=z

ηnfn(x, τ)

= ϕsol(τ +

√
n

πνS0

ηz) +
∑
n ̸=z

ηnfn(x, τ) + o(η2z) (E.4)

From the soliton solution, integrating over the zero mode ηz is the same as integrating

over the instanton time center τ0, so∫
dηz ≈

√
πνS0

n

∫ T/2

−T/2

dτ0. (E.5)

Therefore, we obtain the relation used in Eq. (4.35)

∫
D[η] = N

∫ ∏
n

dηn = N
√
πνS0

n

∫ T/2

−T/2

dτ0

∫ ∏
n̸=z

dηn = T

√
πνS0

n

∫
D′[η] (E.6)
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