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Abstract

This master dissertation is dedicated to two topics. The first is discussed in the main body of
the text and concerns X-ray absorption spectroscopy (XAS) experiments of selected iron-based
superconducting (IBS) materials. The second is discussed in Appendix A, and concerns our
instrumentation work with an optimized design for a “panoramic” pressure cell.

The first chapter is dedicated to introduce some theoretical concepts related to the field of
the IBS materials. The second chapter introduces the XAS technique, an overview about XAS
of IBS materials, and general topics related to our experimental analyses. In the third chapter,
our experimental data are presented and discussed and in chapter four we give our conclusions.

To a large extent, we dedicate our work to the polarization dependence of the near edge
x-ray absorption spectroscopy (XANES). This is an element specific probe to the real space
distribution of the density of unoccupied states in solid state materials. We probe the Fe and
As K-edges of Ba(Fe1−xMx)2As2 (M = Mn, Co and x = 0.0 and 0.08). The experiments
reveal a strong polarization dependence of the probed XANES spectra, which concerns mainly
an increase of the intensity of electronic transitions when the beam polarization is set out of
the sample ab crystallographic plane. The results show that states with pz orbital character
dominate the density of unoccupied states close to the Fermi level. Partial substitution of Fe by
Co is shown to decrease the anisotropy intensity, suggesting that Co doping donate electrons
preferentially to states with pz orbital character. On the other hand, Mn substitution causes the
increase of the pz orbital anisotropy, which is proposed to take place by means of an enhanced
local Fe3d4p mixing, unveiling the role of Fe4p states in the localization of the Fe3d orbitals.
Moreover, by comparing our results to previous experiments, we identify the relative mixing
between Fe and the pnictide 4px,y,z orbitals as a clear divide between the electronic properties
of iron arsenides and selenides. Our conclusions are supported by polarization dependent FEFF
calculations of the XANES spectra and by quantum chemistry calculations of the orbital states
electronic structure of the Fe coordination.

The above discussed, composes the main body of the work. In the Appendix A, we present
an optimized Diamond Anvil Cell (DAC) design, to be used for high-pressure experiments
adopting x-ray scattering geometry. This new design brings greater angle opening on a reflec-
tion geometry, as well as smaller size and mass, essential for low-temperature experiments. It
was designed to be used in the CNPEM facilities.



Keywords: high-temperature superconductors; iron-based superconductors; x-ray absorption
spectroscopy; diamond anvil cell.



Resumo

Essa dissertação de mestrado é dedicada à dois tópicos. O primeiro é discutido na maior
parte do texto and refere-se à experimentos de espectroscopia de absorção de raios-x (XAS)
dos materiais selecionados classificados como Supercondutores Baseados em Ferro (IBS). Já
o segundo tópico é discutido no Apêndice A, e compreende o trabalho de instrumentação com
um design otimizado de uma célula “panorâmica” de pressão.

O primeiro capı́tulo é dedicado à introdução de alguns conceitos teóricos relacionados ao
campo dos materiais IBS. O segundo capı́tulo introduz a técnica de XAS em IBS, além de
tópicos gerais relacionados à nossas análises experimentais. Já no terceiro capı́tulo, nossos
dados experimentais são apresentados e discutidos, e no capı́tulo quartro são dadas nossas con-
clusões.

Boa parte deste trabalho é dediacda à dependência com polarização da espectroscopia de
raios-x próxima à borda de absorção (XANES), um método que sonda a distribuição de den-
sidade de estados desocupados num elemento especı́fico em materias sólidos. Sondamos as
bordas K do Fe e do As do Ba(Fe1−xMx)2As2 (M = Mn, Co e x = 0.0 e 0.08). O experimento
revela uma forte dependência com a polarização através dos espectros de XANES, que essen-
cialmente mostram um aumento da intensidade de transições eletrônicas quando a polarização
do feixe está direcionada para fora do plano cristalográfico ab da amostra. Esses resultados
mostram que estados com caráter dos orbitais pz dominam a densidade do estados desocupa-
dos próximos ao nı́vel de Fermi. Substituição parcial do Fe pelo Co mostra uma diminuição
na intensidade da anisotropia, sugeringo que a dopagem por Co doa elétrons preferencialmente
para estados com caráter do orbital pz. Por outro lado, substituição por Mn gera um aumento
da anisotropia do orbital pz, que é proposto ser causado através dum aumento da hibridização
Fe3d4p, revelando o papel dos estados Fe4p na localização dos orbitais Fe3d. Além disso, com-
parando com os resultados de experimentos anteriores, foi possı́vel identificar a hibridização
relativa entre os orbitais 4px,y,z do Fe e do pnictı́deo como uma clara divisão entre as pro-
priedades eletrônicas do selenatos e arseniatos de ferro. Nossas conclusões são suportadas por
cálculos do espectro de XANES através de FEFF dependentes de polarização e por cálculos de
quı́mica quântica dos estados eletrônicos dos orbitais da coordenação do Fe.

O que foi discutido acima compõe o corpo principal do trabalho, enquanto que uma segundo
tema diferente é adicionado no Apêndice A, apresentando um design de Célula de Bigorna de
Diamante (DAC) mais otimizado, que são usadas para experimentos em alta pressão pareados



com raios-x. Esse novo design traz uma maior abertura angular numa montagem de reflexão,
assim como um menor tamanho e massa, essenciais para experimento em baixa temperatura.
Foi desenhada para ser utilizada nas dependências do CNPEM.

Palavras-chave: supercondutores de alta temperatura; supercondutores baseados em ferro; es-
pectroscopia de absorção de raios-x; célula de bigorna de diamente.
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Chapter 1

Introduction

Magnetism is an incredible and important phenomenon, leading to many advances in our
understanding about condensed matter physics and technology breakthroughs. On pair with
magnetism, is the phenomenon of superconductivity, which is also a great source of new physics
and applications. A little more than a decade ago, Kamihara et al.[1] discovered a new family
of materials that can express superconductivity through magnetic fluctuations, namely the Iron

Based Superconductors (IBS).

The connection between both phases was already known in the context of the copper oxide
[2] and heavy fermion families of superconductors. The later case, is the prime example of
high Tc superconductors, thus inciting studies on the new IBS family. Besides the potential for
applications, superconductivity in the IBS, as in the copper oxides family, do not fit into the
BCS theory for superconductors, increasing further the incentive for research on the field.

In this work we want to probe the electronic structure of Ba(Fe1−xTx)2As2 (T = Mn, Co)
single crystals for different doping values, by means of polarization dependent X-ray Absorp-

tion Spectroscopy (XAS) at Fe and As K edges. We employed a linearly polarized beam and
mounted our sample in a 6+2 circle diffractometer. In this experimental setup, new selection
rules are imposed to the XAS process, allowing us to disentangle the element specific orbital
the contribution to the XAS spectra. Our experiments could provide insights on the material
Fermi surface orbital composition as well as on the distribution of electrons and holes added by
doping. Multiple scattering simulations were implemented by the FEFF 8.4 code also were also
performed and helped us with the experiment interpretation.

In this chapter, we go through some important concepts and ideas related to our work. We
start discussing the idea of itinerant magnetism, electronic structure and superconductivity. We
review some results on the field of the IBS and present a review on the literature about XAS of
IBS materials.

The first step is to understand how magnetism can arise (or not) from electron-electron
interaction, and that’s the proposal from the most important model of interacting electrons in
modern condensed matter physics, the Hubbard Model [11, 12], (formulated by the British
physicist John Hubbard in 1963), whose most simple formulation (one band, one dimension) is
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written as:

ĤH = −t
∑
i,σ

(
ĉ†i,σ ĉi+1,σ + ĉ†i+1,σ ĉi,σ

)
+ U

∑
i

n̂i↑n̂i↓ (1.1)

where t is the hopping integral, ĉ†i,σ ĉi+1,σ destroys an electron in the lattice site index i+1
with spin σ and creates it back in the lattice site index i (or vice-versa), U is the strength of
on-site electron interaction, and n̂i = ĉ†i,σ ĉi,σ is the occupation number operator for each spin.
Therefore the first sum contains information about the kinetic energy of electrons (hopping
between atoms), while the second is the interaction energy via Coulomb repulsion between the
electrons.

Both terms compete, the first leading to a metallic behaviour by delocalizing electrons into
itinerant states (Bloch states), while the second leads to an insulating state due to electron local-
ization. Hence we can split the results into two extreme categories according to the electronic
states localization degree, known as localized (large U) and itinerant (large t) spin magnetism.

Representative of the former magnets are the transition metal oxides (usually MOn, where
M is a transition metal, O is the oxygen and n is the coordination number) [4]. Here, both the
coordination geometry and the properties of the ligands have great influence over the localized
spin interactions [5, 6]. Transition metal oxides have a tendency to display antiferromagnetism
and, moreover, are insulating materials even in the case of half-filled bands (being called Mott
insulators).

Now, for the latter itinerant spin magnets, typical of metals [10], extreme examples include
either the ferromagnetic materials ZrZn2 and Sc3In [7, 8] or the antiferromagnetic material
(AuTi [9]). These examples are extreme, in the sense that although we can’t associate a mag-
netic moment to each atom specifically, as they all have their electronic shells completed, the
material is magnetic. This shows that what matters is their Fermi surface, instead of their local
structural properties [4].

Both descriptions can be derived from the Hubbard Model. In the itinerant case, a simple
one band model and a mean field approximation provide a qualitative explanation for the system
magnetic properties in the limit of weak interactions. In the opposite limit, the one of strong
interactions, the Hubbard Hamiltonian is reduced to a Heisenberg Hamiltonian. This model
offers a good description of the magnetism of insulators.

ĤStoner =
∑
~κ,σ

(ε~κ + I 〈n−σ〉) ĉ†~κ,σ ĉ~κ,σ (1.2)

ĤHeisenberg = −
∑

i,j

JijŜi · Ŝj (1.3)

where ε~κ is the energy band, I is a Stoner interatomic exchange, 〈n−σ〉 is the mean value of
the number operator, Jij is the exchange integral and Ŝi is the spin vector operator.
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However, materials that strictly belong to one of these groups are rare, while the great ma-
jority shows contributions of both types of magnetism, such as the itinerant magnets RFe4Sb12

(R = Na,K,Ca, Sr,Ba), where the Fe local electronic structure changes depending on R,
being ferromagnetic (R = Na,K) or non-ferromagnetic (R = Ca, Sr,Ba) [14].

In between these two extreme limits, one can solve the Hubbard model (Eq. 1.1) by a mean-
field Hartree-Fock approximation. The minimization of the total energy of the ground state
wave of the N-electron system allows the calculation of whole phase diagram of the problem.
The result is in Fig. 1.1 for a 2D electronic system (in 1D a there aren’t long-range orders due
to the quantum fluctuations, even in the ground state [11]). The Hartree-Fock approximation
provides only a qualitative scenario for the diversity of phases that can merge form the Hubbard
model. The phase diagram in Fig. 1.1 give an idea of the complexity of the problem even in this
simple approximation,

Fig. 1.1: Phase diagram for the ground state of the 2D Hubbard Model with a mean-field ap-
proximation at the strong coupling limit, as a function of U/t and the electronic filling n. Phases
represented are paramagnetic (para), ferromagnetic (ferro), antiferromagnetic (anti). Note that
for the case of half filling (n = 0.5), although quite unstable/sensitive for large electronic delo-
calization (large t), the ground state always displays an antiferromagnetic long-range ordering.
Adapted from [15].

From the Fig. 1.1 it is clear that it is possible for many ordered ground-state phases to exist,
competing or cooperating between themselves, showing how rich is the physics of the Hubbard
model. Others ground states can be encountered for different approximations, or extra terms
in the Hamiltonian (such as electron-phonon interactions). Among these we can find charge

density wave (CDW), spin density wave (SDW) and superconductivity (SC).

CDW and SDW are spatial modulations of the electronic charge and electronic spins, re-
spectively. Both transitions are accompanied by lattice distortions. For the later, this is a very
small effect, while it is a large effect for the former (Fig. 1.2). SDW further requires electron-
electron interactions [18]. Moreover, they still can coexist [19].

15



The interactions often cause the elec-
trons to become paired up; the pairs
subsequently repel one another. Then
each pair stays as far away as possible
from all other pairs, and an ordered
structure like that of the marching band
is formed; the charge density becomes
bumpy. If we take into account the wave
nature of the electrons, a smooth varia-
tion of the charge density emerges. This
smooth spatial variation of the charge
is called a charge-density wave. 

In addition to charge, electrons car-
ry around with them something called
spin. A spin is a magnetic moment as-
sociated with each electron; the mo-
ments can assume one of two states,
labeled ÒupÓ and Òdown.Ó If electrons
with the same spin orientation repel
one another, then each up spin wants
to have a down spin as a neighbor. The
result is a spin-density wave, or SDW.
An SDW can be thought of as two
CDWs, one for each spin state, super-
posed, with their peaks in alternate po-
sitions. Note that for a charge-density
wave the charge varies in space, but
not for a spin-density wave.

In general, how the electrons inter-
actÑand what kind of quantum-me-

chanical state is formedÑdepends on
how the electronsÕ motion is conÞned.
In three dimensions, electrons have the
ability to avoid one another by simply
moving out of the way. But if they are
limited to traveling along a chain of
atoms, the electrons cannot avoid one
another and tend to interact more
strongly. CDWs and SDWs occur mostly
in such materials, in which the atoms
are lined up in chains. (Many of these
materials were Þrst synthesized in the
early 1970s.) In some circumstances,
the electron pairs attract rather than
repel one another, forming a supercon-
ducting state.

Chemists often design materials with
a chainlike structure; however, they do
not have much control over the nature
of the electronic interactions. So wheth-
er the synthesized substance develops
a CDW or an SDW or becomes super-
conducting cannot be predicted.

E
lectrons tend to pair at low tem-
peratures. At absolute zero, each
electron has its Òmate,Ó and the

structure is fully ordered. As we warm
up the material, some of the pairs be-
come separated; they then induce oth-

er pairs to separate. With higher and
higher temperatures, more and more
pairs are divorced, until the last pair
breaks up; above this critical tempera-
ture the material has only free elec-
trons and is back to a metal. This pro-
cess is known as a phase transition, as
in the melting of an ice cube. If we re-
verse the process, cooling the material
down from high temperatures, a CDW
forms when we cross the phase-transi-
tion temperature. The electrons then
get stuck. Because small electric Þelds
can no longer dislodge them, and no
current ßows, the metal changes abrupt-
ly to an insulator. This sudden change
in electric conductivity in fact signals
the formation of a CDW.

Far more direct observations of CDWs
have been made using scanning tunnel-
ing microscopes, which show the charge
density even on atomic scale [see illus-

tration on preceding page ]. Further, a
CDW is accompanied by distortions in
the lattice. The distortion pattern, called
a superlattice, can be seen by x-ray dif-
fraction: the ions scatter x-rays onto
photographic Þlm, displaying a charac-
teristic pattern that reveals their spac-
ing. For example, if the superlattice
wavelength is twice that of the lattice
wavelength, the x-ray diÝraction pat-
tern will show additional spots halfway
between the main spots coming from
the lattice. (The intensity of the halfway
spots relates to the size of the lattice
deformation.) The Þrst experiments of
this type were performed by Robert
Comes and his associates in Paris in
the 1970s.

Since a spin-density wave leads nei-
ther to a charge ßuctuation nor to a lat-
tice distortion, detecting it is much
harder. In principle, it could possibly
be seen through the magnetic force mi-
croscope, an instrument that responds
to variations of the spin, but the devic-
es are not yet sensitive enough. The Þrst
demonstration of spin-density waves
was made by scattering neutrons oÝ
chromium. (Neutrons, having spin and
no charge, are useful for studying or-
dered spin structures.) In addition, in-
direct probes of the magnetic Þeld,
such as magnetic resonanceÑthe same
technique used in hospitals as a diag-
nostic toolÑare now the only means of
sensing the presence of SDWs.

The eÝects of CDWs and SDWs may
also be observed via the motions they
perform as a body. These motions can
be rather diÝerent depending on how
the wavelength of the density wave re-
lates to the underlying lattice spacing.
The CDW wavelength changes with the
number of electrons in the solid: if
there are more electrons, the wave-
length becomes smaller and, in particu-
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Pairing States

Charge-density waves (top ) can be thought of as electron-hole pairs as
well as electron-electron pairs. (A hole is a vacant quantum-mechanical

state; it acts much like a particle.) Looking at the array, we can think of an
electron as being paired either with a hole to its right or left or with the elec-
tron opposite. (Superconductivity comes from yet another kind of electron-
electron pairing.) In spin-density waves (bottom ), the opposing electron is
shifted, so that the total charge density is constant but the spin density goes
up and down along the array. 

Which of the various pairing states occurs in a given material depends on
the strength of the various interactions between the electrons. For instance,
if direct electrostatic repulsion between electrons dominates, either a spin-
density wave or a spin-parallel (or “triplet”) superconducting state is favored.
Electrons can also interact by distorting the lattice. The mediation of the lat-
tice leads to attraction between electrons, and either a charge-density wave
or a spin-antiparallel (or “singlet”) superconducting state results.

CHARGE-DENSITY WAVE

SPIN-DENSITY WAVE

SPIN-UP
ELECTRON

HOLE

SPIN-DOWN
ELECTRON

Copyright 1994 Scientific American, Inc.

lar, may not match the original lattice
spacing of the ions in any neat way.
Then the charge-density wave is said to
be ÒincommensurateÓ with the original
lattice spacing; it ßoats around unaf-
fected by the lattice until pinned down
by a defect. (A defect acts like a pot-
holeÑor chewing gumÑin the electric
potential surface, in which the CDW
gets stuck.) But if the charge-density
wave and the original lattice spacing
are ÒcommensurateÓ and Þt neatly,
then, for example, every other student
stands in a depression in the road, and
it is very hard to get the band moving.
For this reason, incommensurate waves
are much more intriguing in the varie-
ties of behavior that they display. Com-
mensurate wavesÑthe ones originally
envisioned by PeierlsÑare of largely
historical interest.

There are two basic motions that
charge-density waves can indulge in as
a body, called collective modes. Quan-
tum mechanics allows us to think of
these modes as particles, which are then
named by the suÛx Òon.Ó The ßoating
of the crests back and forth and their
occasional bunching are a kind of col-
lective mode known as a phason ( it in-
volves changing the ÒphaseÓ of the den-
sity wave). For waves that do not Þt
well with the underlying lattice struc-
ture, the ßoating takes no energy at all
(unless a defect pins the wave down),
but the bunching takes some. The other

way in which CDWs can change is that
the crests can get higher. This motion,
called an amplitudon, requires a lot of
energy. The position and height of the
crests may both vary, with variations
over shorter distances having higher
energies. The energies of these motions
were Þrst calculated by Patrick A. Lee,
T. Morris Rice and Philip W. Anderson,
then at AT&T Bell Laboratories. The
SDWs share these collective motions
with the CDWs and in addition have a
purely magnetic mode that is related to
changes in spin orientation. These exci-
tations are called magnons.

The truly dramatic motions occur
when we apply an electric Þeld to a sol-
id containing a charge-density wave. A
current-voltage relation very diÝerent
from OhmÕs lawÑin which conductivi-
ty is constantÑwas found in 1986 ( in
the material niobium triselenide) by
Nai-Phuan Ong, Pierre Monceau and
Alan M. Portis of the University of Cali-
fornia at Berkeley. Since then, some
CDW materials have displayed conduc-
tivities that vary by several orders of
magnitude when very modest electric
Þelds (of less than one volt per centi-
meter) are applied. We now know that
this change in conductivity comes from
the depinning and sudden motion of
the entire density wave. Even more un-
usual is the variation of the current as
time passes, even when only a constant
(DC) voltage is applied. This was Þrst

observed by Robert M. Fleming and
Charles C. Grimes of AT&T. Our recent
measurements, and those of Denis J�-
rome, Silvia Tomic and others at the
University of Paris South and Takashi
SambongiÕs group at Hokkaido Uni-
versity, have shown that spin-density
waves behave much like charge-density
waves in the presence of electric Þelds.

T
he simplest model that describes
the behavior of density waves is
called the classical particle mod-

el. It was proposed by one of us (Gr�-
ner) with Alfred Zawadowski and Paul
M. Chaikin, then at the University of
California at Los Angeles. The charge-
density wave is represented by a single
massive particle positioned at its cen-
ter of mass. The behavior of this parti-
cle reßects that of the entire array.
When there are no external electric
Þelds, the particle sits on a ribbed sur-
face, like a marble in a cup of an egg
tray. This conÞguration corresponds to
the crest of a CDW being stuck at a de-
fect. If we move the CDW, the marble
climbs over the edge of the eggcup and
falls into the next one, which means
that the next crest of the CDW gets
stuck at the same defect.

This model allows us to understand
much of the versatile behavior of CDWs.
The marble is free to move around the
bottom of the eggcup and can therefore
readjust its position sensitively in re-
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CHARGE AND SPIN DENSITIES of electrons are shown in nor-
mal metals, charge-density waves and spin-density waves.
The spin-up (orange ) and spin-down (purple ) electron den-

sities vary with position within the crystal. They can be
summed to yield the total charge density (blue ); their diÝer-
ence yields the spin density (green ).
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Fig. 1.2: Schematic view of CDW and SDW. Note that for the charge density wave, the charge
and both the spins up and down densities have the same phase and periodicity, while for the
spin density wave the charge density is constant, and the spins up and down densities have the
same periodicity with different phases. Reprinted from [17].

As for SC, which is a really broad field of study, at this first moment we will give a glance
over conventional SC. This phase is formed by electron pairs (called Cooper pairs) through
an effective attractive electron-phonon interaction. The formation of the Cooper pairs opens
a superconducting gap in the band structure, lowering the ground state energy [20, 26]. This
theory is called BCS, and was proposed in 1957 by John Bardeen, Leon N Cooper and Robert
Schrieffer, for which they were awarded the Nobel Prize in Physics in 1972 [27].

Superconductors have many properties of interest, first documented by Heike Kamerlingh
Onnes in 1911 (for which he received a Nobel Prize in Physics in 1913), when he found out
that the resistance of mercury dropped from 0.1Ω to less than 10−6Ω within 0.1K, at 4.20K

[21]. This phenomenon virtually allows electric current to flow without dissipation in the su-
perconducting material. Later it was discovered that magnetic fields were repelled from within
a superconductor, which is known as the Meissner effect [22].

In terms of magnetic field penetration, superconductors are classified into type I and II
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superconductors (Fig. 1.3). Type I superconductors expels the external magnetic field until it is
strong enough to reach Hc, destroying the superconducting state afterwards. The second type
has two critical points for the external field, Hc1 and Hc2; until it hits the first, the material
behaves like a type I superconductor. For H > Hc1, vortices (magnetic flux quantum) emerge
on the superconductor surface, destroying superconductivity only locally, allowing the external
field to partially penetrate. If H reaches Hc2, then the superconducting state is completely
destroyed [23, 26].

If the magnetic field is strong and the material is thin enough, it can pass through the whole
material. This leads to quantum lock-in, where the superconductor is spatially trapped inside
the magnetic field, not being able to move without an outside force.

Fig. 1.3: (a) Type I and (b) II SC behaviours under magnetic field and temperature. (c) Meissner
effect, where supercurrents on the surface of the material creates an internal magnetic field to
nullify the external magntic field that penetrates. (d) Quantum locking in type II SC. Reprinted
from [24, 26].

Although most materials need to be cooled down to extreme low temperatures to become
superconductors, after their discovery people all around the world were trying to find the so
called high-Tc superconductor [28]. It wasn’t until 1986 that the first was obtained, a lanthanum-
based cuprate perovskite with Tc = 35K, by J. Georg Bednorz and K. Alex Müller (Nobel
Prize in Physics in 1987). This discovery mark the beginning of the cuprate family of high
temperature superconductor materials [2, 30, 31].

Many other families were discovered through the years, with Tc reaching up to 203K [29],
all of them having many representatives (Fig. 1.4). Apart from having high-Tc they also draw
attention because most of them can’t be understood under the BCS theory, hence receiving
the name unconventional superconductors. In this type of superconductor, the superconducting
state is still related to the condensation of Cooper pairs, but the pairs are not formed via phonons,
but rather by other mechanisms. An important mechanism of that spin fluctuations to a magnetic
phase near the superconducting phase [32, 35].
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Figure 2.4: The history of some of the discovered superconducting compounds. Note in particular the

BCS superconductors (green circles), the cuprates (blue diamonds), and the ironbased superconductors

(yellow squares). Note also the change in the axes at around year 1980 and Tc = 50 K. Partly based on

figures from [137] and [1, Fig. 2.1].

external magnetic field decays inside a superconductor (or, in turn, how far into the supercon

ductor the screening currents occur), while the coherence length determines how the density

of electrons in the superconducting state can be excited and recover again without breaking

superconductivity.

The ratio of λ and ξ is the GinzburgLandau parameter,

κ = λ
ξ
, (2.2.1)

and typeI and typeII superconductors are split up by the value of κ by

typeI: κ <
1√
2
, typeII: κ >

1√
2
. (2.2.2)

The HTSCs are furthermore classified as extreme typeII superconductors, meaning that they

have κ ≫ 1, or ξ≪ λ, and they are not well described by the BCS or GinzburgLandau theories.

As illustrated on Fig. 2.5, typeII superconductors do not follow the Meissner effect all the way

to Hc, but instead break into a mixed state when the applied field reaches Hc1, [38, 39]. In this

state, the magnetic flux penetrates the material partially, and continously penetrates more and

more until the sample is in the normal state at Hc2.

The mixed state is also called the vortex state, since the field lines tend to penetrate in

vortices of quantized units of flux Φ0 = h/2e (h being Planck’s constant, and e the electron

charge), as shown in Fig. 2.6, [40, 41]. The density of these vortex lines rises with rising external

field, until the superconducting areas of the sample collapse at Hc2. Interestingly, these vortices

can order into lattices, see e.g. [42].

2.2.2 Cuprates

After Bednorz and Müller’s discovery of superconductivity in La2−xBaxCuO4, an important mile

stone was reached in 1987, when Paul ChingWu Chu et al. found that Tc could be raised to

above 40 K when applying pressure, [43]. This effect can also be achieved by replacing some

Fig. 1.4: Timeline of the discovery of superconductors since 1911 with their respective crit-
ical temperatures and families. The latter represented by colors: BCS (dark green circle),
Heavy-fermions (light green star), Cuprate (blue diamond), fullerenes (purple inverted trian-
gle), Carbon-allotrope (red triangle) and Iron-based (orange square). For reference, on the right
we have the temperatures for liquids CF4, N2, H2 and He, commonly used as cooling agents.
Reprinted from [28].

One of the main differences between conventional and unconventional superconductors con-
cerns the superconducting gap symmetry. In the former, Cooper pairs are in relative zero angular
momentum state, leading to s-wave pairing. Here, the gap is isotropic over the whole Fermi
surface. In the later, the Cooper pairs interact via a pairing potential with non-zero angular
momentum. In this case, the gap can be anisotropic over the momentum space. In this sign
change occurs in a region of momentum space that coincides with the material Fermi surface,
this means that they must be zero in the border between the opposite sign, which defines a noda

reagion (can be a point, a line or a surface). Thus, the SC state may be not fully gapped in a
unconventional superconductor. An important example is the 2~ (d-wave pairing) in cuprates.

There is as well the case of extended s-wave pairing. In this scenario one can have the
s++(−−) for only positive (negative) gap, s+− for both not intersecting, and nodal s+− if they do.
As in the case of d-wave, superconductors described by this extended s-wave pairing scenario
may present a noded gap. More complex gap symmetries are possible in multiband systems,
s + is for example, which breaks time-reversal symmetry by phase differences which are not
integer multiples of π [33, 34, 45].

Unconventional SC includes, but is not limited to, the already cited cuprates, fullerenes,
discovered in 1991 [38, 39, 40], heavy-fermions in 1978 [35, 36, 37] and iron-based in 2006
[41, 42, 43].
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The latter, also known as Iron Based Superconductors (IBS or FeSC), includes a group
called iron arsenide materials. Discovered in 2008 [44], they are a landmark on the run for a
room temperature SC, as most of the previous unconventional superconductors were cuprates.
FeSCs are formed by conducting layers of iron and pnictides (group 15 of the periodic table,
usually As or P) in-between layers of other elements (called the spacer or charge reservoir
block [46]). FeSCs are divided in families, based on their stoichiometric (Fig. 1.5), we have
as examples the 1111 (RFeAsO, R as rare earth) [42, 43, 47], 111 (AFeAs, A as alkali metal)
[48, 49, 50] and 122 (AeFe2Pn2, Ae as alkaline-earth metal, Pn as pnictide) [51, 52, 53].

Fig. 1.5: Crystal structures of four “families” of iron-based superconductors, showing the posi-
tions of iron atoms (brown), pnictogen atoms (green, labelled Pn) and chalcogen atoms (green,
labelled Ch) in each family. The positions of alkali atoms (A), alkaline-earth atoms (Ae) and
other elements present in the “111”, “122” and “1111” families are also shown. Reprinted from
[45].

All of them have a common feature that is the tetrahedral coordination of the iron atoms by
the Pn atoms. This coordination can be treated as a tetrahedral-like crystal-field, that breaks the
3d orbitals degeneracy of the Fe central atom into two groups, t2g (orbitals dxy, dxz and dyz) and
eg (orbitals dx2−y2 and dz2), which can be seen in Fig. 1.6. This lifting of the 3d degeneracy
make each orbital to contribute differently to the Fermi surface [54, 55]. Therefore, the FeScs
Fermi surface has a strong orbital character.

Fig. 1.6: (Left) tetrahedral coordination of the alkaline-earth atoms AE around the Fe atom,
image made with VESTA [56], and (right) crystal-field splitting for a tetrahedral field on the
3d6 orbitals of Fe+2 (high-spin configuration), where ∆CF is the resultant total energy split.
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In this way, one can deduce that the local properties of the tetrahedron are connected to
the Fermi surface properties. This incites the question as to what happens if one perturbs this
tetrahedral coordination in different ways. The answer is that we can drastically change the
system macroscopic properties, be chemical substitution at different crystallographic sites in
the material crystal structure, or even by applying pressure [57, 58, 59, 60, 61, 62, 63], as
Fig. 1.7 shows.

Chemical substitution effects are very diverse. In may include charge doping, local dis-
tortions of the Fe coordination, chemical pressure, etc... all of which can tune the material
electronic phase diagrama to a distinct phase.

Fig. 1.7: (Left) Phase diagram of 1111 family for electron doping, (middle) 122 family with
hole doping [61]. (Right) phase diagram for FeSe by pressure [62]. Phases: Ts for structural
transition temperature, TN for Néel temperature (antiferromagnetic below and paramagnetic
above it), PM for Pauli paramagnetism, Orth. AFM for antiferromagnetic orthogonal structure
phase, Tetra. for tegragonal structure phase, Tc for SC phase, QCP for quantrum critical point
[64], Tm for magnetic transition temperature.

In fact, the connection between pressure and doping (chemical pressure) was first exper-
imentally explored by Kimber et al. [65], followed by Johannes et al. [66] first principle
calculations, leading to an interpretation where the As-Fe bond lengths and local Fe magnetic
moments have a direct relationship. Soon after, Granado et al. [67] and Balédent et al. [58]
have also shown similarities in both approaches to suppress the magnetic phase and the rise of a
superconducting state. All of these studies were performed on the “122” compound BaFe2As2
and its doped variants, with the last two using XAS at As and Fe K edges, respectively.

As the field of research grew, an important question about the iron arsenides emerged, which
concerns its electronic correlation. Understanding if the material is weakly or strongly corre-
lated is decisive to develop a model capable of explaining electronic properties of already known
materials, as well to predict new ones, not to mention the need for a quantitative model. Whether
which of regime rules is still a debate, with theoretical and experimental studies pointing to-
wards either a localized [71], itinerant [72] or even both [73] descriptions, suggesting that these
compounds are indeed in the border between weak and strong correlations [74, 75, 76, 77, 78].
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To figure this out we first need to acknowledge the multi-orbital nature of the IBSs electronic
states. Focusing on the “122” compounds SrFe2As2 and BaFe2As2, the electronic structure
of these material was investigated looking at near edge region of XAS spectra (XANES) by
XAS experiments. The first relavant piece of finding of this type of experiments, was obtained
from Fe K edge experiments. Here, the Fe valence was shown to be robustly +2, under Co
doping, pressure or temperature [57, 58, 59, 60]. This constant valence means that there are 6
electrons distributed over the five iron 3d orbitals, and by applying a five-orbital or even three-
orbital (dxy, dxz, dyz) Hubbard model we can have different values for the Hubbard interaction
U and Hunds coupling J for each orbital. This leads to a distinct orbital selective behaviour.
For instance, some these orbitals can display stronger electronic correlations, that will lead
to Mott localization, or to an orbital-selective Mott phase (OSMP), since not all orbitals will
display such strong electronic correlation. The orbital-selective Mott phase is observed when
one can see the localization of one specific orbital, while others remain itinerant [79, 80]. This is
supported by angle resolved photoemission spectroscopy (ARPES) experiments [80, 81], Hall
[82] and high-pressure transport measurements [83], as well by terahertz [84] and pump-probe
[85] spectroscopy.

We could also reach a Mott phase on Ba(Fe1−xCrx)2As2 or Ba1−xKxFe2As2 [86], where the
compound is being doped by holes. This would push the Fe 3d electronic filling in BaFe2As2
closer to 5 electrons, which is a half filling regime [76, 87, 88], where a Mott phase could
be realized. In [86], XAS and X-ray emission spectroscopy (XES) experiment could provide
evidence for this type of physics. We should point out, however, that this is not the only possible
interpretation to their results. In particular, one should keep in mind that, so far, no clear and
direct evidence that the Fe electronic filling changes in the IBS phase diagram was found.

Indeed, the Fe valence is quitte rigid in the IBS phase diagram. This rigidness of the Fe as
a fucntion of doping is suggested to be due As 4p orbitals acting like a charge sink. This effect
was probed by As K edge XAS [60, 89] exemperiments. Balédent et al, has shown that either
by pressure or chemical pressure, an increase on the mixing of Fe 3d and As 4p orbitals takes
place, and the charge transfer caused by Co seems to go to As orbitals. The whole effect draw
attention to the key role that As derived orbitals play on the electronic properties of the iron
pnictides [89].

To grasp a better understanding about what drives the system towards higher Tc, many
studies were made regarding the correlation between Tc and different parameters, with a focus
on the properties of the Fe tetrahedron (Fig. 1.8). The relation between Tc and the bond angle
α of the Pn(Ch)-Fe-Pn(Ch) bond, the anion height hPn in the Fe layer and the distance between
the Fe layers, were investigated by a number of experiments [68, 69, 70, 74]. In particular, Lee
et al has shown that, in general, the closer the tetrahedron is to be perfect (α = 109.47°), the
higher the critical temperature is [70]. Despite such parameters being found and attempted to
be correlated to the Tc, none of them can be treated as rules, as they have discrepancies. As
example, we have the 11-type compound FeSe1−xTex not contemplated by both the bond angle
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α and the anion height hPn hypothesis. For the distance between the Fe layers, no correlation
with Tc was seen.

Explorations more focused on the FS properties were also performed [33, 90, 91]. The
results corroborate the idea that the phases are indeed very sensitive to electronic doping, also
showing how the individual 3d orbitals contribute to the FS in a distinguished manner (Fig. 1.9).

Fig. 1.8: Different IBS families Tc dependence over a-b) Pn(Ch)-Fe-Pn(Ch) bond angle, c) Pn
height from the Fe layer and d) distance between the Fe layers. In a-b) the angle α is measured
from the compound near room temperature, where we can see that the Tc peaks when this angle
is nearest to be 109.47° (represented by the vertical dashed lines), which means a a regular
tetrahedron. In c) the distance hPn is also measured from the compound at room temperature,
showing a tendency for higher Tc near the 1.4 value. d) shows no consistency with the distance
between the Fe layers. Adapted from [69, 70].
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Fig. 1.9: (Left) Schematic phase diagram of Fe-based superconductors vs. doping, with order
parameter expected from 2D spin fluctuation theory plotted in one quadrant of the Brillouin zone
as color on Fermi surface [red=+,blue=-]. (Center and right) DFT calculations for LaFeAsO,
Fermi sheets of the five-band model for the electron filling n = 6.01 and 5.95 with colors indi-
cating majority orbital character. The γ Fermi surface sheet is a hole pocket that appears for
∼1% hole doping. Reprinted from [33, 90].

In the present work, we are going to investigate the role of the extra electrons/holes in the
system by performing polarization dependent X-ray Absorption Spectroscopy (XAS) experi-
ments, probing the Fe and As K edge of the 122-type parent compound BaFe2As2 and its doped
variants.

At room temperature and ambient pressure, our parent compound, the 122 iron pnictide
BaFe2As2, is a semimetal, with a tetragonal lattice (space group I4/mmm) and Pauli paramag-
net. Resistivity and susceptibility Measurements show an electronic decoupling between the
different Fe layers, meaning the material is quasi 2D [92]. Its ground state changes to an itiner-
ant antiferromagnetic phase, a SDW, at TN = 134K, and we can go even further, destabilizing it
by electronic doping or applying pressure, forcing a SC state (Fig. 1.10).

An interesting feature is that the phase diagram is not symmetric under electronic doping
for transtion metal substitution. Specifically, from Fig. 1.10 we can see that by doping either
with electrons (Co in the Fe site) or holes (K in the Ba site) we can get to this new state (which
can also be achieved by electron doping on the Fe site through Ni, Cu, Rh, Pd, Au [93, 94,
95, 96]). However, if we dope again with holes (via Mn, Cr or V), but this time at the Fe
site, superconductivity is not found [97, 98, 99, 100]. This observation calls into question the
specific effects implied by chemical substitution. If the transitions metals are indeed doping
the material, in the sense of transferring of charge, why is that some substitutions do not lead
to a superconducting state? In turn, this supports the idea that when doping at the Fe site, the
disruption in the tetrahedron electronic/structural properties is the key parameter to understand
the phase diagram of the IBS. Therefore, ”doping” is an umbrella term that encompass a broad
set of physical/chemical effects. We shall keep using this term, but one should in mind this
restriction.
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Fig. 1.10: (Left) Crystal structure of BaFe2As2 made with VESTA [56]. Blue for iron (Fe), or-
ange for arsenic (As) and green for barium (Phase diagram of BaFe2As2 for electron doping via
Co (purple, left), hole doping via K (green, right) and isovalent doping via P (orange, middle).
Dashed and filled regions for the SC and SDW phases, respectively, reprinted from [45].

DFT calculations and ARPES measurements at this specific material were also performed,
highlighting the role of the different iron 3d orbitals for the FS, above and below the antiferro-
magnetic (AFM) phase [91, 101, 102]. Although how much each orbital contributes to the FS
has changed over the years, all models supports the multiband character.

Having the multiband character paired with the different d orbitals symmetries, polarized X-
ray Absorption Spectroscopy (XAS) can be a good probe to understand how electronic doping
acts over the tetrahedron properties.
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Chapter 2

Materials and Methods

The samples investigated in this work were obtained in collaboration. Single crystals of the
parent compound BaFe2As2 and the Mn and Co substituted materials Ba(Fe1−xMx)2As2 (x =
0.08 and M = Co or Mn) were selected for the experiments, which were performed at room
temperature.

The samples were synthesized and characterized by T. M. Garitezi et al. [103]. Single
crystals were grown by a metallic In-flux technique, heat treated with temperatures as high
as 1150°C for as long as 21 hours, depending on the dopant. Characterization included x-
ray powder diffraction, elemental analysis using a commercial energy dispersive spectroscopy
(EDS) microprobe, electrical resistivity (via PPMS), magnetic susceptibilities (with SQUID)
and NMR measurements [103]. Samples didn’t show evidence of flux incorporation and were
of extremely high quality, with the expected lattice parameters and Tc.
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Fig. 2.1: (Top left) Phase diagram of Ba(Fe2−xMx)As2 (M = Mn, Co) for our chosen samples.
(Top right) Schematic experimental setup, showing the alignment of the sample (blue), beam
(red) and its polarization direction (yellow), as well as the rotations around each axis. (Bottom)
d orbitals symmetries, adapted from [104].

The polarization dependence of the XAS spectra was investigated by rotating the samples.
The rotations axis x, y and z are defined in figure Fig. 2.1, and their respective rotation angles
are θ, φ and χ. With this type of experiment we are able to distinguish the distribution of
the density of unoccupied states in real space of the hybrid bands formed by d orbitals and
p orbitals. Indeed, the dipole selection rules dominate the intensity of all spectral absorption
features, and therefore d orbitals are probed in a indirect manner, via their hybridization with p

orbitals (Fig. 2.1).

2.1 Polarized X-ray Absorption Spectroscopy (XAS)

While studying the interaction between x-rays and matter we can face many different ef-
fects, one of them being x-ray absorption. This phenomenon can be empirically described by
Lambert-Beer law, which states that if we have an initial beam of intensity I0 going through a
material of thickness x, the beam at the end will have its intensity reduced by e−µx (Fig. 2.2).

I(x) = I0e
−µx (2.1) µ = ησtotal (2.2)

The attenuation coefficient µ can be understood as how hard it is for each photon to pass
through the material, being directly proportional to the so called cross section σtotal and to the
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material’s atoms density η. The total cross section reflects the probability of a photon to interact
with the material’s atoms, either by scattering or absorption. [105, 106, 107].

Fig. 2.2: a) Schematic view of an incident beam I0 going through a material of thickness x and
the exiting beam I of weaker intensity. b) Schematic view of transitions from K, L and M edges,
as well with their respective qualitative absorption coefficients. Adapted from [108] c) Generic
example of an edge being probed by x-rays (XAS spectrum). Adapted from [109].

We can correlate the absorption cross section σa to the first-order transition probability per
unit time Tif , from a initial state i to a final state f, divided by the incident photon flux. It was
derived by Paul Dirac and then called by Enrico Fermi the Golden Rule No. 2 (the Golden Rule
No.1 refers to the second-order term, which describe scattering processes).

Tif =
2π

~

∣∣∣∣∣〈f |Hint |i〉+
∑
n

〈f |Hint |n〉 〈n|Hint |i〉
εi − εn

∣∣∣∣∣
2

δ(εi − εf )ρ(εf ) (2.3)

where Hint is the interaction Hamiltonian, the sum is over all the possible states of energy
εn and ρ(εf ) is the final state density.

For a qualitative approach we can omit the second-order term. The interaction Hamilto-
nian is approximated as the coupling of the momentum operator p with the vector potential A,
which comes about from the kinetic energy term because of the transformation of the canonical
momentum for a particle in an electromagnetic field. We treat the field degrees of freedom
in second quantized form and apply the electric dipole approximation to calculate the matrix
elements. This leaves us with:

σa = 4π2αf~ω|〈f | ε · r |i〉|2δ[~ω − (Ef − Ei)]ρ(Ef ) , αf =
e2

4πε0~c
(2.4)

By integrating the absorption cross section σa over a certain energy range, we get the XAS
resonance intensity Ires, which explicitly shows the XAS intensity dependency on the polar-
ization dependent dipole operator P q

α, where α is the polarization component in the x, y and z

axis, and q is the photon angular momentum, being 0 for linear polarization or ±1 for circular
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polarization.

Ires = 4π2αf~ω|〈f |P q
α |i〉|

2 , P q
α = ε · r (2.5)

Taking the terms with linear polarization and rewriting them in terms of the spherical har-
monics Ylm(θ, φ), we can now translate the polarization components in the x, y and z directions
to our experimental angles χ, φ and θ, taking into account that our beam default polarization is
on the x direction (the reason behind this will be shown later).

E ‖ x̂→ P 0
x = r

√
2π

3
(Y1,−1 − Y1,1)

E ‖ ŷ → P 0
y = r

√
2π

3
(Y1,−1 + Y1,1)

E ‖ ẑ → P 0
z = r

√
4π

3
(Y1,0)

(2.6)

Pχ = cosχP 0
x + sinχP 0

y

Pφ = cosφP 0
x + sinφP 0

z

Pθ = P 0
x

(2.7)
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2.1.1 X-ray Absorption Near Edge Structure (XANES) in BaFe2As2

From Eq. 2.4 it is clear that the absorption cross section σa is greater when the incident
photon energy is closer to the energy for freeing an electron and creating a vacancy. This set
of specific energies is called absorption edges. Each edge is named after the type of electronic
shell from which the electron is being excited. For example, the Fe K-edge at ∼7112 keV,
denote the excitation of the innermost 1s core electron, and the Fe L1-edge at∼0.846 keV from
the 2s shell. Every excitation process allows another bound electron, in a higher energy state,
to decay and occupy the low lying empty state (this transition must obey certain selection rules,
such as the dipole one).

Overall, the absorption spectra can be split up in two main regions, the X-ray Absorption

Near Edge Structure (XANES) and the Extended X-ray Absorption Fine Structure (EXAFS),
each having their own characteristics. The first one, XANES, ranges only few eV below and
above the edge energy, sometimes displaying a pre-edge and then a rising edge, where the
absorption sharply increases due to the incident photon energy matching the edge energy and
ionizing core electrons, the main electronic transition. The second, EXAFS, has an oscillatory
nature which persists over several hundreds of eV over the edge energy, called the Kronig
structure. It is caused by constructive and destructive interferences between the previously
unbounded electrons, the photoelectrons, being scattered through the material (Fig. 2.3).

Each of these two distinct regions give us different information about the material. The
central metal oxidation state, coordination number of the central atom, bond angle are examples
of parameters determined by XANES. The interatomic distances, near neighbor coordination
numbers and lattice dynamics are examples of paramters determined by EXAFS [110, 111,
112, 113, 114].

In transition metals, the 3d levels are not completely filled their K-edge spectra usually dis-
play a the pre-edge structure. This can be allowed by quadrupolar transitions, but that is usually
a weak effect. Additionally, there could be contributions due to crystal field and ligand field
in transition metal coordination complexes. The ligand orbitals can hybridize (s and p orbitals
into sp3 orbitals) and then mix with the metal orbitals. This metal-ligand pdmixing allow dipole
transitions with a significant intensity. Each combination of crystal field and orbitals will lead to
different molecular orbitals, the net orbital energy levels for a compound. To catch a glimpse on
how this develops, we will need to introduce crystal field, point group and ligand field theories
[54].
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Fig. 2.3: Example of a XAS spectrum, broke into the two main regions of XANES and EXAFS,
and their respective features. Adapted from [110].

First, we need to know that orbitals will only mix if they have the same symmetry, so
let’s take the character table of the point group Td (Fig. 2.4), the same group from the FePn
tetrahedron in our parent compound BaFe2As2. It tell us the symmetries and representations
present in this point group, then we need to find which of them better describes our orbitals
(this is done by checking each representation property on each orbital). Having all the orbitals
with their respective symmetries assigned, we can correctly mix them.

We can now see that the metal 3d orbitals indeed mix with the ligand sp3 orbitals, leading to
two reasonable thoughts: i) this bypass the dipole’s transition rules, now allowing contributions
from the 3d orbitals to the pre-edge region, and ii) the electrons from the ligands plays an
important role in the compound’s electronic configuration.

The first effect can be seen in multiple XAS experiments where a pre-edge with relative
high intensity is found [58, 57, 60, 86, 116], which can also be supported by simulations where
the intensity from dipole and quadrupole transitions were calculated separately [57, 86], settling
down which type of selection rules (either dipole or quadrupole) dominate the pre-edge inten-
sity. All experimental evidence and calculations indicate that all absorption features, including
the pre-edge structure, of the Fe K edge in our materials originate from dipole transitions.

A very relevant effect of the ligand orbitals was discussed by Baledent et al. [89]. Using
XAS at As K edge, it was shown that either by applying pressure or doping with Co, the Fe-
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As bond lengths could be shorten, leading Fe 3d and As 4p orbitals to have a larger mixing.
This mixing was also observed in DFT calculations, performed by the means of full-potential
linearized augmented plane waves plus local orbitals method for both spin states [117].

The As atoms were seem to act as a charge sink, collecting electrons from Co doping,
lowering its valence. This was concluded from the As K edge XAS spectra showing an energy
shift of the As states to lower energies. [89, 60]

Fig. 2.4: (Top left) Character table of the point group Td and (top right) symmetry types of
the s, p and d orbitals and their respective representations. (Bottom) Molecular orbitals from a
transition metal M and four ligands L with sp3 hybridization in a tetrahedral coordination. We
can see the tetrahedral crystal field splitting ∆T within the red rectangle. Adapted from [115].

2.1.2 Brazilian Synchrotron Light Laboratory (LNLS)

A great portion of the techniques used to probe electronic properties of materials uses x-
rays, hence a good beam is essential. One of the ways to reach this is through synchrotrons, a
type of cyclic particle accelerator that uses varying magnetic fields to bend and accelerate the
particles in the storage ring. By bending electric charged particles (great majority of the time
they are electrons) with dipole magnets, they produce synchrotron radiation which is emitted
perpendicular to the particles trajectory. Quadrupole and sextupoles magnets are used to modify
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the beams cross-section.

Considering a standard procedure, these particles are first generated by an electron gun, go
through a linear accelerator and then into the booster, a (usually smaller) synchrotron where
they are accelerate to their maximum velocity. Finally they are moved to the storage ring, which
purpose is to maintain the particles speed. On each segment where the beam is bent, synchroton
radiation is emitted, thus a beam line can be placed there. Fine tuning of the beam for the
specific experiments being held is accomplished in the beamline. Experiments are carried out
at the experiment stations. In the straight sections of the storage ring we can find the insertion

devices called wigglers and undulators, they are periodic structures of dipole magnets. Wigglers
laterally deflect the beam creating a broad emission of synchrotron radiation, while an undulator
deflection is perpendicular to the orbit plane and beam direction. Undulators produce a narrow
radiation spectrum. Both types of insertion devices increase the flux and the brilliance of the
radiation output. All these elementary components can be seen in the Fig. 2.5.

Fig. 2.5: (Left) Schematic view of the linear accelerator, booster, storage ring, beamline and
experimental hall. (Right) Focusing and bending magnets, as well the insertion devices, wiggler
and undulator. Reprinted from [118].

The default polarization direction in synchrotrons is in the radial direction, which means it
is perpendicular to the beam while contained in the orbital plane. To see why, we first need
to take the Liénard-Wiechert field equations (Eq. 2.8 and Eq. 2.9) and work them towards the
relativistic generalization of Larmor’s formula Eq. 2.10.

B(r, t) = −µ0q

4π

 c n̂× ~β

γ2R2(1− ~β · n̂)3
+

n̂×
[
~̇β + n̂×

(
~β × ~̇β

)]
R(1− ~β · n̂)3


retarded

(2.8)

E(r, t) = − q

4πε0

 n̂− ~β

γ2R2(1− ~β · n̂)3
+

n̂×
[(

n̂− ~β
)
× ~̇β

]
cR(1− ~β · n̂)3


retarded

(2.9)
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d3W

dΩdω
=

q2

16π3ε0c

∣∣∣∣∣∣∣
∫ ∞
−∞

n̂×
[(

n̂− ~β
)
× ~̇β

]
(

1− n̂ · ~β
)2 eiω(t−n̂·~r(t)/c) dt

∣∣∣∣∣∣∣
2

(2.10)

where n̂ is the direction from the observer to the source, ~β is the velocity of the source, γ is the
Lorentz factor, R is the distance between the observer and the source, Ω is the solid angle and
ω is the frequency.

Now taking the case for small angles and inputting the beam trajectory (Eq. 2.11), which for
synchrotrons is a circumference, we get to Eq. 2.12, where θ is the angle between an in-plane
direction and another outside it, and K is a modified Bessel function of the second kind. The
K2

2/3(ξ) and K2
1/3(ξ) terms are responsible for the radiation power with a polarization direction

in the orbit plane and perpendicular to it, respectively. When we are looking only for the
radiation in-plane (θ = 0) only the former is kept, thus the polarization direction stays on the
orbit plane.

~r(t) =

(
ρ sin

β c

ρ
t, ρ

(
1− cos

β c

ρ
t

)
, 0

)
, ξ =

ρω

3cγ3
(1 + γ2θ2)3/2 (2.11)

d3W

dΩdω
=

q2

16π3ε0c

2ωρ

3cγ2
(1 + γ2θ2)

[
K2

2/3(ξ) +
γ2θ2

1 + γ2θ2
K2

1/3(ξ)

]
(2.12)

In our experiment we used the XDS beamline at LNLS-CNPEM [119], which provide hard
x-rays ranging from 5 to 30 keV. We made use of a 6+2 circle diffractometer that allowed the
sample to be rotated around all 3 axis, allowing a very complete investigation of the polarization
dependence of the XAS spectra of our samples. (Fig. 2.6).
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Fig. 2.6: (Left) The XDSs euler cradle, a 6+2 circle diffractometer, the angles used to probe the
sample, and the support for the sample red circled. (Right) Support for the sample.

2.2 FEFF Calculations

FEFF 8.4 code was used to simulate the absorption effects and calculate the electronic struc-
ture. The FEFF code implements ab initio calculations of a self-consistent multiple scattering
theory in real space (RSMS). The Green’s function formalism is adopted and core-hole effects
is taken into consideration. The code allows us to explore how different parameters contribute
to the XAS spectra. Of special interest to the present work is the control of the exchange inter-
action parameters, the cluster size adopted to calculate the scattering potential, the possibility of
making polarization dependent calculations and the projected local densities of states (LDOS).
Several spectra types of X-ray based techniques can be calculated but in this work we dedicate
our attention to the calculation of the XANES spectra. [120, 121].

The code can be broken into five main steps, namely (i) Dirac–Fock atomic calculation, (ii)
potentials and densities, (iii) embedded atomic cross sections and phase shifts, (iv) calculation
of the multiple-scattering Green’s function, and (v) spectral calculations.

In all cases, the FEFF code adoots a local density approximation (LDA) to calculate the
scattering potencial and electronic structure, and consider only one-electron transitions. There-
fore, effects of electronic correlations are essentially not captures by this type of calculation. In
this regard, agreement of the experimental spectra with FEFF calculations is usually interpreted
as a sign of weak electronic correlations in the material.
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Chapter 3

Results and Discussion

In the last chapter, we discussed in detail the experiments that we carried out at the LNLS
XDS beamline. In this chapter, we present our main results and analyses. As a guide to the
reader, we summarize some relevant point of the previous chapters:

• The Fermi surface properties of the FeScs is multiorbital and it is dominated by the Fe
3d orbitals. All relevant physics of the FeScs is due to states in the vicinity of the Fermi
level.

• Our Fe K edge XANES experiments probe the Fe 3d orbitals in an indirect way. Indeed,
it is only due to the Fe3dAs4p bybridization that we can probe the Fe 3d states. The As
4p orbitais are probed directly by the As K edge experiments.

• In our experiments, we choose to investigate the parent compound and samples that are,
in principle, on either on the hole or electron doped sides of the phase diagram.

We split this chapter in two sections. First, we present our data and analyses based upon
multiple scattering theory implemented by the FEFF code. Later, we present the results from
quantum chemistry calculations, obtained in collaboration. Part of our conclusions and early
assumptions are revised in view of the quantum chemistry calculations.

3.1 Data and FEFF XANES spectra analysis

In Fig. 3.1(c) and (d) are presented representative normalized (µ(E)) Fe and As Kedge
spectra of BaFe2As2 along with their respective spectra derivatives. The Fe K-edge XANES
spectrum presents five absorption features labeled by capital letters A−E. The features are po-
sitioned in the mid range between the maxima and minima of the spectrum derivative. Features
A − C are of electronic nature, while features D and E are predominantly due to scattering
processes [57, 58, 59].

The A feature sits at about EF, which is found to be EF ≈ 7111.6 eV. This feature is called
the pre-edge and is understood to stem from a dipolar transition from the Fe 1s to Fe3dAs4p
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hybrid bands. It comprises a series of energy levels located in a 1 − 2 eV bandwidth about
EF and expresses the properties of the FeAs tetrahedral coordination complex. Feature C, at
about ≈ 7118.6 eV, is the main atomic transition of the Fe K-edge and stem from Fe 1s → 4p

transitions. The Fe4p orbitals are well above EF and form metallic bands in the material.
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Fig. 3.1: (a) Composition (x) vs. T phase diagram for the Ba(Fe1−xMnx)2As2 and
Ba(Fe1−xCox)2As2 transition metal substituted iron arsenides. (b) Schematic representation
of the experimental geometry, defining the rotation angles φ, θ and χ as rotations around the x,
y and z axis, respectively. (c) Representative Fe K-edge normalized XANES spectrum (µ(E),
left axis) and its derivative (dµ(E)/dE, right axis). Capital letters A-E mark the transitions
and the dashed lines associate the features in the spectrum derivative to the spectrum. (d) The
respective data for the As K-edge, with capital letters F -G labeling the absorption features.
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The As K-edge XANES spectrum in Fig. 3.1(d) display two main features, which were
called F and G. The former identify the main As 1s → 4p atomic electronic transition which,
due to the As coordination, also includes contributions from Fe 3d orbitals. The latter is mainly
due to multiplet scattering processes and transitions to excited electronic states 6 eV above EF.
The F feature sits about EF ≈ 11864.3 eV.

In Fig. 3.2(a) − (c) it is presented the Fe Kedgespectra of BaFe2As2 for all investigated
rotations. In its local coordinate frame, rotating the sample is equivalent to change the incident
beam polarization, which leads to new selection rules for the dipole transitions. A θ rotation
is thus a control experiment, which does not change the beam polarization. Indeed, a direct
inspection Fig. 3.2(a) reveal that θ rotations do not change the spectra. A χ rotation probes
orbitals with planar components (as, for instance, the p-orbitals px and py) while φ rotations
probe orbitals with z symmetry, as pz orbitals.

The observed spectra intensity clearly increase under φ rotations (Fig.Fig. 3.2(b)) character-
izing the spectra anisotropy. The inset in Fig.3.2(b) display the difference spectrum, obtained
from making µ(E, φ = 45°) − µ(E, φ = 0). As it is clear, the anisotropy is strong in the
pre-edge (A feature) but persists in all regions of the electronic transitions, peaking again close
to the main edge (C feature). The red arrow in the figure calls attention to the fact that the
baseline of the spectra coincides in the region below the EF, excluding a systematic shift of the
background signal as a source of the effect.

The significant increase in the pre-edge intensity for a φ rotation, therefore, shows that the
relative hybridization and occupation of the As 4px,y,z are not equivalent, suggesting that the As
4pz orbitals hybridize to form states with a higher density of unoccupied states. The observed
lack of in plane anisotropy for a χ rotation is expected since the px, py orbital degenaracy is
not broken in tetragonal symmetry. In addition, the very observation of the XAS polarization
dependence is to be noted, since in systems of itinerant electronic states the ligands are expected
to be weak due to screening by conduction electrons. These results add to the importance of the
local electronic properties of itinerant magnets [14].

In Figs.Fig. 3.2 (d)−(e), it is shown the AsK-edge spectra data. Here, one can also observe
that θ rotations do not change the spectra, which is also the case for χ rotations. Again, the
spectra are clearly anisotropic for φ rotations, with the absorption edge becoming more intense.
This result provides a direct assessment of the As 4pz relative lower electronic filling and larger
anisotropic orbital character. Calling attention to the red arrow in Fig. 3.2 (e), showing that the
baseline of the spectra coincides in the region below the Fermi level. In the inset, it is shown
the difference spectra which evidences the large anisotropy of both F and G features.
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Fig. 3.2: (a)−(e) Polarization dependence of the FeK-edge and AsK-edge XANES spectra of
BaFe2As2. The open red circles in the insets of panels (b) and (e) show the difference spectrum
(µ(E)φ=45 − µ(E)φ=0) with the dashed lines marking some representative energy positions.

The next step is to investigate the composition dependence of the above effects. We start
by inspecting the Fe K-edge of Mn and Co doped samples. Their XANES normalized spectra
(µ(E)) are presented in figures Fig. 3.3(a) − (f). The Co doped sample is slightly overdoped
with TSC ≈ 22 K while the Mn doped sample does not display SC (see Fig. Fig. 3.1(a)).
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Their putative electronic effects, however, would be symmetric with respect to hole and electron
doping making these samples ideal for our studies. Concerning θ and χ rotations, the results
are similar to what was found in the parent compound, while the data for φ rotations suggest a
weak composition dependency of this anisotropy.
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Fig. 3.3: Polarization dependence of the Fe K-edge XANES spectra of (a) − (c)
Ba(Fe0.92Mn0.08)2As2 and (d) − (f) Ba(Fe0.92Co0.08)2As2 as a function of the polarization as
indicated in figures. In all cases, the normalized intensities (µ(E)) are presented. The open red
circles in the insets of panels (b) and (e) show the difference spectrum (µ(E)φ=45 − µ(E)φ=0)
with the dashed lines marking some representative energy positions.
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Indeed, in the case of the Ba(Fe0.92Mn0.08)2As2 sample, the relative change of the pre-edge
intensity is slightly more pronounced while the other edge features are comparable. The in-
sets in figures Fig. 3.3(b) and (e) present the difference spectra for the Mn and Co substituted
samples, respectively, and show this effect in more detail. Moreover, the C feature remains
markedly anisotropic under φ rotations, showing that Fe4pz orbitals form bands with a higher
unoccupied density of states than the Fe4px,y orbitals. This particular result for the BaFe2As2
parent compound and doped materials is in contrast to the case of SmFeAsO [141]. In addition,
as in previous XANES experiments of iron arsenides, the C feature is not much affected by
Co-doping [57, 58, 89, 60] and is here shown to be unaffected by Mn doping as well.

Further investigation on the composition effect is shown in figure Fig. 3.4(a) − (c). To
quantify the intensities anisotropy as a function of φ, the Fe K-edge spectra was fitted by a
series of Lorentzian (the A1 and A2 peaks) and Gaussian (the B, C, D and E peaks) lineshapes
plus a Fermi-Dirac function as in figure Fig. 3.4(a). The two peaks in the pre-edge region are
clearly present in high-resolution experiments [60] and are suggested by the analysis of our
spectra derivatives. Indeed, adopting two peaks is instrumental to extract a consistent fitting
analysis. The resonance intensities Ipeak are estimated from the peak areas, as in the shades
of figure Fig. 3.4(a). In figures Fig. 3.4(b) − (c), respectively, were plotted the IA1 and IB
normalized intensities as functions of φ for the compositions as indicated. Each data set is
normalized as Ipeak(φ)/Ipeak(φ = 0).

TheA1 peak of the Mn substituted sample is distinctly more anisotropic, but the composition
effect is not present in the case of the B feature. Since the latter lies ≈ 3eV above EF, it
would be hardly affected by doping, as observed. A naive interpretation about the effect of
Mn substitution is that Mn “doping” fills the Fe3dAs4p hybrid bands with holes, increasing the
amount of unoccupied states. At the present “doping” level, however, Mn impurities do not act
as charge dopants to BaFe2As2 [152, 153] and we shall return to this discussion later.

In figure Fig. 3.4(d)−(f) we show polarization dependent FEFF calculations of the BaFe2As2
Fe K- edge. In figures Fig. 3.4(d) and (e), the calculated spectra and their derivatives are, re-
spectively, compared to experimental data. The FEFF calculations capture the B − E features
position but the A feature, however, is not reproduced in our calculations. Indeed, FEFF calcu-
lations do not capture in full the properties of bound states [143, 144, 120]. In turn, the lack of
the A feature on the FEFF calculated spectra further indicates the correlated nature of the Fe3d

states in our material. Even in the cases of features B−E, the spectra polarization dependence
is not captured in full, which is investigated in greater detail in figure Fig. 3.4(f).

In figure Fig. 3.4(f), we take advantage of the real space nature of FEFF calculations and
present results for distinct cluster sizes. As can be observed, the calculated spectra are almost
isotropic for small clusters, with the effect developing for larger clusters. The presence of the
electronic features B and C are reproduced even for the 4 atom cluster, which includes only
the 4 As ligands, and becomes better defined for the larger clusters. Features D and E develop
only for clusters including the first 4 Fe and 2 Ba neighbors respectively. The inset in this
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figure shows the difference spectrum (µ(E)φ=45 − µ(E)φ=0) from experiments and from FEFF
calculations. The B and C features polarization dependencies are poorly reproduced for all
clusters, while the data for the D and E features (and the XAS region at further higher energy)
are well reproduced by the larger cluster calculations.
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Fig. 3.4: (a) FeK- edge XANES spectra of BaFe2As2 (φ = 0 and φ = 45°) and their respective
phenomenological fittings. As shown, two peaks, termed A1 and A2 peaks are included to
describe the pre-edge A feature. The shaded regions below the curves are the peak areas which
are adopted to describe the resonance intensities. The obtained intensities are presented in (b)
and (c) for, respectively, the A1 pre-edge peak and the B edge peak as a function of φ and
composition as indicated. In (d) and (e) we present polarization-dependent FEFF calculations
of the Fe K-edge spectra and compare the results to experimental data. In panel (f), we show
FEFF calculations for distinct cluster sizes as indicated. In the inset, we present the difference
spectrum (µ(E)φ=45 − µ(E)φ=0) from experiments (open orange circles) and the from FEFF
calculations (black, red and blues lines are for 4, 69 and 282 atom clusters, respectively).
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Now turning to the As K-edge experiments of other compositions. In Fig. 3.5(a) − (f),
the normalized intensities (µ(E)) of the As K-edge XANES spectra of the doped samples are
presented. Again, the measured spectra are isotropic under θ and χ rotations. In the case of φ ro-
tations, however, both Ba(Fe0.92Mn0.08)2As2 and Ba(Fe0.92Co0.08)2As2 spectra are polarization-
dependent but this time the composition is straightforwardly observed by direct inspection of
Fig. 3.5(b) and (e). The inset of the same figures presents the respective difference spectrum
(µ(E)φ=45 − µ(E)φ=0). The insets are in the same scale, making it clear that the XANES
anisotropy is larger for the Mn rich material. Moreover, it is also clear that edge anisotropy of
the Co doped sample decreases when compared to the case of the parent compound, while it
increases for the Mn containing sample. Since the As K-edge is a direct probe to the proper-
ties of the As 4px,y,z orbitals sitting at about EF, the distinction between the localization and
occupation of the As 4pz orbitals should be more evident, as observed.

The anisotropy of the post edge feature at about 11870 eV, which is about 5 eV above the
Fermi level, is also affected by composition, being less intense for the Co doped sample. This
feature contains a series of contributions from As and Fe p states and Ba s states forming hybrid
bands with d states from As and Ba atoms, as we shall see in the FEFF calculations for the As
K-edge (see Fig. 3.6(e)). In all cases, it is more intense for the in plane polarization, indicating
that it is dominated by unoccupied states of 4px,y symmetry. Since this feature is well above
the Fermi level, the composition effect is most likely due to the direct effect of the impurity
scattering potential and we conclude that Mn dopants act as stronger scattering centers when
compared to Co dopants [154, 155].

To estimate the composition effect in the edge intensity anisotropy as a function of φ (I(φ)),
we adopt again the integrated areas of the edge features as the approximation to I(φ). This
time, we make a direct integration of the experimental data, as exemplified in figure Fig. 3.6(a)

in the case of the Mn doped sample. For each φ we obtain I(φ) and then we normalize the data
as I(φ)/I(φ = 0). Results for all samples are shown in figure Fig. 3.6(b). The error bars are
estimated by small variations of the integration region. In comparison to the parent compound,
the effect of Co doping is clear, while the effect of Mn doping is weak but significant.

In Ref. [89], Co doping is suggested to donate electrons to As derived orbitals. Here, we
show that the electrons contributed by Co doping go preferentially to the unoccupied As4pz
states, characterizing a distinct charge doping anisotropy by Co dopants. By adding electrons
to orbitals along the c-axis, Co doping unbalances the electron and holes contributions to the
transport along this direction, increasing the incoherent scattering in this direction. We thus
support the interpretation given in Ref. [156] to the observed BaFe2As2 inter plane resistivity
anisotropy and its increase with Co doping [157, 156]. Moreover, our results provide a real
space picture of the evolving 3D character of the BaFe2As2 electronic structure as previously
probed by angle resolved photoemission spectroscopy (ARPES) [158].
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Fig. 3.5: Polarization dependence of the As K-edge XANES spectra of (a) − (c)
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with the dashed lines marking some representative energy positions.
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On the other hand, the mechanism for the anisotropy increase caused by Mn substitution
cannot be ascribed to any change in the electronic filling, as above discussed. Supported by the
above analysis of the As post edge feature, we interpret that, instead, Mn dopants are increasing
the As4pz anisotropy because the orbitals are becoming more localized. This interpretation
provides as well a mechanism for the localization of the Fe3dAs4p hybrid bands, with relevant
consequences to Fe-derived electronic states. Indeed, resonant inelastic X-ray scattering (RIXS)
experiments at the Fe L3 edge could show that isoelectronic substitutions (P and Mn) can push
BaFe2As2 to a correlated phase [147, 159].

To extract more information from our As K-edge experiments, we performed polarization-
dependent FEFF calculations. We aim at describing two effects: the spectra anisotropy and
the composition dependence of this effect. In figure Fig. 3.6(c) we compare the experimental
and calculated As K-edges of BaFe2As2 for φ = 0 and φ = 45° . The overall spectral shape
and anisotropy are well reproduced but there is a lack of detail in the effect of the anisotropy.
In the calculations, the edge peaks nearly coincide while in the experiments the edge intensity
of the φ = 45° spectra sits above the φ = 0 spectra for all compositions. The absorption
features relative positions are well reproduced by calculations, as can be observed in the spectra
derivatives shown in figure Fig. 3.6(d).

To simulate the effects of chemical substitution, we performed FEFF calculations replacing
one in ten Fe atoms with a dopant (either Mn or Co). This is equivalent to a x = 0.1 com-
position, which is close to our samples for which x = 0.08. Three dopant distributions were
calculated and then averaged out. In the inset of figure Fig. 3.6(d), we compare the difference
spectrum (µ(E)φ=45 − µ(E)φ=0) obtained from the BaFe2As2 data (open red circles) and from
FEFF calculations of the parent compound and substituted samples (thick lines). As can be ob-
served, the edge polarization dependence is partially reproduced but only a small composition
effect is observed in the FEFF calculations.

In figure Fig. 3.6(e), we show the element (site projected) and orbital projected local density
of states (LDOS) obtained from FEFF calculations. At the top of the panel, the FEFF calculated
As K-edge spectrum BaFe2As2 is reproduced for comparison. It shows that the main edge is
dominated by As 4p states, as expected. Moreover, the high density of Fe 3d states about the
edge position allows the formation of Fe3dAs4p hybrid bands making the As K-edge transition
sensitive to this mixing. In the case of the post edgeG feature, it is suggested that it is comprised
by a series of contributions from As and Fe p states and Ba s states forming hybrid bands with
d states from As and Ba atoms.

FEFF calculations give a fair description of the one-electron scattering in the cluster scat-
tering potentials which is here calculated for a large self-consistent radius. In this context, the
effects of electronic filling due to either Mn or Co impurities should be described by FEFF, but
is here observed to be much weaker than what is observed in experiments. Therefore, our FEFF
analysis further supports that the effects of Mn and Co substitutions do not fit in a simple rigid
band shift scenario.
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Fig. 3.6: (a) Normalized intensities (µ(E)) of the As K-edge XANES spectra of
Ba(Fe0.92Mn0.08)2As2 for φ = 0 and φ = 45°. In each case, the panel shows the spectrum
region taken into consideration to perform the numerical integration that represents the F fea-
ture intensity (IF (φ)). (b) The polarization dependence of the F peak intensity as a function
of φ, for all compositions. (c)-(d) Polarization-dependent FEFF calculations of the As K-edge
of BaFe2As2 spectra compared to experimental data. The inset in panel (d) present the dif-
ference spectrum of the BaFe2As2 data (open red circles) compared to FEFF calculations of
Ba(Fe1−xMx)2As2, with M = Mn or Co and x = 0.1 (see main text). (e) FEFF calculated site
and orbital projected LDOS of BaFe2As2. FEFF calculations of µ(E) are reproduced on the top
of the LDOS calculations for comparison.
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3.2 Quantum Chemistry Calculations

While our FEFF calculations for the Fe and As K-edges are able to support some aspects
of our discussion of the experimental results, it is clear that many aspects of the physics of
our system are not captured. This is nothing but an expression of the still unresolved character
of the electronic states of the FePns materials, that lay in the border between strong and weak
electronic correlations. We thus resort to quantum chemistry calculations of the electronic prop-
erties of a single FeAs4 distorted tetrahedron, within a multiconfigurational calculation of the
orbital states [145, 146, 150, 151]. These calculations were performed by an in group collabo-
ration and its results were discussed by all group members collaborating in this project.

Being XANES a local probe to electronic structure, it is reasonable to assume that the elec-
tronic structure of a single FeAs4 distorted tetrahedron can be connected to the pre-edge feature
which, insofar as the Fe K-edge is concerned, is the main focus of our paper. Our results are
presented in figure Fig. 3.7 and in table Tab. 3.1.

The multiconfigurational calculations results show that the first set of unoccupied states are
indeed ligand field (or crystal field) levels formed by hybrid orbitals from Fe3d and As4p states.
In our discussion, we name the |a∗1〉, |b∗2〉, |e∗〉 and |b∗1〉 molecular orbitals by their Fe 3d main
character, respectively, dz2 , dxy, dxz/dyz and dx2−y2 . The calculated ligand field splitting of only
≈ 0.3 eV is in qualitative agreement with previous calculations [160].

From table Tab. 3.1 and from the isosurface plot of the molecular orbital wavefunctions in
figure Fig. 3.7, one can observe that all dxy, dxz/dyz and dx2−y2 hybridize with the As 4px,y,z

orbitals. The dz2 and dxy orbitals appear in our calculations as nearly degenerate states and
are indicated to be virtually double occupied. Electronic transitions are thus dominated by the
dxz/dyz and dx2−y2 hybrid orbitals.

Iron orbitals (MO symmetry) 3dz2 (a∗1) 3dxy (b∗2) 3dxz, 3dyz (e∗) 3dx2−y2 (b∗1)

Ligand Field Relative energies / eV 0.000 0.002 0.260 0.308

2*Fe orbitals 4pz 4.48 2.25

4py and 4px 5.80 10.32 5.80

2*As Orbitals 4pz 2.75 2.00 2.38

4py and 4px 0.89 4.15 7.79 5.80

Tab. 3.1: Metal and ligand orbital composition of the FeAs4 ligand field molecular orbitals.
Numbers are given in percentage of normalized wavefunctions. The Final orbital composition
analysis was performed adopting the Ros-Schuit partition method via the Multiwfn program
[164].

All the dxz/dyz and dx2−y2 display contributions with pz orbital character and therefore
contribute to the increase of the spectra intensity for φ rotations. It should be noted that even
if the dxy orbital were not double occupied, it would not contribute to this, since they present
no mixing with pz orbitals. The calculated hybridization pattern of the ligand field orbitals is
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imposed by the specific properties of the FeAs4 complex. Indeed, the D2d symmetry would
allow the mixing of pz orbitals into the dxy orbital, while it would prevent any pz orbital mixing
with dx2−y2 .

Fe 1s

Double
Occupied MOs

Ligand 
Field 

Orbitals

Virtual MOs

E

Fig. 3.7: Left panel: energetic ordering of fully occupied, ligand field and virtual orbitals as
obtained from our calculations. Right panel: ligand field molecular orbitals and their ground
state configuration based on CAS(6,5)/NEVPT-2/Def2-TZVPP approach [150]. Isosurfaces
values are set to 0.006. Our results indicate a ligand field splitting of 0.308 eV. Ligand Orbitals
are plotted via the Gabedit program [163].

The most prominent feature to be observed from the calculations, is the contribution from
the Fe4p states to ligand field orbitals, forming Fe3d4p hybrid states. This local pd hybridization
is acquired by the Fe3d states as a formal way of reducing their antibonding character, which
is implied by the As−3 π-donation. This effect is a mechanism for the localization of the Fe3d

states, as observed in other coordination complexes [161]. As a consequence, the pre-edge
peak in the Fe K-edge can be attributed to Fe3d4p hybridization in Fe complexes [162] and
our findings propose that we should reconsider the nature of the pre-edge transition of the Fe
K-edge of the FePns materials. Indeed, so far in our discussion, as well as in previous works
[86, 133, 139, 140, 141], the contribution of the Fe4p states to the pre-edge was overlooked. We
shall argue that this local hybridization is key to understand the effects of Mn substitution.
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First, we expect that via the Fe3dAs4p mixing, the Fe K-edge results should mirror that of
the As K-edge, as observed. This expectation, however, does not take into account that the pre-
edge intensity may be dominated by transitions to the Fe3d4p states. This is likely the case of
FeSe materials [142], for which the Se K-edge clearly indicates that the Se4px,y planar orbitals
dominate the density of unoccupied states, while the contrary is concluded from the FeK-edge.

Mn substitution may weak the Fe3dAs4p mixing, making the Fe orbitals more localized
through the mechanisms above explained. In turn, this would make the Fe3d4pz mixing stronger,
increasing the observed polarization dependence. In the same direction, the As 4p will also be-
come more localized, rendering the As K edge spectra more anisotropic. Both effects are
observed in figures Fig. 3.4(b) and Fig. 3.6(b) and we propose that this is the mechanism re-
lated to Mn substitution in BaFe2As2: Mn impurities localize the Fe3d states by changing the
Fe3dAs4p mixing. In turn, it shows that hole doping is not the only active mechanism pushing
BaFe2As2 to a more correlated Mott phase.
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Chapter 4

Summary and Conclusions

This last chapter will be split into two parts: the first one containing the experimental
overview and results, which mainly concerns the polarization dependence of the experimen-
tal XAS; and a second one, where we shown a quick roadmap of the FEFF results and its
implications. In this roadmap we shall discuss how we eventually reached an understanding
about the results from FEFF calculations.

4.1 Experimental Work

We have investigated the polarization dependence of the Fe and AsK-edges XANES spectra
of BaFe2As2 and chemically substituted Mn and Co materials of this parent compound. In the
case of the Fe K-edge, we focused our analysis on the transitions allowed by Fe3dAs4p hybrid
orbitals that spam the pre-edge structure of the FeK-edge spectra. In the case of the AsK-edge,
we focused on the edge transitions, probing the As 4px,y,z orbitals.

The polarization dependence indicates that Co doping populates preferentially the hybrid
bands with unoccupied states along the c axis (pz orbitals), as concluded from the strong re-
duction of the As K-edge anisotropy. This is a distinct anisotropic charge doping effect, which
may be connected to the transport properties and ARPES experiments of Co doped BaFe2As2
[156, 157, 158].

Mn substitution, while not changing the material electronic filling, increases the anisotropy
of the probed electronic states. We attributed this finding to a delicate interplay between the
local Fe3d4p and the metal-ligand Fe3dAs4p mixings, with Mn substitution favoring the Fe3d

localization by hindering the Fe3dAs4p mixing.

In all cases, the XANES polarization dependence revealed a higher density of unoccupied
state for orbitals with pz character, with the results from the Fe K-edge mirroring those of the
pnicitideK-edge. Our quantum chemistry calculations show this is not the only result that could
be expected, since the local Fe3d4p hybridization also contributes to the pre-edge transitions and
may dominate its polarization dependence. This is likely the case of FeSe materials [142]. One
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can thus state a clear distinct behavior of the electronic states of iron arsenides and selenides,
with the former presenting a stronger Fe3dAs4p hybridization, which favors the occupation of
orbitals with planar geometry, while orbitals along the c-axis remain unoccupied. Our findings
thus suggest that interplay between the local Fe3d4p and the metal-ligand Fe3dAs4p mixings is
common thread of the FePns electronic structure, unveiling the key role played by Fe 4p states.

4.2 FEFF Studies

Over the time we were trying to reproduce our XANES spectra through FEFF calculations,
one of the investigations of how each parameter could affect it has lead us into a decisive ques-
tion: which features on our simulations were we looking at?

The real part of the exchange correlation potential Vr was responsible for a constant shift
on the Fermi level, thus being able to modify the displayed features. More concerning, the pre-
edge features. After an extensive study on this parameter, we were able to identify two main
scenarios, the first where we do reproduce a pre-edge for Vr = 3.15 (Fig. 4.1), presupposed
correctly, and another where we don’t for Vr = −1.25 (Fig. 4.2). Although it is known that
FEFF can simulate pre-edges, they could be there for the wrong reason, as the code is limited to
the (extended) continuum spectrum beyond the Fermi level, which means that the bound states
are not generally included.

To settle down which way we were going, the polarization dependence was analyzed. In the
case where the pre-edge is found, it was expected to see an increase in the intensity from φ = 0°
to φ = 45°, as seen in the experiment. However, that’s not the case for any value of Vi between
0 and 1 (more values were tested and omitted for a better view), the potentials pure imaginary
“optical” part, responsible for the an uniform decay, essentially the smoothness of the transition
peaks. This is a decent evidence that the observed pre-edge on the simulations isn’t driven by
the right mechanisms, being an artifact. Another argument that could be used is the fact that
the resonance positions below the Fermi level in the FEFF calculations with a pre-edge do not
match with the experimental data.

This has lead us to believe that the correct path is indeed the one where a pre-edge isn’t
displayed. The fact the FEFF do not offer a fair description of the Fe K-edge data, turned
out to be rather relevant to our idea to relate our experimental results to quantum chemistry
calculations, as presented in the previous chapter and in our conclusions.
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Fig. 4.1: For the pure sample at the Fe K-edge, FEFF calculations with different values of Vi
of 0 (black), 0.5 (red) and 1 (green), for Vr = 3.15. Continuous lines for φ = 0° while dashed
lines are for φ = 45°.
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Fig. 4.2: For the pure sample at the Fe K-edge, FEFF calculations in black and experimental
data in red, with continuous lines for φ = 0° while dashed lines are for φ = 45°. A value of
Vr = −1.25 was used.
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Appendix A

Diamond Anvil Cell

A.1 Concept

It is possible to perform experiments under high-pressure in few ways, one of them had its
initial concept first developed by Percy W. Bridgman in 1905 known as Bridgman anvils. The
sample is compressed between two tungsten carbide (WC) anvils, which goal is to increase the
pressure applied with the help of hydraulic press, reaching up to few GPa [122]. It was only in
1958 that the WC anvils were replaced by diamond anvils, giving birth to the Diamond Anvil

Cells (DAC) [123], which with further improvements would allow pressures in the range of
hundreds of GPa. Another integral part of the design of DACs that can be noticed Fig. A.1
is the gasket. This is a metal disk whose goal is to contain both the sample and a pressure
medium, which in the end what allows one to perform experiment with hydrostatic pressure on
the sample. This pressure medium depends on the desired pressure range for the experiments,
with silicon oil and methanol-ethanol mixtures being among the most common ones. Within the
gasket chamber it is also usual to insert a small piece of ruby, which helps on the temperature
and pressure calibration via its fluorescence lines.
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Fig. A.1: (Left) Bridgman anvil cell concept, where the sample is compressed by two WC
anvils, increasing the pressure applyed by the hydraulic press. (Right) Diamond Anvil Cell
concept, where the anvils are now made of diamonds. The gasket allows a filling around the
sample, called the pressure medium, which helps creating a hydrostatic pressure, adapted from
[124].

The use of DACs quickly spread mainly because of two reasons: i) the new high-pressure
ranges and ii) because its anvils are made of diamond, which is transparent to a large range in
the electromagnetic spectrum, therefore being a good device for experiments with x-rays, such
as spectroscopy. With the rush on this new-found path, many designs were developed, but all of
them can be understood as being focused on one of two different experimental geometries, the
transmission\axial and the reflection\radial (Fig. A.2). Each one of them has it owns advantages
and disadvantages. For example, the former has a lower mass, lower angle opening and it gives
better results for thinner samples, and the latter has a higher mass, higher angle opening and
allows thicker samples (Fig. A.3). All these parameters have to be taken into account when
planning the experiment, as well as the material the DAC is made, which can influence in,
for instance, magnetic properties measurements or in the temperature control. In addition, the
DAC aperture angle is a critical parameter in x-ray scattering experiments, since it restricts the
available region in the reciprocal space that can be probed.

Fig. A.2: Two experimental setups for the DACs, (a) transmission (axial) where the beam goes
through the diamonds and the sample, and (b) reflection (radial) geometry, where the beam goes
through the gasket and the sample, adapted from [125].
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DACs are essentially made of two pieces (Fig. A.3b) that fit perfectly together, each with
a diamond of the same cullet size. Screws are added so that they don’t rotate and misalign the
diamonds, which would increase the odds of breaking them while also lowering the maximum
pressure that can be applied with the device. The pressure on the sample can be remotely raised
by a thin membrane on the top of the DAC, which is filled with liquid helium or nitrogen.

They can be used for a wide range of experiments, which includes but are not limited to,
XAS, XRD, XANES, RXS, NRXMS and XMCD.

Fig. A.3: Examples of DACs models for both experimental setup geometries, used in CNPEM-
LNLS. a) and b) shows a axial type closed and opened, respectively, with a width of 56mm
and 32mm diameter. c) Close-up on the diamond, where the cullet (spot where the sample is
compressed, with diameter ranging from 150µm to 900µm) can be seen and the ballpoint pen
for size reference. d) and e) shows the panaromic cell optimized for the radial setup, made of
beryllium-copper (BeCu).

As for the gasket, it also needs to perfectly fit both diamonds cullets, otherwise the exper-
iment can be put in risk. For this a small disk made of stainless steel, beryllium-copper or
rhenium is taken and indented with the diamonds (Fig. A.4a), and then taken into the electric
discharge machine where the sample chamber will be created (Fig. A.4b-d). Rhenium gaskets
are harder, being drilled using laser and with the proper safety protocols.
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Fig. A.4: a) Schematic view of the indentation proccess, adapted from [126]. b-d) shows the
sample chamber creation proccess via electric discharge, and e) is the finished gasket (stainless
steel on the left and beryllium-copper on the right).

A.2 New Panoramic Cell Design

A DAC that is suitable for scattering experiments possesses a large angular aperture and
is called a panoramic DAC. Although it is already possible to use the current panoramic cell
displayed in Fig. A.3(d-e) in CNPEM, this existing device it is too heavy, handicapping the
lowest temperature that can be reached in any cooling system. Moreover, it is also too large for
the new cryostat recently manufactured for the new Sirius installations in CNPEM, hence the
need of a new design that can take account of all these difficulties.

We have thus proposed a new design. The project was made using Autodesk® Inventor®

CAD 2020 software, used for professional-grade 3D mechanical design, documentation, and
product simulations, which includes mechanical stress analysis, that is one the most relevant
parameters for the safe operation of the DAC.
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Fig. A.5: New panoramic cell design to be manufactured and tested. a) Full view, b) Half cutted
and c) close-up on the center. Labeled in red we have 1-inflatable membrane for the pressure
control, 2-auxiliary screws for the DACs assembly, being removed for the experiment, 3-WC
seat and 4-WC rocker.

Due to the COVID-19 pandemic, the manufacturing and testing of the new panoramic cell
was delayed. Still, the mechanical stress analysis was solid even using the default stainless
steel and beryllium-copper alloy. The first prototype will be commissioned no latter than
March/April of 2022 and will be available for experiments already in 2022.
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Appendix B

Scientific Outputs

B.1 Papers

• Submitted: “Orbital Localization and the Role of the Fe and As 4p Orbitals in BaFe2As2
Probed XANES”.

Authors: Alvaro G. de Figuereido, Marli R. Cantarino, Wagner R. da Silva Neto, Kevin R.
Pakuszewski, Rogério Gossi, Denise S. Christovan, Jean C. Souza, Pascoal G. Pagliuso,
Cris Adriano and Fernando A. Garcia.

• Submitted: “ARPES experiments of Ba(Fe1−xMx)2As2 (M= Co or Cu): the role of tran-

sition metal substitution and Fermi surface properties at small x”.

Authors: Kevin R. Pakuszewski, Marli R. Cantarino, Alvaro G. de Figuereido, Lauro B.
Braz, Mário M. Piva, Gabriel S. Freitas, Pascoal G. Pagliuso, Wendell S. Silva, Fernando
A. Garcia and Cris Adriano.

B.2 Events

• Poster presentation at 28th RAU (Annual Users Meeting) of LNLS/CNPEM, “The elec-

tronic structure of Ba(Fe1−xTMx )2As2(TM = Mn or Co) probed by XAS at the Fe and As

K-edges: angular dependence”.
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