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"Our responsibility is to do what we can, learn what we can, 
improve the solutions, and pass them on" 

Richard P. Feynman 
Nobel Prize in Physics in 1965 



Abstract 

 

In the present work, we have investigated the application of InAs/GaAs 
submonolayer quantum dots (SML-QDs) as a new type of nanostructures 
for mid-infrared detection, which are slowly replacing conventional 
Stranski-Krastanov quantum dots (SK-QDs) in some specific applications. 
Photoluminescence (PL) and cross-seccional scanning tunneling 
microscopy (X-STM) were used to investigate and optimize their growth 
conditions. Subsequently, several infrared photodetectors based on 
InAs/GaAs SML-QDs were grown by molecular beam epitaxy, processed 
in a clean room by photolithography, and finally tested extensively to 
determine how their performance improves when grown with a (2×4) 
surface reconstruction, achieved either at low temperatures (490 C) with a 
low As flux (8.010-8 Torr) or at high temperatures (528 C) with a high As 
flux (7.010-7 Torr). Since one drawback of SK-QDs is their low surface 
density—which is roughly 10-100 times lower than that of SML-QDs—we 
also propose a way to further increase their density using the seed concept. 
By pre-depositing InAlAs quantum dots, which naturally have a density  
10 times higher than InAs SK-QDs, the strain field generated by the first 
layer of InAlAs QDs can serve as a seed to nucleate the second layer of 
InAs QDs, which helps to increase their density when the separation is kept 
small. 

 

Keywords: Photodetectors; Quantum dots; InAs Submonolayer; 
Molecular beam epitaxy; InAlAs. 

 

 

  



  



Resumo 

 

No presente trabalho, investigamos a aplicação de pontos quânticos de 
submonocamada de InAs/GaAs (SML-QDs) como um novo tipo de 
nanoestruturas para a detecção de radiação no infravermelho médio, que 
vem aos poucos substituindo os pontos quânticos convencionais de 
Stranski-Krastanov (SK-QDs) em algumas aplicações específicas. As 
técnicas de fotoluminescência (PL) e microscopia de varredura por 
tunelamento em seção transversal (X-STM) foram utilizadas para 
investigar e otimizar suas condições de crescimento. Posteriormente, vários 
fotodetectores de radiação infravermelha baseados em SML-QDs de 
InAs/GaAs foram crescidos por epitaxia de feixe molecular, processados 
em uma sala limpa por fotolitografia e, finalmente, testados extensivamente 
para determinar o desempenho deles quando crescidos com uma 
reconstrução de superfície (2 × 4) que pode ser alcançada em baixas 
temperaturas (490 C)  com baixo fluxo de As (8.010-8 Torr)  ou em altas 
temperaturas (528 C) com alto fluxo de As (7.010-7 Torr). Como uma das 
desvantagens dos SK-QDs é a baixa densidade superficial deles—que é 
aproximadamente 10-100 vezes menor que a dos SML-QDs—também 
propomos uma maneira de aumentar a densidade dos próprios InAs SK-
QDs usando o conceito de semente. Ao pré-depositar pontos quânticos de 
InAlAs, que naturalmente possuem uma densidade cerca de dez vezes 
maior que a dos SK-QDs de InAs, o campo de tensão gerado pela primeira 
camada de QDs de InAlAs pode influenciar a nucleação dos SK-QDs de 
InAs na segunda camada, o que contribui para aumentar a densidade de 
nanoestruturas na camada superior quando a camada de GaAs entre as duas 
é mantida muito fina. 

 

 

Palavras-chave: Fotodetectores; pontos quânticos; submonocamada de 
InAs; epitaxia por feixe molecular; InAlAs. 
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Figure 4-12: (a) JEM-2100F TEM of the Brazilian Nanotechnology 
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map. Again, very small 1-3 nm wide clusters may be observed but are more 
likely due to lack of resolution (noise average during processing). 

Figure 4-15: (a) Scheme of the working mechanism of a STM, showing 
the tip, sample, piezoelectric scanner for x-y-z tip motion, feedback 
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tunneling microscopy (usual STM technique) and (b) cross-sectional 
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sample #B2 contained SML-QDs formed by repeating six times 0.5/2.5 
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#B2 taken at bias a voltage of –2.1 V and a tunneling current of  It =  
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Figure 5-4: PL spectra of SML-QDs consisting of 0.5 ML of InAs and  
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growth rate. The FWHM values are 10.5 meV and 16.4 meV for high and 
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0.65 ML, respectively. 
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tunneling current It = 50 pA. The arrow indicates the growth direction 
[001]. The bright (yellow) spots represent In-rich regions, while the rest of 
the images consists of the crystalline GaAs matrix (blue lines).  

103 
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Figure 5-11: Structure of set of samples #F1 consisting of X cycles of  
0.3 ML of InAs + 0.7 ML of GaAs—with X= 5, 7, 8, 9, or 11—to be 
checked by AFM (no cap layer). 
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SK growth mode to produce conventional SK-QDs. The critical thickness 
of In0.3Ga0.7As deposited on top of GaAs was measured to be 9.30 MLs 
using the RHEED technique. 
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112 
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Figure 6-1: Clean room (ISO 6) of the “Laboratório de Novos Materiais 
Semicondutores”.  On the left side, the mask aligner can be seen, while on 
the right side, there are two chemical hoods for photoresist handling 
(spinning and baking) and chemical etching of the samples. 
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Figure 6-2: The main steps of the processing of a photodetector: (I) sample 
and its structure, (II) photoresist spinning, (III) mesa mask and exposure, 
(IV) positive development, (V) etching down to the bottom contact, (VI) 
removal of photoresist (stripping), (VII) photoresist spinning, (VIII) 
contact mask and exposure, (IX) development, (X) metallization, (XI) lift-
off, (XII) wire bonding. 
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Figure 6-3: (a) E-beam deposition system with the deposition chamber 
(right), turbomolecular vacuum pump (center), control computer (left), and 
power + control units of the electron beam (bottom, in black). (b) 
Illustration of the e-beam evaporation process. 

118 

Figure 6-4: (a) Rapid thermal annealing system with a quartz tray and 3" 
Si wafer to lay the samples on. (b) RTA model AccuThermo AW 610 
without its cover, showing top and bottom banks of 1 kW halogen lamps in 
the oven unit. 
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Figure 6-5: (a) Probe station equipped with four probes controlled by 
mechanical xyz translators, a microscope, and a CCD camera. The 
equipment is installed inside a grounded metallic box to reduce noise and 
allow measurements in the dark. The semiconductor parameter analyzer is 
connected to the four probes via low-noise triaxial cables enabling high-
sensitivity IV curves. (b) Testing a mesa (black squares have an area of 
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400400 µm2) with two probes. One probe touches the top contact (gold 
squares have an area of 100100 μm2) while the other touches the bottom 
contact common to all mesas. 

Figure 6-6: (a) Commercial chip carrier with a sample fully processed and 
connected. (b) Wire bonder used to connect the mesas to the chip carrier 
with thin Au wires (= 25 m).  
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Figure 6-7: (a) Optical cryostat for 12-300 K operation with a Ge window; 
(b) Processed sample installed on the cold finger. 
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Figure 6-8: Experimental setup for the absorption measurements using 
FTIR spectroscopy; (a) FTIR spectrometer; (b) Cryostat with a 
photodetector to be tested; (c) Transimpedance amplifier; (d) Computer.  
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Figure 6-9: The experimental setup for photocurrent measurements (black-
body responsivity). (a) Optical cryostat with the photodetector to be tested; 
(b) Black body at 800 C; (c) Transimpedance amplifier; (d) Chopper; (e) 
Chopper controller; (f) lock-in. 
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Figure 6-10: The main components of the dark current in a 
photoconductive photodetector: (a) thermally excited electrons above the 
barrier; (b) field-assisted tunneling; (c) direct tunneling. 
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Figure 6-11: Experimental setup for the I-V curve experiment (dark 
current). (a) Cryostat fully mounted with a dark shield surrounding the 
sample; (b) Source-measure unit with attoampere sensitivity; (c) computer. 
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Figure 6-12: On the left is the experimental setup for the noise-current 
measurements. (a) Cryostat with a dark shield around the device under test; 
(b) Low-noise transimpedance amplifier; (c) Dynamic signal analyzer. On 
the right is a typical frequency spectrum of the total current obtained by the 
dynamic signal analyzer, showing the 1/f noise, the harmonics of the 
network, the noise from the cryogenic system, and the intrinsic noise from 
the device (white noise). The signal of the photocurrent (in red) is only 
observed when the noise measurements are performed together with the 
photocurrent measurements—i.e., no longer in the dark. 
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Figure 6-13: Experimental setup for simultaneous measurement of 
photocurrent and noise. (a) Optical cryostat with the photodetector under 
test; (b) Black body at 800 C; (c) Transimpedance amplifier; (d) Chopper; 
(e) Chopper controller; (f) Dynamic signal analyzer. The noise is measured 
in the flat region of the spectrum, and the photocurrent corresponds to the 
intensity of the sharp peak in the noise spectrum at the chopper frequency, 
as shown in Figure 6-12. 
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Figure 6-14: Two methods of measuring the photocurrent are shown in 
Figures 6-9 (using lock-in) and 6-13 (using a dynamic signal analyzer). 
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Figure 7-1: (top) Structure of infrared photodetectors based on InAs/GaAs 
SML-QDs. The black rectangle shows a single SML-QD formed by repeating six 
times the deposition of 0.5 ML of InAs followed by 2.5 MLs of GaAs:Si. 
(bottom) Phase diagram of the reconstruction of the arsenic-rich GaAs(001) 
surface where the red line indicates the transitions between the (24) and c(44) 
reconstructions as measured in our MBE system. The green dots indicate 
approximately the As flux and sample temperature used to grow the SML-QDs of 
devices #1 - #6, as shown in Table 7-1. 
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Figure 7-2: Sample installed on the cold finger of an optical cryostat 
having a Ge window (95% transmission in the 3-12 µm range) with the 
radiation reaching the mesas from (a) the top (normal incidence) or (b) 
with 45incidence. 
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Figure 7-3: (a) Spectral response (photocurrent) of SML-QDIP #1 (devices 
#2 and #3 follow the same trend) at 12 K for bias voltages of 0.2-0.5V. (b) 
Band structure of the same device, and the possible electronic transitions. 
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Figure 7-4: Normalized spectral response of SML-QDIPs #1, #2, and #3 
obtained by FTIR in normal incidence at 12 K with a bias of +1.1 V. 
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Figure 7-5: (a) Black-body responsivity of SML-QDIPs #1, #2, and #3 as 
a function of bias at 12 K. (b) Responsivity of SML-QDIP #1 as a function 
of bias voltage at different temperatures. 
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Figure 7-6: (a) Current versus voltage (I-V) curves in the dark (dark 
current) as a function of bias voltage for SML-QDIPs #1, #2, and #3 
obtained at 12 K using a dark+cold shield. (b) Dark current of SML-QDIP 
#1 as a function of bias voltage at different temperatures. 
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Figure 7-7: (a) Noise-current spectral density of SML-QDIPs #1, #2, and 
#3 as a function of bias voltage at 12 K with a dark+cold shield. (b) Noise 
density of the dark current of SML-QDIP #1 as a function of bias voltage 
for different temperatures. 
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Figure 7-8: Specific detectivity (D*) of SML-QDIPs #1, #2, and #3 as a 
function of bias voltage at 12 K. 
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Figure 7-9: (a) Grinding and polishing of the sample facet with a 45° 
angle; (b) Geometry of samples used for optical measurements performed 
at 45° with s- and p-polarized radiation. 
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Figure 7-10: Normalized spectral response of SML-QDIPs #4 and #5 
obtained by FTIR in normal incidence at 12 K. 
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Figure 7-11: Black-body responsivity of SML-QDIPs #4 and #5 under 
normal incidence as a function of bias at 12 K. 
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Figure 7-12: (a) Current versus voltage (I-V) curves in the dark (dark 
current) as a function of bias voltage for SML-QDIPs #4 and #5 obtained at 
12 K using a dark+cold shield. (b) The dark current as a function of 
temperature is presented in an Arrhenius plot to calculate the activation 
energy for SML-QDIPs #4 and #5 at a bias close to 0 V (actually 0.05V). 
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Figure 7-13: Noise-current spectral density of SML-QDIPs #4 and #5 as a 
function of bias voltage at 12 K with a dark+cold shield. 
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Figure 7-14: Specific detectivity (D*) of SML-QDIPs #4 and #5 as a 
function of bias voltage at 12K. 
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Figure 7-15: (a) Normalized spectral response of SML-QDIPs #4 and #6 
obtained by FTIR under normal incidence at 12 K for a bias voltage of 
1.8V. (b) Band structure of device #6 and the possible electronic 
transitions. 
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Figure 7-16: Black-body responsivity of SML-QDIPs #4 and #6 under 
normal incidence as a function of bias at 12K. 

152 

Figure 7-17: (a) I-V curves in the dark (dark current) as a function of bias 
voltage for SML -QDIPs #4 and #6 obtained at 12 K; (b) Arrhenius plot of 
the dark current as a function of temperature to calculate the activation 
energy of SML-QDIPs #4 and #6 at a bias of 0.05V. 
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Figure 7-18: Noise-current spectral density of SML-QDIPs #4 and #6 at 
12K. 
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Figure 7-19: Specific detectivity of SML-QDIPs #4 and #6 at 12K. 154 

Figure 8-1: Structure of a sample consisting of In1-xAlxAs QDs (x ≤0.65) 
to check their density and morphology by AFM (no cap layer). 

159 

Figure 8-2: Band gap and lattice constant for various III–V alloys and 
materials of group IV. 

160 

Figure 8-3: 1×1 µm2 AFM images of the In1-xAlxAs layers mentioned in 
Table 8-1 (first set of samples), showing the surface of a single layer of (a) 
InAs QDs; (b) In0.85Al0.15As QDs; (c) In0.70Al0.30As QDs; (d) In0.50Al0.50As 
QDs; (e) In0.35Al0.65As QDs. (f) QDs density (cm-2) of the In1-xAlxAs 
samples shown in Figures (a) to (e). 
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Figure 8-4: 1×1 µm2 AFM images of the second set of samples showing 
the surface of a single layer of In0.7Al0.3As QDs (a), (b), (c), and of 
In0.5Al0.5As QDs (d), (e), (f) with a total thickness equivalent to 105%, 
125% and 140% of their critical thickness, respectively (from top to 
bottom). 
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Figure 8-5: QDs density of In1-xAlxAs layers (shown in Figure 8-4) with 
30% and 50% of Al content for different total thicknesses (critical 
thickness +5%, +25%, and +40%). 
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Figure 8-6: Structure of InAlAs/InAs QD bilayers, consisting of InAlAs 
QDs, serving as a seed, followed by InAs QDs. Both QD layers were 
separated by 4 nm of GaAs. 
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Figure 8-7: 1×1 μm�AFM images of the third set of samples consisting of 
(a) 2.1 MLs of InAs only, to serve as a reference; (b) 2.1 MLs of InAs on 
top of In0.7Al0.3As QDs, separated by 4 nm of GaAs; (c) the same sample as 
in (b) but with In0.5Al0.5As QDs. The large white spots in Figures (b) and 
(c) indicate that some InAs QDs have relaxed. (d) InAs QDs density of 
AFM Figures (a) to (c) as a function of Al content. The first result 
represents the QDs density of a single 2.1 ML-thick InAs layer (reference 
sample). 
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Figure 8-8: Structure of a sample of the fourth set consisting of bilayers of 
In0.7Al0.3As/InAs QDs. Both QDs layers were separated by X nm of GaAs, 
where X = 2, 4, or 8 nm. The structure of interest was duplicated and 
separated from the bottom one by 100 nm of GaAs to allow AFM 
measurements on the top and PL measurements on the bottom layers. 

168 

Figure 8-9: 1×1 μm�AFM images of the top layer of samples #a to #g 
listed in Table 8-2. (a) 1.40 MLs of InAs and (b) 2.30 MLs of In0.7Al0.3As. 
For these 2 samples, deposition was stopped before the critical thickness 
was reached and therefore no QDs are observed (only the flat 2D layer). (c) 
2.1 MLs of InAs QDs and (d) 3.50 MLs of In0.7Al0.3As QDs. 
In0.7Al0.3As/InAs QDs bilayers with a GaAs spacer of (e) 2 nm, (f) 4 nm, 
and (g) 8 nm. 
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Figure 8-10: Structure of the X-STM sample #h grown on a Si-doped 
GaAs(001) substrate. Layers #1 to #7 are the same as in samples #a to #g, 
respectively, and were grown in the same conditions. 
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Figure 8-11: X-STM filled-state topographic images comparing the initial 
formation of the 2D InAs layer (layer #1) and In0.7Al0.3As layer (layer #2), 
as well as their quantum dots (layers #3 and #4). The white arrow indicates 
the growth direction [001]. The two white spots in layer #2 indicate some 
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contaminants or tip related artifacts. The red arrow shows the atomic plane 
where the Al atoms are located. The color scale represents the height of the 
relaxed surface outward of the cleaved plane. 

Figure 8-12: X-STM filled-state topographic images showing the effect of 
the GaAs spacer on the formation of InAs QDs in layers #5, #6, and #7. 
The InAs QDs are deposited on top of the InAlAs QDs seed layer.  
The intermixing and strain-induced stacking can be seen for X= 2nm and 
X= 4nm, respectively. The two QDs layers in layer #7 are already 
uncoupled for a GaAs spacer of 8 nm. The white arrow shows the growth 
direction [001]. 

175 

Figure 8-13: PL spectra at 77K of the samples from Figure 8-9 containing 
different combinations of InAs and In0.7Al0.3As layers (Table 8-2). Sample 
#b, simulating the In0.7Al0.3As WL, showed no signal at all. 
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Nomenclature 

1- List of abbreviations 
IR Infrared or infrared radiation 

MBE Molecular beam epitaxy 

MOCVD Metalorganic chemical vapor deposition 

QWIP Quantum-well infrared photodetector 

QDIP Quantum-dot Infrared Photodetector 

QW Quantum well 

QD Quantum dot 

SK Stranski-Krastanov 

SK-QDs Stranski-Krastanov quantum dots 

ML Monolayer 

SML Submonolayer 

SML-QD Submonolayer quantum dot 

FPA Focal plane array 

BEP Beam-equivalent pressure 

PL photoluminescence 

AFM Atomic force microscopy (or microscope) 

TEM Transmission electron microscopy (or microscope) 

X-STM Cross-sectional scanning tunneling microscopy 

NIR Near infrared 

SWIR Short-wavelength infrared 

MWIR Mid-wavelength infrared 

LWIR Long-wavelength infrared 

VLWIR Very-long-wavelength infrared 

FIR Far infrared 

LPE Liquid-phase epitaxy 

CVD Chemical vapor deposition 

UHV Ultra-high vacuum 

CAR Continuous azimuthal rotation 

RHEED Reflection high-energy electron diffraction 



FM Frank-Van der Merwe (growth mode) 

VW Volmer-Weber (growth mode) 

SML-QDIP Submonolayer quantum dot infrared photodetector 

STM Scanning tunneling microscopy (or microscope) 

FWHM Full width at half maximum 

RTA Rapid thermal annealing 

FTIR Fourier-transform infrared (spectroscopy) 

MEE Migration enhanced epitaxy 

SPM Scanning probe microscopy (or microscope)  

 

  



2- List of samples and devices 

Sample #A 2.2 MLs of InAs SK-QDs at 515 °C in the presence of a c(44) surface 
reconstruction. 

Sample #B 6 × (0.50 ML/2.50 MLs) of InAs/GaAs SML-QDs at 490 °C in the presence 
of a c(44) surface reconstruction. 

Sample #C 5.1 nm wide In0.17Ga0.83As/GaAs QW at 515 °C in the presence of a c(44) 
surface reconstruction. 

Sample #A1 2.2 MLs of InAs SK-QDs deposited at 515 °C without any cap layer using 
the same growth conditions as sample #A. 

Sample #B1 0.5 ML of InAs deposited at 490 °C without any cap layer using the same 
growth conditions as sample #B. 

Sample #C1 200 nm-thick GaAs buffer deposited at 570 °C to compare it with sample 
#B1. 

Sample #D 10 × (45nm Al0.1Ga0.9As/GaAs) QWs containing each a single layer of  
(6 × (0.35 ML/2.65 MLs)) InAs/GaAs SML-QDs. 

Sample #A2 2.2 MLs of InAs SK-QDs deposited at 515°C and covered by 40 nm of 
undoped GaAs grown at the same temperature,  followed by 120 nm of  Si-
doped GaAs deposited at 570°C. 

Sample #B2 6 × (0.50 ML/2.50 MLs) of InAs/GaAs SML-QDs deposited at 490°C in the 
presence of a c(44) surface reconstruction and covered by 40 nm of 
undoped GaAs grown at the same temperature,  followed by 120 nm of Si-
doped GaAs deposited at 570°C. 

Sample #E Five SML-QDs layers were grown under different growth conditions (see 
Figure 5-7) for the X-STM measurements. 

Set of 
samples #F 

Five SML-QDs samples containing X cycles of 0.3 ML of InAs + 0.7 ML 
of GaAs, with X= 5, 7, 8, 9, or 11. With cap layer for PL. 

Set of 
samples #F1 

Five SML-QDs samples containing X cycles of 0.3 ML of InAs + 0.7 ML 
of GaAs, with X= 5, 7, 8, 9, or 11. Without cap layer for AFM. 

Device #1 SML-QDIP containing 6 × (0.50 ML/2.50 MLs) of InAs/GaAs SML-QDs 
deposited at 490°C with a (24) surface reconstruction before InAs 
deposition (very low As flux). 

Device #2 SML-QDIP containing 6 × (0.50 ML/2.50 MLs) of InAs/GaAs SML-QDs 
deposited at 490°C with a slightly higher As flux and a c(44) 



reconstruction (just above the transition from (24) to c(44) which occured 
at 1.110-7 Torr). 

Device #3 SML-QDIP containing 6 × (0.50 ML/2.50 MLs) of InAs/GaAs SML-QDs 
deposited at 490°C with a c(44) reconstruction but with a much higher As 
flux generally used for SK-QDs. 

Device #4 SML-QDIP containing 6 × (0.50 ML/2.50 MLs) of InAs/GaAs SML-QDs 
grown at 490 °C with the usual growth parameters of SK-QDs (i.e., c(44) 
surface reconstruction, high As flux, and moderate InAs and GaAs rates). 

Device #5 SML-QDIP containing 6 × (0.50 ML/2.50 MLs) of InAs/GaAs SML-QDs 
grown at 525 °C with the usual growth parameters of SK-QDs (i.e., c(44) 
surface reconstruction, high As flux, and moderate InAs and GaAs rates), to 
compare it with device #4. 

Device #6 SML-QDIP containing 6 × (0.30 ML/0.7 ML) of InAs/GaAs SML-QDs 
grown at 490 °C in the presence of a c(44) surface reconstruction and 
moderate InAs and GaAs rates to compare it with device #4. 

Set of 
samples #1 

125% of the critical thickness of In1-XAlXAs QDs (x= 0.15, 0.30, 0.50, or 
0.65) without cap layer to check its morphology by AFM. 

Set of 
samples #2 

105%, 125%, or 140% of the critical thickness of In1-XAlXAs QDs (x = 0.30 
or 0.50) without cap layer to check its morphology by AFM. 

Set of 
samples #3 

125% of the critical thickness of In1-XAlXAs  QDs (x = 0.30 or 0.50) and  
2.1 MLs of InAs QDs on top of them, separated by only 4 nm of GaAs. 

Set of 
samples #4 

(sample #a) 1.40 MLs of InAs, (sample #b) 2.30 MLs of In0.7Al0.3As, 
(sample #c) 2.1 MLs of InAs QDs, (sample #d) 3.50 MLs of In0.7Al0.3As 
QDs, and finally, bilayers of 3.50 MLs of In0.7Al0.3As/ 2.1 MLs of InAs 
QDs with a GaAs spacer of 2 nm, 4 nm, or 8 nm in samples #e, #f, and #g, 
respectively.  

Sample #h It was grown specifically for X-STM measurements and contained a layer 
or bilayer of the seven different types of samples #a to #g. 
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Chapter 1:   Introduction 

1-1 Historical introduction  

“What is light?” has been a topic of study for philosophers, astronomers, and 
physicists since ancient times. Over a thousand years have passed since Ibn  
Al-Haytham published his seminal work on Optics in 1015 [1]. More than two 
hundred years since Fresnel's description of the wave nature of light in 1815, 
Maxwell's electromagnetic theory in 1865, Einstein's photoelectric effect in 1905 
[1], and the discovery of infrared radiation (IR) in the early 19th century when 
Herschel's experiment with a thermometer and prism was first reported [2] as he 
measured the temperature of each color in the spectrum of sunlight with a prism. 
The detector consisted of a glass thermometer containing a liquid and a specially 
blackened bulb for radiation absorption. To measure the energy distribution in 
sunlight, Herschel constructed a crude monochromator that used a thermometer as 
a detector; he found that the highest temperature was in a region just beyond the 
red (invisible to the human eye)—which is now called infrared—taking its name 
from the Latin word infra (meaning below) and the English word red [3]. 

In the mid-19th century, Macedonio Melloni was the first to develop an IR 
detector that was practical [4]. The detectors were thermopiles that operated by 
thermal conduction, relying on the differences in thermal expansion between two 
dissimilar metals. Theodore Case developed the first modern photodetector in 1917 
[5] searching for materials that exhibited variable resistance depending on whether 
or not they were irradiated with light [6]. In his quest, he noted that several 
materials, such as lead sulfide, exhibited a response in the IR region; this was the 
first practical IR detector operating with quantum effects rather than conductive 
ones. The device was sensitive up to a wavelength of 3 μm, and this technology 
established the field of IR detectors as we know them today [7]. 

IR detectors have become increasingly important since World War II, as 
long-term applications such as night vision, missile tracking, and environmental 
monitoring require fast, highly sensitive, and low-noise sensors [8]. In the early 
1950s, the first extrinsic photoconductive detectors with photon energies smaller 
than the bandgap of the host material were developed [9, 10]. Their development 
followed the discovery of the transistor in 1958, which spurred advances in growth 
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and material purification techniques. Copper, mercury, zinc, and gold doping in 
germanium produced extrinsic photoconductive responses that enabled devices to 
operate in the 8–30 μm region [11]. However, to achieve performance comparable 
to that of intrinsic detectors, these devices must be operated at very low 
temperatures, as a result of the small energy values involved.  

During the early 1960s, there was a significant development in narrow-gap 
III-V semiconductor alloys (such as InAs1-xSbx), IV-VI semiconductors (such as 
Pb1-xSnxTe), and II-VI semiconductors (such as Hg1-xCdxTe). These material 
systems offered a remarkable level of flexibility in the design of IR detectors [12, 
13] and were based on optical interband transitions from the valence band to the 
conduction band of bulk narrow-band semiconductors. InSb- and HgCdTe-based 
detectors were the two dominant IR systems at the end of the last millennium, 
which were well developed and available commercially [11]. But, the difficulties in 
epitaxial crystal growth and processing of these materials, leading to spatial non-
uniformities, low yield, and high cost, prompted the search for an alternative. In 
contrast, well-established material growth techniques for III-V compound 
semiconductors, such as molecular beam epitaxy (MBE) and metalorganic 
chemical vapor deposition (MOCVD) could produce sizable wafers with accurate 
control of composition and film thicknesses, which paved the way for quantum-
based detectors such as quantum-well (QWIPs) and quantum-dot (QDIPs) infrared 
photodetectors. 

In 1987, Levine et al. [14] demonstrated the success of quantum-well 
structures for infrared-detection applications. QWIPs have shown excellent 
imaging performance [15]; due to their higher thermionic emission rates, they 
required lower operating temperatures to achieve performance similar to HgCdTe 
detectors [16, 17]. However, QWIPs also had serious drawbacks: they couldn't 
detect radiation with normal incidence due to their polarization selection rules  
[3, 17] that inhibit intraband transitions, and they showed a high dark current that 
limited their operation to low temperatures [18]. All the QWIP detectivity data with 
cutoff wavelength around 9 μm is clustered between 109 and 1010 cm Hz1/2/W 
when operating at 77 K. At the same temperature, the detectivity of bulk HgCdTe 
photodetectors reaches up to 1012 cm Hz1/2/W, explaining why its TRL value of  
9—the Technology Readiness Level measures the maturity of a technology and is a 
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number ranging from 0 to 10—is one of the highest on the market along with 
micro bolometers, while QWIPs have a TRL of 8 [3].  

Quantum-dot infrared photodetectors (QDIPs) have recently emerged as a 
possible alternative to HgCdTe and QWIPs. The beginning of the interest in 
quantum dot (QD) research can be traced back to a suggestion by Arakawa and 
Sakaki in 1982 [19], and the first QDIP was demonstrated by J. Phillips in 1998 
[20]. The motivation for this interest is based on two characteristics of QDs: they 
are sensitive to normal incident infrared radiation (when intraband transitions are 
involved), a consequence of the 3D confinement of electrons in QDs [21, 22], and 
they show a weak thermionic coupling between the ground state and the excited 
states. This should lead to lower thermal excitation and, thus, lower dark current 
and higher operating temperatures [11, 23]. 

In general, QDIPs are based on self-assembled InAs QDs grown on a 
GaAs(001) substrate using the Stranski-Krastanov (SK) growth mode [24, 25]. 
One of the primary drawbacks of Stranski-Krastanov quantum-dots infrared 
photodetectors (SK-QDIPs) is the large inhomogeneous linewidth of their optical 
spectra caused by the variation of dot size due to their self-assembling nature [21]. 
This leads to a reduction in the absorption for a specific wavelength, which 
negatively affects the performance of QDIPs [26]. A further disadvantage of SK-
QDs is that they are surrounded by a 1 ML-thick InGaAs wetting layer that does 
neither contribute to normal-incidence absorption nor 3D confinement of the 
carriers [27]. As a result, QDIPs have limitations that need to be addressed to 
improve their performance.  

A more flexible approach to growing QDs with enhanced lateral 
confinement and without a wetting layer is the submonolayer (SML) technique 
[28]. With SML quantum dots (SML-QDs), only a fraction of a monolayer (ML) of 
material (typically 30-50%) is deposited onto the substrate to nucleate a high 
density of small two-dimensional InAs islands (i.e., 1ML thick) on the GaAs 
surface. These islands are then covered with a few MLs of GaAs material, and the 
process is repeated at will to get stacks of InAs islands acting as individual 
quantum dots, resulting in enhanced lateral confinement [29]. Over the past few 
years, submonolayer quantum-dot infrared photodetectors (SML-QDIPs) have 
emerged as a new technology for detecting IR radiation [30]. When compared to 
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more conventional photodetectors (SK-QDIPs), their advantages originate from the 
small base width, control of their vertical size, and absence of the wetting layer 
which lead to improved  3D  quantum confinement [31, 32]. So far, SML-QDs 
have been successfully used in lasers [33], vertical cavity surface-emitting lasers 
[34], infrared photodetectors [30], and solar cells [35]. Being a more recent 
technology, QDIPs have a much lower TRL (1–2) and have only recently reached 
the market [3]. However, in the laboratory, they clearly overcame QWIPs and 
several groups already reported QDIPs showing a specific detectivity above  
1011 cm Hz1/2/W at 77K [23, 30]. 

 

1-2 Infrared photodetectors: present and future  

 In the field of infrared imaging, a complete IR camera system typically 
includes various components such as optics, a focal plane array (FPA) made of IR 
detectors, a cooling system, and electronics for image processing [36]. However, 
traditional cooling systems like liquid-nitrogen dewars or stirling coolers (77 K) 
can be bulky, expensive, and heavy. To overcome these challenges, there has been 
a push towards using thermoelectric coolers, which require IR photodetectors able 
to operate at higher temperatures (150 K or above). QDIPs are a promising 
technology that can offer improved detector array performance at elevated 
temperatures [37], which can lead to significant cost savings and reductions in size 
and weight of IR camera systems. IR imaging is a rapidly growing field of research 
and development, with applications ranging from security and surveillance to 
medical imaging and environmental monitoring. Today, with the manufacture of 
IR detectors having a high sensitivity, high-quality IR cameras are now available 
for use in various strategic fields such as medicine, engineering, science, 
agriculture, environment, and energy. Figure 1-1 shows several examples of 
thermal images. In 2021, the global market for IR detectors reached US$ 463 
million. Looking ahead, the Fact.MR group expects the market to reach US$ 968 
million by 2031 [41], with a growth rate of 7.7% over the period 2021-2031 as 
shown in Figure 1-2. The market growth is largely attributed to a significant 
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Figure 1-1: Thermal imaging (infrared) illustrating (a) the thermal insulation faults of a house [38]; (b) the 
frontal neck thermogram showing a hot pattern over the region of the right side of the thyroid [39]; (c) the 
monitoring of an onion crop. The legend on the right side represents the temperature color ramp in ̊C [40].  

Figure 1-2: The global market for infrared detectors by region and application. During the period 2021-
2031, it is expected to grow 7.7% (CAGR, compound annual growth rate) [41]. 

rise in the demand for devices capable of detecting motion and people. Retail 
shops, residential buildings, museums, and libraries use IR detectors for intrusion 
alarms, security cameras, safety lighting, and garage doors. In addition, compact 
size and ability to detect light from a distance are favoring the market growth in the 
military and defense sectors. As the level of information required by society 
becomes more complex, the demand for devices that require QDIPs with enhanced 
performance is increasing. When extremely high performance is required (fast 
response, high resolution, multicolors), regardless of cost, detectors containing 
nanostructures such as SML-QDIPs might become relevant to the market in the 
future. The SML-QDs have demonstrated superior performance in various devices, 
such as, solar cells [35] and photodetectors [30], even without fully optimized 
growth conditions, and this is exactly where this work fits in. 

(a) (b) (c) 
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1-3 Motivations and objectives 

Recently, SML-QDs have become more popular as a result of their 
advantages over conventional SK-QDs, such as high areal density, on-demand 
vertical size and composition control, and the absence of a wetting layer [31, 32]. 
As a consequence, they are expected to provide excellent performance when used 
for IR photodetectors. However, a mandatory growth condition to have real SML-
QDs is to be sure that the small 2D InAs islands, which are the building blocks of 
such nanostructures, are successfully nucleated on the GaAs surface to allow the 
alignment of the 2D islands of the next InAs submonolayers along the vertical 
direction.  

The first paper on InAs/GaAs SML-QDIPs was published in 2009 by Ting et 
al. [43]. Although InAs SML-QDs have been successfully used in several devices 
since then, we believe that the growth conditions reported in the literature are not 
the best ones, as SML-QDs appear as irregular InGaAs agglomerates and don't 
develop their full size [44]. It seems that, for the sake of simplicity, growers always 
use the same growth conditions for SK-QDs and SML-QDs [43-46], i.e., a high As 
flux (4-8×10-6 Torr BEP (beam equivalent pressure)), a low InAs growth rate 
(0.05-0.1 ML/s), and a sample temperature around 480-515 C). The high As flux 
and low sample temperature always yield a c(4×4) surface reconstruction of the 
GaAs surface under static conditions (no growth) before deposition of the InAs 
SML. Some papers published more than two decades ago clearly demonstrated 
with scanning tunneling microscopy (STM) that [47, 48], in such conditions, the In 
adatoms are preferentially incorporated randomly into the trenches of the c(4×4) 
reconstruction, thus yielding an InGaAs alloy instead of 2D InAs islands. They 
also showed that real 2D InAs islands could only be nucleated on the GaAs surface 
when its reconstruction was of the (2×4) type [48]. Therefore, in this work, I 
focused on optimizing the growth conditions of InAs SML-QDs with a (2×4) 
surface reconstruction, compared such nanostructures with those obtained in the 
presence of the usual c(4×4) reconstruction, and used them in infrared 
photodetectors in an attempt to get devices with better performance. 

This thesis is divided into the following sections: in the next chapter 
(second), I give an overview of the main principles of infrared radiation and the 
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different types of photodetectors. In the third chapter, I present the basic features of 
molecular beam epitaxy and then of the growth of quantum dots obtained by self-
assembly and using the submonolayer method. Several experimental techniques 
such as photoluminescence (PL), atomic force microscopy (AFM), transmission 
electron microscopy (TEM), and cross-sectional scanning tunneling microscopy 
(X-STM) will be discussed in the fourth chapter to evaluate the optical and 
structural properties of both types of InAs/GaAs QDs and eventually compare 
them with QWs. Particular attention is paid to the X-STM study as it provides a 
clear picture of the shape and composition of the nanostructure at the atomic level 
and was determinant to better understand the properties of In(Ga)As SML-QDs. 
Then, in chapter five, PL and X-STM experiments were carried out on various 
samples of InAs/GaAs QDs grown under different growth conditions to investigate 
and optimize their properties. Chapter six shows the main steps for processing the 
samples into photodetectors, their electro-optical characterization, as well as the 
major procedures and calculations performed to obtain reliable measurements. 
Then, in chapter seven, several QDIPs containing SML-QDs grown in different 
conditions were tested at low temperatures to study how the growth conditions 
investigated by PL and X-STM affect the performance of the devices, with a 
special focus on the (2×4) reconstruction reached by increasing the sample 
temperature (with high As flux) that led to highly performant SML-QDIPs.  
Finally, since one goal of SML-QDs was to increase the density of nanostructures, 
chapter eight will present an alternative method of increasing the density of InAs 
SK-QDs using InAlAs QDs as a seed, which is very important to produce good 
optoelectronic devices. Then I will draw a conclusion on the experimental work 
performed here, followed by a list of my publications. 
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Chapter 2:   Infrared radiation and photodetectors 

This chapter reviews the main principles of infrared radiation and the 
different types of photodetectors. 

 

2-1 Infrared radiation 

The electromagnetic spectrum is the distribution of electromagnetic waves 
as a function of their wavelength or energy. From gamma rays to radio waves, it 
includes all types of radiation that are used in different fields [49], as shown in 
Figure 2-1. Infrared, micro, and radio waves are usually less harmful to the human 
eye than radiation with higher photon energy or shorter wavelength, such as  
�-rays, X-rays, and ultraviolet. The human eye is only sensitive to the section of 
the electromagnetic spectrum ranging from 0.35 µm (violet) to 0.74 µm (red), 
which is therefore called the visible spectrum.  

Unlike visible light, infrared radiation (0.74 µm - 1000 µm) can't be seen by 
the human eye, but it can be sensed as heat by nerve endings inside the skin or 
using specific thermal sensors [50]. All the objects with a temperature above zero 
Kelvin (K) spontaneously emit electromagnetic radiation in the IR region [51]. It 
means that any object is a spontaneous source of IR and can be directly observed 
with an IR camera (even in the absence of any visible light), unlike the human eyes 
which can only perceive objects when they are irradiated with visible radiation 
which is then scattered back to our eyes. 

 
 

 

 

 

 

Figure 2-1: Schematics of the electromagnetic spectrum showing the range of the visible and IR  
spectra [49]. 
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IR radiation differs from visible light by its longer wavelength and lesser 
scattering and absorption by dense gaseous or dusty regions. Therefore, it is 
possible to identify people, cars, boats, and planes on a foggy day with an IR 
camera or even to observe celestial objects in the universe using special telescopes 
coupled with such cameras. The IR spectrum is generally divided into six parts, 
depending on the wavelength [52]: near-infrared radiation (NIR) corresponding to 
wavelengths from 0.74 to 1.3 µm; short-wavelength infrared radiation (SWIR) 
with wavelengths from 1.4 to 3 µm, medium-wavelength infrared radiation 
(MWIR) ranging from 3 to 5 µm, long-wavelength infrared radiation (LWIR) 
corresponding to wavelengths from 8 to 12 µm, very-long-wavelength infrared 
radiation (VLWIR) with wavelengths of 12 to 30 µm, and far infrared (FIR) with 
wavelengths from 30 up to 1000 µm. In this work, the regions of interest are in the 
3 to 5 μm and 8 to 14 µm, which are the best windows for producing thermal 
images on Earth. 

 IR radiation can be emitted during molecular transitions in covalent 
compounds that also absorb at the same wavelengths. Since several gases in the 
Earth's atmosphere exhibit these types of transition (H2O, CO2, methane (CH4), 
etc.), the atmosphere becomes diffuse or opaque in the spectral regions 
corresponding to the wavelengths of these transitions, enabling practical 
applications but also affecting the use of IR radiation in other cases [53]. The 
atmospheric transmission spectrum at different wavelengths is shown in Figure  
2-2: the high-transmission bands are called atmospheric windows and range mainly 
from 3 to 5 µm and from 8 to 14 µm, allowing the use of IR detectors and cameras 
for terrestrial applications [51].  

 

 

 

 

Figure 2-2: Atmospheric transmission spectrum showing two IR windows at 3-5 µm and 8-14 µm  
regions [54]. 
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2-2 Infrared detectors  

There are basically two types of IR detectors [3]: thermal detectors, which 
detect small temperature changes due to the absorption of IR light by monitoring a 
specific physical property, and photon detectors (also called photodetectors), which 
are directly sensitive to electronic transitions. 

 

2-2-1 Thermal detectors 

The first class of detectors is composed of thermal detectors, as shown 
schematically in Figure 2-3. The incident radiation is absorbed by the device and 
changes the material temperature which, in turn, modifies the value of the 
parameter of the detector that is monitored (electrical resistance, thermoelectric 
effect, pyroelectric effect) [55]. In a thermal detector, the incident radiation is 
absorbed and the resultant change in some physical properties is used to generate 
an electrical output. The detector is often suspended with small legs (to minimize 
heat transfer) that are connected to the heat sink and some electronics, as shown in 
Figure 2-3. The output signal is independent of the photonic nature of the incident 
radiation. Consequently, thermal effects are generally wavelength independent 
(Figure 2-4) and the output signal of thermal detectors mainly depend on the 
radiant power. Depending on the property to be monitored (resistance, electric 
polarization), they have different names (bolometer, pyrometer) [3]. Although they 
are usually slower, larger, and less sensitive than photon detectors, they have the 
huge advantage of operating at room temperature [56].  

Figure 2-3: Schematic diagram of how thermal IR detectors operate [55].  
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2-2-2 Photodetectors 

Photodetectors are a special type of detector based on the absorption of 
photons by electrons of the device that are promoted to higher energy levels and 
can generate an electrical current (called photocurrent) which can be measured by 
an external circuit [3]. Photodetectors show a selective wavelength dependence of 
their response, as shown in Figure 2-4. They are generally more sensitive than 
thermal detectors and can be fabricated with smaller sizes, but, depending on their 
operating wavelength (as they are wavelength sensitive), they require low 
temperatures to perform adequately—especially at longer wavelengths, as the 
energy values involved are small—which can make them bulky and heavy. They 
are divided into two classes depending on the absence (or not) of doping [57]: 
intrinsic and extrinsic photodetectors, respectively. 

Figure 2-4: Relative spectral response of a photon and thermal detector [3].  

 

Intrinsic photodetectors consist of semiconductors that have no intentional 
doping. Their basic operation is shown in Figure 2-5-a. In this case, the incident 
photons must have an energy larger than the bandgap of the bulk material (which is 
the difference between the energy of the valence and conduction bands) to generate 
an electron-hole pair whose components will transit in opposite directions toward 
the electrical contacts. They don't require any intentional doping as they operate 
with electronic transitions through the bandgap of the bulk material. It means that 
changing their operating wavelength requires a different material (with a different 
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bandgap) or an alloy whose composition can be easily varied. The most successful 
example of an intrinsic photodetector is surely Hg1-xCdxTe, which can be obtained 
with a wide range of compositions absorbing in a broad range of wavelengths [12]. 
InSb and HgCdTe are narrow bandgap semiconductors that feature interband 
transitions that are widely used for IR detection through the atmospheric 
transparency windows of 3–5 µm and 8–13 µm [58, 59]. 

Figure 2-5: (a) intrinsic absorption from the valence to the conduction band;  (b) extrinsic absorption from 
a donor impurity level (n-type doping) to the conduction band; (c) free-carrier absorption inside the 
conduction band [3].  
 

An extrinsic photodetector consists of intentionally doped semiconductor 
materials where the dopant elements generate an impurity level inside the host 
material [60, 61], such as silicon (Si) doped with an appropriate impurity, like 
arsenic (As) atoms [62]. The dopant impurity levels (which can broaden into bands 
at high doping levels) are generally located within the bandgap; in the case of 
arsenic-doped silicon, the impurity band is located right below the conduction 
band, as shown in Figure 2-5-b, providing n-type doping. Thus, when a photon hits 
the surface of the detector, it can excite an electron from the impurity level to the 
conduction band which can contribute to the photocurrent. Here again, changing 
their operating wavelength requires the use of different impurity levels, which is 
not always easy due to compatibility issues with the host material. Moreover, the 
impurity levels of most compatible impurities are generally shallow, meaning that 
very low temperatures are often required for proper operation. Therefore, many 
attempts were made to find new types of extrinsic photodetectors able to be easily 
tuned and possibly work at higher temperatures. A high level of maturity has now 
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been reached with quantum-well infrared photodetectors (QWIPs) utilizing 
intersubband transitions for IR absorption [63]. 

 

2-3 Quantum-well infrared photodetectors 

QWIPs rely on quantum-scale physical effects (quantum confinement), 
while bulk photodetectors rely on electronic transitions across the material's 
bandgap. Therefore, the latter don't require any extrinsic doping, while QWIPs are 
based on intraband transitions (generally involving energy levels inside the 
conduction band) and need extrinsic doping to perform properly. QWIPs are based 
on quantum wells which, in their simplest form, are a periodic deposition of layers 
of two materials with dissimilar bandgaps. The material with the lower energy 
bandgap is commonly referred to as the well layer—it is generally extremely thin 
and surrounded by a thicker layer of the other material, like a sandwich— while 
the material with a higher-energy bandgap is referred to as the barrier layer. Since 
the well is generally a few nm thick, the carriers are confined along one direction 
of space and free in the QW plane (Figure 2-6-b), and their energy is quantized.  

 
Figure 2-6: Schematic illustration of broken symmetry and functional form of the density of states in 
different types of structures and their degree of confinement of the carriers; (a) bulk material with no 
confinement; (b) quantum well with a 1D confinement; (c) quantum wire with a 2D confinement; (d) 
quantum dot with a 3D confinement [64]. 
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Although QWIPs are simpler to grow using available epitaxial techniques 
and provide an easy way to tune the operation wavelength of the devices (by 
varying the width of the well), they suffer from 2 main problems: they are not 
sensitive to normal incident radiation [65] (due to polarization rules for the 
electronic intraband transitions) and have high values of thermally generated dark 
current. To solve these problems, the quantum-well layers of QWIPs were later 
replaced by quantum-dot layers. Indeed, based on their carrier confinement in all 
three directions of space (Figure 2-6-d), it was expected that QDIPs would not 
suffer from the normal-incidence limitation and might have a lower dark current, 
as well as a longer lifetime of the photoexcited carriers [66]. Although the size and 
composition of QDs are more difficult to vary than those of QWs, QDs can also be 
inserted in QWs to broaden the wavelength range of the devices and solve 
simultaneously the incidence problem of QWIPs [67, 68]. 

 

2-4 Quantum-dot infrared photodetectors 

Although QDs were proposed in 1982 as a way to reduce or eliminate the 
temperature dependence of quantum well lasers, they were only experimentally 
demonstrated in a practical way 11 years later [69, 70]. In the last two decades, 
detecting IR radiation based on QDIPs has emerged as a new technology [26, 71, 
72]. In 1999, researchers at the University of Michigan performed the first 
extensive QDIP characterization [73]. Since then, several research groups around 
the world [74-79] have examined these devices in an effort to push the boundaries 
of technology performance, particularly within the mid-IR wavelength range [80]; 
low dark current [74], multi-spectral response [81], high detectivity [82], high-
temperature photodetection [83], and IR imaging [84] have been demonstrated in 
QDIPs. 

Generally, QDIPs contain self-assembled InAs QDs deposited on a 
GaAs(001) substrate using the SK growth mode. Above a critical thickness of  
1.7 monolayers (MLs), the thin InAs layer—which is under biaxial compressive 
strain due to the difference in lattice parameter between InAs and GaAs—relaxes 
and spontaneously forms a high density of small and rather homogeneous InAs 
islands (Figure 2-7). By controlling the material composition (using InxGa1-xAs 
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instead of GaAs for the barriers, or InyGa1-yAs instead of InAs for the QDs, with 
y>x) and QD sizes (by varying the amount of InAs or InGaAs material deposited 
beyond the critical thickness), it is possible to control in some way the spectral 
response of the devices [71, 81].  

Figure 2-7: Schematics representation of quantum dots growth using the SK growth mode. From left to 
right, we can see that below a critical thickness, growth occurs in a 2D regime (layer by layer). However, 
once the material reaches a critical thickness (1.7 MLs in the case of InAs deposited on top of GaAs), the 
strained epitaxial layer relaxes and forms a high density of small strained islands surrounded by a wetting 
layer.  

 

When InAs QDs are embedded in a wider-bandgap matrix material (e.g., 
GaAs), potential barriers appear in the conduction and valence bands, providing a 
mechanism for quantum confinement resulting from the nanoscale QD size. 
Confining carriers along the three directions of space leads to discrete energy 
levels which are expected to provide devices with an intrinsic sensitivity to normal 
incidence radiation, a lower dark current, a longer lifetime of the carriers in the 
excited states, a higher photoconductive gain, and consequently higher operating 
temperatures. A typical InAs/GaAs QD conduction band diagram is shown in 
Figure 2-8. QDIPs employ a detection method that relies on intraband 
photoexcitation due to 3D quantum confinement in the active region of the 
photodetector, allowing for the absorption of photons with an energy lower than 
the bandgap. The QDs are doped (in the case of InAs/GaAs QDs, Si atoms are used 
for n-type doping) in such a way as to fully populate the ground state of all the 
QDs present in the active region of the device. 
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Figure 2-8: Schematic diagram of conduction band illustrating the photocurrent generation process in 
InAs/GaAs QDIPs under bias. 

Figure 2-9: Structure of a standard SK-QDIP containing a top and bottom contact layer surrounding the 
active region consisting of x layers of InAs SK-QDs. 

 

When IR photons with the right energy impinge on the QDIP surface, they 
excite electrons from the QDs ground state to a higher energy level—where from 
they can escape by thermal excitation or field-assisted tunneling—or to the 
continuum above the barriers. After photoexcited carriers enter the continuum, 
they may undergo several additional processes, including (i) drifting within the 
continuum due to the influence of an electric field, (ii) capture into the excited state 
of either the same QD or a different one, and (iii) collection at a device contact.   
Figure 2-9 shows the structure of a standard InAs/GaAs SK-QDIP consisting of an 
active region, with a certain number (x) of QD layers, surrounded by a top and 
bottom n-type doped contact layer. 
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2-5 Challenges of InAs/GaAs SK-QDIPs 

Although 3D quantum confinement in QDs is anticipated to offer various 
benefits, SK-QDIPs have been shown to perform less than expected due to their 
self-assembling nature. A fine tuning of their properties is more difficult to achieve 
than in the case of QWs, as the density of QDs and their size can only be varied in 
a narrow range of values. Another drawback is that their size distribution is 
relatively wide and they are surrounded by an InGaAs wetting layer (Figure 2-7) 
which doesn't contribute to the 3D confinement of carriers nor the normal-
incidence absorption, but increases the quantity of strained material in the system.  

Although SK-QDIPs performance might be further improved (higher 
operating temperature and high specific detectivity) using more sophisticated 
structures or improving some of the growth conditions, the scientific community 
realized that most limitations due to the self-assembling process itself would be 
difficult to overcome and started to search for substitutes. This is why lately SML-
QDs have emerged as a new technique for growing QDs—although it was known 
for more than two decades but was rarely used as SK-QDs were much easier to 
grow [28, 85]. Compared to conventional SK-QDs, their advantages originate from 
the higher areal density of nanostructures, their smaller aspect ratio (base/height), 
the more flexible control of their height and composition, and the absence of a 
wetting layer [31, 32]. SML-QDs can be obtained by depositing a fraction of a 
monolayer of InAs material to nucleate a high density of small two-dimensional 
(2D) islands on the GaAs substrate, and then by covering them with a few GaAs 
monolayers [29]. The sequence of InAs/GaAs SML-QDs formation is 
schematically shown in Figure 2-10. By repeating that sequence at will, the 
internal strain field (due to the different lattice parameters of GaAs and InAs) will 
contribute to vertically aligning the small 2D islands of adjacent InAs 
submonolayers and form stacks that will behave as individual QDs [43, 86]. In this 
way, it is possible to grow a very high density of nanostructures in a more flexible 
way that should be able to improve the performance of infrared photodetectors and 
other optoelectronic devices. 

 

 



46 
 

 
Figure 2-10: Schematics of InAs/GaAs submonolayer quantum dots obtained by repeating 4 times a basic 
cycle consisting of 0.5 ML of InAs (step 1) followed by 2.5 MLs of GaAs (step 2). The black box in 
image (3) represents a single SML-QD. 

Repeating 
4 times 
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Chapter 3: Growth of InAs/GaAs quantum dots by molecular beam 
epitaxy 

This chapter discusses the main experimental techniques that were used to 
grow the samples, with a focus on the Varian molecular beam epitaxy system that 
we have in our laboratory, as well as the growth itself of both SML-QDs and  
SK-QDs.  

 

3-1 Molecular beam epitaxy 

Several techniques can be used to produce thin films like the ones that are 
needed to fabricate the type of detectors that will be investigated here. Among 
them, we can cite thermal or electron-beam evaporation, sputtering, liquid-phase 
epitaxy (LPE), chemical vapor deposition (CVD), and molecular beam epitaxy 
(MBE). However, only the three last ones are able to provide single crystalline 
materials that are necessary to reach the desired performance. The MBE method 
uses atoms or molecules originating from high-purity (99.9999%) solid materials 
contained in cells that can be heated individually. Since the process occurs under 
ultra-high vacuum, the atoms and molecules move in a straight line (molecular 
regime) toward the sample and form real beams of material which are shaped 
according to the geometry of the crucibles. Growth can be started or stopped using 
individual shutters, which can interrupt the beams in a fraction of a second (0.1 s). 
Epitaxy—which comes from the Greek words “epi” (on top) and “taxis” (order)—
is a deposition technique where a thin film is deposited on top of a crystalline 
substrate and copies its lattice parameter and crystal structure. Epitaxy is made 
possible in MBE due to the low growth rates (commonly between 0.1 and  
1.0 monolayer per second (ML/s)) and the possibility of heating the substrate in 
such a way that the species arriving at the surface are mobile enough to incorporate 
into the right sites of the crystal. MBE was invented in the 1970s [87] to produce 
epitaxial layers under ultra-high vacuum conditions to obtain heterostructures of 
semiconductor compounds of high purity, high crystalline quality, and having 
sharp interfaces. Compared with metalorganic chemical vapor deposition 
(MOCVD) and LPE, MBE is a more expensive and slower deposition technique, 
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but the growth is simpler and provides high precision control of the layer 
composition, doping, and thickness [88]. 

Generally, MBE systems consist of three chambers: entry-exit, buffer 
(intermediate), and growth chamber. The first chamber has the worst vacuum as it 
is frequently ventilated to allow the samples to be entered into or removed from the 
system. It is also used to bake the samples together to remove contamination from 
outside and eventual cleaning residues. In the second chamber, the wafers can be 
stored together (it has the best vacuum) and can eventually be outgassed 
individually at a higher temperature. The last chamber contains all the cells and 
most of the monitoring equipment necessary for the growth. MBE works under 
ultra-high vacuum (UHV, pressure lower than 7.510-9 Torr) conditions, which can 
be achieved by using cryogenic or ion pumps, with eventually an auxiliary 
titanium-sublimation pump. Each chamber has its own pumping system, pressure 
gauge (and possibly other types of equipment or monitoring tools), and is separated 
from the other chambers by a gate valve. 

 

3-2 Varian molecular beam epitaxy system 

Figure 3-1 shows the Varian (model Gen II) MBE system installed at the 
Institute of Physics of the University of Sao Paulo. This system consists of three 
chambers. The growth chamber (the largest one in the center) contains the effusion 
cells, which are visible in the backside. The buffer chamber (in the front) contains 
two long transfer rods to transfer the samples to the growth chamber or heating 
station (Figure 3-2). The entry-exit chamber (on the right side) has its access flange 
in the clean room (on the other side of the wall) as can be seen in Figure 3-3. The 
whole system is controlled by a computer, other pieces of equipment, and power 
supplies located in the rack (on the left side)  
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Figure 3-1: The Varian MBE system of the “Laboratório de Novos Materiais Semicondutores” at the 
Institute of Physics of the University of Sao Paulo. One can see the entry-exit chamber (access inside the 
clean room), the buffer chamber, and the growth chamber. 

Figure 3-2: Side view of the buffer chamber showing the two transfer rods and the rail on top of which the 
trolley (in the back) can be moved with an external magnet (on top). 
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3-2-1 Entry-exit chamber  

The entry-exit chamber is used to load and remove the samples. It may be 
exposed to air during sample exchanges, so its access flange needs to be inside a 
clean room (preferentially). Typically, MBE systems are located completely within 
a large clean room, but since IFUSP's clean room was built later and is quite small 
(about 18 m2), only the extremity of the entry-exit chamber  was included in the 
clean room, which is sufficient for the growth routine. Figure 3-3 shows the hatch 
door of the chamber wide open (for sample removal) in the clean room. A trolley 
with 16 slots for 3-inch Molybdenum (Mo) blocks can be loaded into the chamber. 
It can be pumped from the atmosphere to 10-8 Torr using a turbo pump and an ion 
pump. Next, the trolley with all the Mo blocks and samples can be baked for at 
least one hour at 200 ˚C using quartz lamps to remove all contamination introduced 
during sample handling and loading. 

 

Figure 3-3: The opened door of the entry-exit chamber located in the clean room where the trolley is 
ready to be removed for changing the samples. 
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3-2-2 Buffer chamber  

The buffer chamber or pre-growth or intermediate chamber is the chamber 
connected to both the growth and entry-exit chambers, where samples are stored 
and can be outgassed individually to a higher temperature before their transfer to 
the growth chamber. It protects the growth chamber from possible contamination 
introduced through the entry-exit chamber, especially when that latter is opened to 
the air during sample loading/removal. It can also be used to store degassed wafers 
and grown samples as its pressure is generally in the 10-10 - 10-11 Torr range. The 
trolley can be transferred from the entry-exit chamber to this chamber (and vice 
versa) rolling on a rail with an external magnet after opening the gate valve 
separating both chambers (Figure 3-2). Fresh substrates introduced into the buffer 
chamber should be outgassed at 350 °C for more than 30 min before being 
transferred to the growth chamber.   

 

3-2-3 Growth chamber  

Figure 3-4-a shows a schematic of the growth chamber, which consists of a 
vacuum chamber with a sample holder that can be heated to allow the species 
arriving on the sample to diffuse and incorporate into the right sites and provide 
the best crystalline quality. The samples can be moved from the trolley inside the 
buffer chamber to the front of the cells using the long arm of the buffer chamber 
and the sample holder that can rotate around two orthogonal axes (Figure 3-4-a). 
The cells contain high-purity materials (6N-7N5) that will be used during epitaxy 
and need to be controlled individually to reach the right temperature and provide 
the desired growth rate of each material.  

In the Varian MBE system of LNMS, eight flanges can accommodate cells 
(see Figure 3-4-b). Currently, there are two with gallium (Ga), one with arsenic 
(As), one with indium (In), one with aluminum (Al), and two dopant cells: one 
with silicon (Si) for n-type doping and another with two carbon (C) filaments for 
p-type doping. Each cell has a shutter that can be opened or closed whenever 
needed to allow deposition of a specific material. In addition, the cells and sample  
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Figure 3-4: (a) Main components of the growth chamber of the Gen II MBE system [89]; (b) Top view of 
the growth chamber of the Gen II MBE system at LNMS. 

 

holder are surrounded by a panel containing liquid nitrogen that acts as an extra 
cryogenic pump to reduce further the pressure inside the chamber and allow better 
quality and higher purity of the samples. Some in-situ characterization techniques 
are also available (Figure 3-4-b): several Bayard-Alpert vacuum gauges are 
responsible for the measurement of the flux of elements and the pressure inside the 

(a) 

(b) 
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chamber, a mass spectrometer allows analysis of the residual atmosphere, and an 
infrared pyrometer detects the substrate temperature (in the 400 ˚C – 1200 ˚C  
range), which is also independently monitored by a thermocouple (located in the 
sample holder, just behind the Mo block) used for its stabilization. A RHEED 
(reflection high-energy electron diffraction) system consisting of an electron gun 
and a fluorescent screen (Figure 3-4-b), allows in-situ measurements of the growth 
rates and alloy composition in real-time, as well as the monitoring of the atomic 
reconstruction of the sample surface as a function of the growth conditions. The 
sample holder consists of a heater (with the thermocouple in its center) and a 
mechanism to fix the Mo blocks and allow a continuous azimuthal rotation motion 
(this is why that system is called CAR) of the samples during growth to achieve a 
high homogeneity (of thickness and composition). Finally, a mass spectrometer 
(RGA, residual gas analyzer) allows to analyze the composition of the residual gas 
in the chamber, but can also be used to check desorbed species, growth issues, 
vacuum leaks, etc. 

 

3-2-4 Effusion cells and Arsenic cracker 

Effusion cells are important key components of the MBE system as they 
must provide excellent flux stability and homogeneity, as well as material purity. 
There are 7 cells (there is still one blank flange) symmetrically placed on the main 
18-inches source flange and facing the substrate heater to optimize flux uniformity. 
The instability of the material flux is within 1% during short periods, with 
variations of less than 5% during a full day [90]. In our group, we calibrate the 
growth rates before every growth day to ensure the accuracy of their value.  
Figure 3-5-a shows a typical MBE solid effusion cell that consists of (1) a crucible, 
which is usually made of pyrolytic boron nitride (but can also be made of tantalum, 
titanium, beryllium, or quartz depending on the element to be deposited) to resist 
temperatures up to ~1300 ºC without appreciable degassing. Its size is determined 
by the material to be evaporated, and it must be large enough to last many 
depositions before relevant depletion occurs; (2) a Ta or W filament, which is 
responsible for heating the crucible and the pure element inside; (3) a 
thermocouple, which is located in an appropriate position (but always with a very 
good mechanical and thermal contact) to accurately measure the crucible's 
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temperature; (4) a pneumatic shutter placed in front of the cell to trigger (i.e., to 
start or stop) the flux of material emitted from the cell. The shutter's reaction time 
must be as low as possible (typically less than 0.1 s) and should be computer-
controlled to provide reproducible layer thicknesses and growth cycles. They must 
also be designed not to outgas when heated by the cells, nor to constitute an 
appreciable heat shield, giving rise to flux transients after opening (i.e., they should 
not be too close to the cell). In our MBE system at LNMS, all the group-III 
materials are contained in standard effusion cells (Figure 3-5-a) in a looking-up 
position, while the Arsenic material (group V) is in a valved cracker effusion cell 
(Figure 3-5-b). A large reservoir (with a W crucible) of solid As material is 
thermally heated, allowing the material to sublime in the tetrameric form As4 (As 
has an extremely high vapor pressure). The As4 molecules then pass through a 
microvalve, which allows changing the flux of material by one order of magnitude 
within a few seconds, and finally through a cracking zone (Figure 3-5-c). There, 
depending on the temperature of this region, the As4 molecules can be cracked into 
two As2 dimers (at high temperatures) or cross the whole zone and come out as As4 
(at low temperatures). The bulk-zone crucible can hold an As charge of up to 2 kg 
which is enough for several years of growth. 

Figure 3-5: (a) Typical MBE solid effusion cell with a crucible; (b) Typical valved cracker for Arsenic; 
(c) Schematic drawing of the valved cracker [91].  

(a) (b) 

(c) 
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3-3 MBE operation 

3-3-1 Sample preparation 

Clean substrates are essential for epitaxial growth since their oxidation and 
contamination due to atmospheric exposure may result in crystal defects that 
degrade both their optical and electrical properties. Nowadays, vendors provide 
'epi-ready' wafers that are pre-cleaned and oxidized in a controlled environment so 
that the thin oxide protective layer can be thermally removed inside the growth 
chamber without damaging the crystalline surface. Fresh substrates should be 
handled in a clean room or under a laminar flux, using gloves and clean tools 
(tweezers, scissors, etc.). 

 A sample-preparation process begins by cleaving the substrate (3 inches) 
into smaller pieces depending on the purpose: test samples are usually small 
squares (~1–2 cm2) fixed with melted In on a Mo block, while devices are grown 
on a quarter of a wafer (~11 cm2) which is fixed with small clips (Figure 3-6-a). 
Then the new samples are loaded on the trolley which is in turn introduced into the 
entry-exit chamber of the MBE system (Figure 3-6-b), where it is outgassed at  
200 ºC for at least one hour and then transferred to the buffer chamber to outgas 
each block individually at 350 ºC for 30 min. Following the opening of the gate 
valve that separates the buffer and growth chambers, the sample is moved to the 
sample holder (CAR) inside the growth chamber, where it undergoes oxide 
removal and outgassing at 615 °C for 5 min. 

Figure 3-6: (a) The trolley with several Mo blocks (substrate holders); the small samples were fixed with 
Indium melted at 200 ºC, and the large samples (1/4 of a wafer) were fixed with clips; (b) The trolley with 
the new samples is loaded into the entry-exit chamber whose hatch door is located in the clean room. 

(a) (b) 
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 3-3-2 Reflection high-energy electron diffraction 

Several instruments are used in the growth chamber to determine and control 
parameters during the growth of the samples. For instance, the sample temperature 
is remotely measured by a pyrometer and controlled by a thermocouple which is 
used as feedback for the power supply that controls the sample temperature. The 
beam equivalent pressure (BEP) of each material can be measured by a Bayard-
Alpert pressure gauge located on the backside of the sample holder. When the 
sample holder faces the cells, the pressure gauge measures the background 
pressure; however, when it is in the transfer position (i.e., facing the buffer 
chamber), the pressure gauges face the cells and can measure their BEP, which is 
proportional to the flux of material. A mass spectrometer can be used to perform a 
compositional analysis of the residual gas in the growth chamber to detect leaks or 
check the release of specific species at different stages of the growth or during any 
other process. An electron gun and a fluorescent screen compose the RHEED 
system, which is the main in-situ tool used to determine most growth parameters.  

 

Figure 3-7: RHEED setup inside the growth chamber of the MBE system: the electron beam is 
reflected/diffracted by the surface of the sample and then observed by a CCD camera on a phosphor 
screen [92]. 

Figure 3-7 shows a typical RHEED system consisting of an electron gun that 
shoots high-energy electrons at a grazing incidence—typically at an angle of 1 
degree—onto the sample surface. The electrons are reflected and diffracted by the 
sample and can be observed on a phosphor screen where they form a typical 
pattern that can be recorded using a CCD (charge-coupled device) camera 
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connected to a computer. Due to the grazing incidence, the electrons can only enter 
the very first monolayers of the sample and thus provide information almost 
exclusively about the surface. RHEED is the most helpful way for accurately 
monitoring the growth process, providing information about the epilayers 
thickness, growth rate, composition of the alloys, as well as surface roughness and 
reconstruction. Since it is extremely sensitive to the state of the surface, it is also 
used to monitor the sample before, during, and after growth. After the GaAs 
sample is loaded into the growth chamber, its temperature is increased up to  
610 C—measured with a calibrated pyrometer—to remove the oxide film that 
naturally formed on the GaAs surface since the moment it was produced at the 
factory. As the oxide layer is amorphous and a few nm thick, the electron beam is 
randomly scattered and the pattern on the fluorescent screen is diffuse. When the 
sample is heated above 580°C, the oxide slowly evaporates and the GaAs surface 
can be probed by the electron beam. Since this oxide layer is not homogeneous, its 
removal forms pits in the GaAs surface, and this roughness appears on the RHEED 
screen as a spotty pattern (Figure 3-8-a) resulting from the 3D diffraction of the 
electron beam by the rough surface. After the deposition of 30 nm of GaAs, an 
atomically flat and crystalline surface of GaAs is recovered, as can be seen by the 
streaky RHEED pattern typical of a flat 2D surface in Figure 3-8-b. In that case, 
most of the incident electron beam is specularly reflected and an intense spot 
dominates the pattern. It is only when the surface is flat (and streaky as shown in 
Figure 3-8-b) that the RHEED system can be fully utilized to provide growth rates 
and compositions as well as a detailed investigation of the surface reconstruction. 

Figure 3-8: RHEED pattern of a GaAs(001) surface; (a) immediately after oxide removal (spotty pattern); 
(b) after the deposition of 30 nm of GaAs (streaky pattern with specular spot). 

(a) (b) 
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3-3-3 Growth rates and compositions 

The MBE growth of GaAs must occur in well-defined conditions to provide 
an epitaxial layer of excellent crystalline quality with specific properties. 
Consequently, the sample temperature, material growth rate, and As flux must be 
in a specific range to provide the best material quality. The growth rates can be 
determined directly at the beginning of the growth run using the RHEED system, 
while the As flux is usually monitored indirectly, but in real-time, with Bayard-
Alpert pressure gauges (although it can also be measured by RHEED, as will be 
shown later). As already explained earlier, one of the pressure gauges is located at 
the backside of the sample heater and can be placed just in front of the cells to 
measure the flux of material coming directly from each of them (actually, it 
measures the BEP, which can be transformed into a flux value when necessary). 
When the sample is placed in front of the cells for the growth, the pressure gauge 
looks in the opposite direction and operates as a standard pressure gauge, 
indicating the background pressure in the chamber, which depends on the flux of 
each material (Figure 3-4-a). However, since the As pressure vapor is much larger 
than that of the other materials in usual growth conditions, the background pressure 
is mostly due to the As material. 

Figure 3-9: Diagram and interpretation of the RHEED oscillations. The left image, shows the intensity of 
the specular spot as a function of time, where one period (a, b, c, and d) of the oscillation corresponds to 
the deposition of a single monolayer. The right image relates the physical evolution of the surface 
(nucleation of 2D GaAs islands) to each RHEED intensity [93]. 

(e) 
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The growth rate of the materials is calibrated using the RHEED system by 
monitoring the intensity of the specular beam on the fluorescent screen with a CCD 
camera and a program that allows measurement of the light intensity in a narrow 
window of the image. A smooth surface provides a streaky pattern (diffracted part 
of the beam) and an intense specular spot (reflected part of the beam), as shown in 
Figure 3-8-b. When the growth starts from a flat surface (point a in Figure 3-9), 2D 
islands are nucleated and therefore increase the scattering of the electron beam 
(due to the higher density of steps), meaning that the reflected beam (specular spot) 
loses intensity (point b in Figure 3-9). The roughness of the surface keeps 
increasing until half of a monolayer is deposited, providing thus the maximum 
scattering and minimum intensity of the specular spot observed in Figure 3-9 
(point c). Beyond that value, the holes of the layer start to be filled with material 
and the roughness decreases gradually, until a full layer is deposited (point d). As a 
consequence, when depositing a material on the surface, the roughness of the 
growth front varies periodically, yielding an oscillation of the specular-spot 
intensity, as shown in Figure 3-9. The deposition rate of the materials can be 
determined accurately by dividing the number of oscillations (i.e., of monolayers) 
by the corresponding elapsed time. The maximum intensity of the oscillation keeps 
decreasing slowly with time because a new layer generally starts before the 
previous one can be completed (i.e., it is not completely flat and some scattering is 
already present, as we can see in point e of Figure 3-9).   

In our MBE system, we have one cell with Al, one with In, and two with Ga, 
whose flux can be calibrated as explained above. Each cell can be heated 
individually, and the flux coming out of them is a function of that temperature. 
Therefore, each cell must be set at a specific temperature to produce the flux that 
will provide the desired growth rate. Good growth conditions of III-As compounds 
usually require an As/III flux ratio between 1-3 to get an As-stabilized surface (i.e., 
the top crystalline layer of the GaAs substrate consists of only As atoms) [94, 95]. 
The calibration of a material consists in opening the III and V shutter 
simultaneously and recording the RHEED oscillations (Figure 3-10-a). Actually, 
the As shutter is always kept open as the usual growth temperature (between 500 
and 600°C) is such that As atoms continuously desorb from the GaAs surface and 
must therefore be replaced by extra material coming from the As cell to maintain 
its stoichiometry. For this reason, the As/III flux ratio must always be larger than 1. 
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The sticking coefficient of As is zero on an As-stabilized surface, while it is 1.0 
only when the GaAs surface is group-III rich. Therefore, when the As shutter is 
open, the As molecules don't stick on the surface unless the shutter of a group-III 
cell is open. The sticking coefficient of the group-III elements is 1.0 on the GaAs 
surface, which means that the growth is controlled by the arrival of the group-III 
elements. Another consequence is that, when two group-III materials are 
simultaneously deposited (e.g., InAs and GaAs), their growth rates (RGaAs and 
RInAs, respectively) add, and the growth rate of the InxGa1-xAs alloy is RInGaAs=RGaAs 
+ RInAs. Therefore, one can easily estimate the composition of the ternary alloy, as 
the In content x is simply given by x= RInAs / RInGaAs.  

Figure 3-10: (a) Typical RHEED oscillation obtained during calibration of a Ga cell. The Ga and As cells 
were simultaneously opened, and the growth rate is given by dividing the number of oscillations by the 
respective time. (b) RHEED oscillations obtained during calibration of the As flux. First, the As shutter 
was closed and the Ga shutter was opened to deposit the equivalent to 8 MLs of material. Then, the As 
shutter was opened to allow the As molecules to react with the Ga atoms and form 8 GaAs layers, as can 
be confirmed by the number of oscillations. 

 

The calibration of the As flux with the RHEED system is different because 
the sticking coefficient of As is zero unless a population of group-III elements is 
present on the surface. As a consequence, to calibrate the As flux, a few MLs of Ga 
are generally deposited on the surface without any As (the As shutter remains 
closed), and then the shutter of the As cell is open (and the Ga shutter is closed). 
The As material will react with the Ga population to grow crystalline GaAs that 
will roughen the surface (as explained above) and yield RHEED oscillations 
similar to the ones shown in Figure 3-10-b. 

(b) (a) 
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3-4 Quantum dots 

There are basically three different growth modes to produce a thin film [96]: 
The Frank-van der Merwe (FM) growth mode is the one that is used for the epitaxy 
of semiconductor materials, where the atomic layers are deposited one after  
each other in a two-dimensional way to produce an atomically flat surface  
(Figure 3-11-a). In the Volmer-Weber (VW) growth mode, which typically occurs 
when a metal is deposited on top of a semiconductor, large islands are formed on 
the surface and merge to cover the substrate with a continuous film (Figure 3-11-b) 
that is not flat and has a specific structure and roughness. Finally, in the Stranski-
Krastanov (SK) growth mode, which is used to grow self-assembled QDs (Figure 
3-11-c), the deposition starts in the FM growth mode, where a 2D layer is formed, 
and then switches to the VW growth mode due to an instability of the system, 
generally related to the accumulation of elastic energy due to the stress between the 
material and the substrate related to their lattice mismatch. The remaining of the 
initial 2D layer after formation of the 3D islands is called wetting layer. 

Figure 3-11: Comparison of the 3 growth methods. (a) Frank-van der Merwe; (b) Volmer-Weber;  
(c) Stranski-Krastanov. 

 

3-4-1 Self-assembled quantum dots  

The usual type of InAs quantum dots is obtained by self-assembling using 
the SK growth mode which consists in depositing a thin InAs layer on top of a 
GaAs substrate that will relax beyond a critical thickness and form small 3D 
islands on the surface of the epitaxial film. InAs SK-QDs are generally grown 
below 520C (generally between 500 and 515C) using a growth rate of InAs 
around 0.1 ML/s to limit In desorption that starts to be relevant above 520°C. 
Above a critical thickness of 1.7 MLs, the thin 2D InAs layer—that is under 
compressive biaxial strain due to the difference in lattice parameter between InAs 

(a) (c) (b) 
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(6.0585 Å) and GaAs (5.6534 Å)—relaxes and spontaneously forms a high density 
of small and rather homogeneous InAs islands that can confine the carriers along 
the three directions of space, and thus behave as quantum dots. Since such 
nanostructures are self-assembled, they can only be controlled in a very limited 
way. SK-QDs usually are lens-shaped, have a density in the 1010 cm-2 range [97], 
and have a base and height of the order of 10-20 nm and 3-7 nm, respectively. The 
nucleation of the first SK-QDs on the GaAs surface can be easily monitored in situ 
with the RHEED system, as the diffraction pattern switches from a streaky 
configuration (initial deposition of the 2D InAs layers) to a spotty one (formation 
of the first SK-QDs that generate some roughness), resulting from the transition 
from a 2D to a 3D diffraction of the electron beam (Figure 3-12). This transition 
can be used to calibrate the InAs growth rate by dividing the InAs critical thickness 
(1.7 MLs) by the growth time elapsed to observe the transition. 

Figure 3-12: (a) RHEED pattern of an atomically flat GaAs surface at 515 C in a c(4×4) surface 
reconstruction just before InAs deposition; (b) just after deposition of 1.7 MLs of InAs and nucleation of 
the first InAs SK-QDs. 

 

Although the use of SK-QDs has already improved the performance of 
optoelectronic devices compared to QWs, further improvement is currently more 
difficult due to the lack of control of their size, composition, and density, and to 
the presence of the wetting layer that reduces the 3D confinement of the carriers. 
Many research groups have worked on methods to improve the performance of 
devices based on SK-QDs, either by changing their composition (InAs, InGaAs, 
InAlGaAs) [98, 99], size and density (varying the growth temperature) [100], or by 
changing the design of the structure using, for example, quantum dots in a well 

(a) (b) 
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(DWELL) [101], quantum dots in a double well (DDWELL) [102], or 
confinement-enhanced dots-in-a-well (CE-DWELL) [103]. In parallel, a new way 
to grow the QDs was also proposed and is based on a submonolayer deposition 
technique. 

 

3-4-2 Submonolayer quantum dots 

Over the past few years, the submonolayer deposition technique has arisen 
as a possible solution to grow quantum dots and solve the problems of low areal 
density, lack of control, and presence of a wetting layer that are typical of SK-QDs 
[31, 32, 104]. In(Ga)As submonolayer quantum dots (SML-QDs) are made by 
depositing a fraction of a monolayer (usually between 0.3 and 0.65 ML) of InAs 
material—to nucleate an extremely high density of small 2D islands on the GaAs 
substrate (up to 1012 cm-2 [44])—followed by a specific number of GaAs 
monolayers (generally between 1 and 3 MLs) to cover the islands, as shown in 
Figures 3-13-a and 3-13-b. Repeating that sequence as many times as needed, one 
expects to get a high density of stacks of small 2D InAs islands, whose height and 
composition can be obtained in a more controllable way. Indeed, due to the elastic 
strain present in the InAs/GaAs system, the small 2D islands from each InAs SML 
will tend to nucleate above the ones of the previous InAs SML (Figure 3-13-c), 
thus forming stacks of 2D InAs islands, separated by GaAs material, that will 
behave as individual InGaAs quantum dots (Figure 3-13-d).  

Figure 3-13: Scheme of the formation of SML-QDs: (a) Deposition of an InAs submonolayer (0.5 ML) on 
top of GaAs to nucleate small 2D InAs islands; (b) Coverage of the InAs islands with GaAs material  
(2.5 MLs); (c) Vertical alignment of the islands of consecutive InAs submonolayers; (d) InGaAs SML-
QDs (blue box) formed by repeating 4 times the basic deposition cycle. 
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The evolution of the RHEED pattern during the growth of InAs/GaAs is 
shown in Figure 3-14. Since deposition proceeds the whole time in the VW growth 
mode, the RHEED pattern is always streaky (Figure 3-14) and never becomes 
spotty, as was the case for SK-QDs (Figure 3-12-b). However, the pattern becomes 
fuzzy after the first cycle, most probably because of the strong segregation of In 
atoms that keep floating on the surface and promote a diffuse scattering of the 
electron beam.   

Figure 3-14: (a) RHEED pattern of an atomically flat GaAs surface before starting to grow InAs SML-
QDs, (b) just after the deposition of 0.5 ML of InAs to nucleate small 2D InAs islands (Figure 3-13-a), 
and (c) just after deposition of 2.50 MLs of GaAs to cover the 2D islands (Figure 3-13-b). 

 

Since In strongly segregates during GaAs capping, the InAs material of the 
2D islands will be diluted in the stacks and form SML-QDs with an average 
InGaAs composition that will depend on the amount of InAs and GaAs material 
deposited in each cycle. This new type of QD has already shown excellent results 
in lasers [33], solar cells [35], and QDIPs, compared to conventional SK-QDs 
[105-107]. However, it seems that their growth conditions still need to be 
improved. Indeed, as we mentioned previously in Chapter 1, all the results of the 
literature involving SML-QDIPs have been obtained under growth conditions 
similar to those used for SK-QDs, which provide a c(4×4) surface reconstruction of 
the GaAs(001) surface. However, in-situ STM data already showed that 2D InAs 
islands (which are the building blocks of SML-QDs) can only be nucleated on a 
GaAs(001) surface in the presence of a (24) reconstruction [47, 48]. As a 
consequence, the investigation of the right surface reconstruction to be used to get 
the best SML-QDs is extremely important. 

  

(a) (b) (c) 



65 
 

3-5 Reconstructed surfaces of GaAs(001)  

A detailed understanding of the atomic configuration of the compound 
semiconductor surface, especially after reconstruction, is very important for device 
fabrication and performance. After the first successful demonstration of MBE on 
GaAs(001) [108], it has been reported that a variety of reconstructions were 
formed depending on the surface stoichiometries, ranging from c(4×4)—the most 
As-rich surface—through (2×4), (6×6), and c(8×2), to (4×6)—the less As-rich 
surface (i.e., the most Ga-rich one). The atomic structures of all these 
reconstructions have been extensively studied [109, 110], but only the c(4×4) and 
(2×4) phases are generally used in the MBE growth of GaAs—as the other ones 
usually lead to poor crystalline quality—and, therefore, will be detailed here.    

Figure 3-15: Atomic representation of bulk GaAs(001) in the zincblende structure. Ga and As planes 
alternate along the [001] direction with a spacing of 1.41 Å [111]. 

 

The bulk crystalline structure of GaAs is of the zincblende type and consists 
of 2 face-centered cubic structures—one with only Ga atoms and the other with 
only As atoms—that are shifted by ¼ of the long diagonal of the cube. As a 
consequence, the (001) surface of the zincblende structure of GaAs can be 
terminated by either As or Ga atoms, as shown in Figure 3-15. At the surface, the 
crystal is interrupted, and there are two dangling bonds for each surface atom. In 
addition, due to the symmetry breaking, the surface atoms can adopt different 
positions from the ones in the bulk to minimize the surface energy, leading to 
surface reconstructions. Figure 3-16 shows that the reconstruction of a GaAs(001) 
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surface can usually be changed in two different ways: by changing the As  
flux (which is relatively easy with a valved cracker, see Figure 3-5-c) or by 
changing the sample temperature, which gives more energy to the surface atoms to 
break the symmetry of the bulk structure. Therefore, depending on the sample 
temperature and the delivery of Ga and As atoms from the cells, a Ga-rich or As-
rich surface can be obtained, and different surface reconstructions (with different 
stoichiometries) can be observed. 

Figure 3-16: Reconstruction phase diagram of the arsenic-rich GaAs(001) surface as measured using 
RHEED. The solid lines indicate the transitions between the three reconstructions as indicated. The dotted 
lines indicate the transitions between the three sub-phases of the (2×4) reconstruction [110]. 

 

The growth of high-quality GaAs crystals for optoelectronic devices always 
occurs in the arsenic-rich (2×4) surface reconstructions around 570–600 ℃. This 
As-rich surface appears whenever a clean GaAs(001) surface is heated above  
525 ℃ under a high arsenic flux. Due to the low In-As binding energy, deposition 
of InAs is typically carried out at a temperature below 520 ℃ to avoid the 
evaporation of In atoms from the surface. As the temperature of the GaAs(001) 
surface is reduced from 570-600 °C down to 520 °C in the presence of a high As 
flux, the surface switches from the (24) to the c(4×4) reconstruction, which has 
the largest number of As atoms at the surface. It is this c(4×4) reconstruction that is 
used to obtain conventional SK-QDs, as well as all the SML-QDs reported in the 
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literature. Figure 3-16 shows that if one wishes to recover the (24) reconstruction 
at such a low temperature, a reduction of the As flux is necessary. Analyzing the 
differences between both reconstructions of the GaAs(001) surface at the atomic 
scale is important to better understand how it may affect the growth of InAs. 

The atomic structure of the (2×4) surface has been a subject of continuing 
interest over the past four decades. Cho first reported that the (2×4) reconstructions 
could form on both As- and Ga-stabilized surfaces prepared by MBE [112]. Since 
good epitaxial layers can only be obtained in As-rich conditions, only the As-
stabilized surface reconstruction will be analyzed here. The (2×4) reconstruction 
has a twofold periodicity along [110], which is the direction parallel to the As 
dangling bonds of the As-terminated GaAs(001) surface (Figure 3-17), and a four-
fold periodicity along the orthogonal direction ([11�0]). It is associated with three 
different atomic configurations (, , and ) that can be obtained by varying the As 
flux (or substrate temperature). 

Figure 3-17: Model of the atomic structure of the different types (, , γ) of As-rich GaAs(001)-(2×4) 
surface reconstructions. The upper part of the figure represents a top view of the surface reconstruction, 
while the bottom part is a side view of the same surface. Filled (open) circles denote As (Ga) atoms [113]. 

 

According to the model of Chadi et al. [114], the �-(24) structure contains 
three As dimers in the uppermost atomic layer, while the �-(24) has two As 
dimers in the top layer, and the �-(24) is similar to the �-(24) structure with an 
extra As dimer on the top. One can see from Figure 3-17 that the number of As 
atoms increase from 4 to 6 to 8 per unit cell of the reconstructed surface when one 
goes from the  to the  and then the  phase, respectively. For a fixed As2 flux, 
the GaAs(001)-(2×4) surface reconstruction can be easily changed by reducing the 

�  model � model γ model 

[1�0] 

[1��0] 
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substrate temperature a few tens of degrees Celsius. For our usual growth condition 
(BEP of As close to 10 Torr), Figure 3-16 shows that �(�×�)→��(�×�) ≈ 620°C, 
��→� ≈ 580°C, ��→� ≈ 545°C, ���(�×�)→�(�×�) ≈ 525°C. However, once the 
c(44) reconstruction is reached at a lower temperature, the only way to recover 
the original (24) reconstruction is by considerably decreasing the As BEP [110].  

Akihiro Ohtake et al. [113] showed that the c(4×4) surfaces are classified 
into two phases: the α phase has a Ga-As dimer structure, and the β phase has an 
As-As dimer structure, depending on the preparation conditions. While the  
c(4×4)-α structure is usually obtained by cooling the (2×4) surface under As flux, 
the c(4×4)- β structure can only be formed when the c(4×4)- α surface is covered 
with amorphous As layers and then is thermally annealed under an As flux. 

Figure 3-18: Top and side views of the Ga–As dimer and As–As dimer structures of the As-stabilized 
GaAs(001)-c(4×4) surface. Closed (open) circles denote As (Ga) atoms. [113]. 

 

The usual growth conditions of GaAs and AlGaAs layers generally consist 
of a substrate temperature around 570-600 C, an As background BEP around  
5-7×10-7 Torr (equivalent to an As-flux BEP of 8-10×10-6 Torr when the gauge is 
facing the As cell), and a growth rate of 1 ML/s (roughly equivalent to 1 µm/h) that 
lead to a (2×4) surface reconstruction. The growth conditions of the InAs material 
are similar, except for the substrate temperature, which is generally below 520 C 
to avoid re-evaporation of the In atoms due to the lower binding energy of InAs.  
The GaAs(001) surface is generally c(4×4) reconstructed in such conditions. Since 
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the thickness of the InAs layer needs to be very small to get good SK-QDs (usually 
between 1.7 and 3.0 MLs), the deposition rate is often reduced to 0.1 ML/s to have 
a higher accuracy over the thickness. For SML-QDs, the quantity of InAs is even 
smaller (0.3-0.7 MLs), and the growth rate is often reduced further to achieve a 
better accuracy over the thickness. If the other growth conditions are kept the same 
as for SK-QDs, the surface reconstruction will be c(4×4), which, according to 
previous STM works, should not lead to the nucleation of 2D InAs islands on the 
GaAs(001) surface. Although several papers published so far clearly show that the 
nanostructures grown in such conditions do improve somehow the performance of 
devices compared to QWs or SK-QDs [30, 35]—we will discuss why later—one 
might expect (for the reasons already explained earlier) SML-QDs deposited in the 
presence of a (24) reconstruction to provide even better results [47, 48]. 
Recovering a (24) reconstruction from usual growth conditions adopted for  
SK-QDs requires a strong reduction of the As flux, as can be seen in Figure 3-16. 
In our case, the As background BEP value has to be lowered from 810-7 to below 
1.510-7 Torr, which is equivalent to an As arrival rate of 0.3 ML/s. When the As 
flux is so low, the GaAs and InAs growth rates need to be drastically reduced too 
for the growth to remain under As-rich conditions (Ga or In-rich conditions lead to 
the presence of many structural defects).  

Both surface reconstructions have a different atomic structure (Figures 3-17 
and 3-18) and, when they are observed with the RHEED system, they have some 
similarities and differences which make them sometimes difficult to be identified, 
especially when one starts to change into the other one. This is because RHEED 
experiments are usually performed with the electron beam pointed along the [110] 
direction, as it is the one that provides the best oscillations of the specular  
spot needed to calibrate the growth rates and determine the composition of the 
ternary alloys. However, along that direction, both (2×4) and c(4×4) surface 
reconstructions have the same periodicity (2-fold symmetry), and the exact 
transition from one pattern to the other one is not straightforward, although the 
intensity of some diffractions spots is clearly different far from the transition, as 
can be seen in Figure 3-19-a and 3-19-b. Yet, along the [010] direction (located at 
45 from the usual [110] direction), the (2×4) and c(4×4) reconstructions have a  
1-fold and 4-fold symmetry, respectively, which makes the transition from one 
pattern to the other one much easier to detect (Figure 3-19-c and 3-19-d). 
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Therefore, it is more practical to reduce the As flux by monitoring the RHEED 
pattern along the [010] direction to observe when the 4-fold symmetry switches  
to a one-fold symmetry. At that precise moment, the system is back to the (24) 
surface reconstruction, which is supposed to be more adequate to get better  
SML-QDs. 

 

 

 

 

 

 
 
 
Figure 3-19: RHEED patterns of the GaAs surface before the growth of the SML-QDs at 500C along (a) 
the [110] direction with a high As flux (c(4×4) reconstruction); (b) the [110] direction with a low As flux 
((2×4) reconstruction); (c) the [010] direction with a high As flux (c(4×4) reconstruction); (d) the [010] 
direction with a low As flux ((2×4) reconstruction) [115].  After the growth of the SML-QDs, the patterns 
were very similar to the initial ones. (e) Periodicity of some surface reconstructions along several 
directions [110]. RHEED measurements are usually performed along [110] to calibrate the materials. 
 

As mentioned before, the growth must always occur in As-rich conditions 
and, consequently, the growth rates of the GaAs and InAs materials should always 
be lower than the deposition rate of As. Usually, the ratio between the As to Ga  
or As to In growth rate should be at least 1.3 to provide good crystalline quality. 
The large reduction of the As flux, the careful recovery of the (24) surface 
reconstruction at low temperature, and the much lower growth rates make the 
growth of SML-QDs with a (24) reconstruction much more difficult and longer 
than with the c(44) reconstruction. Therefore, such special growth conditions 
would only be worth it if they lead to a real improvement of the SML-QDs, 
manifesting itself in better devices. This has become the main objective of this 
thesis throughout the past few years, and the fruits of this effort will be presented 
in the following chapters. 

(e) 
(d)  (c)  (b)  (a)  
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Chapter 4:  In(Ga)As SML-QDs optical and structural 
characterization techniques 

In this chapter, I describe the experimental techniques employed for 
analyzing the optical and structural characterization of In(Ga)As SK-QDs and 
determining their usefulness for characterizing In(Ga)As SML-QDs; these 
techniques include photoluminescence, atomic force microscopy, transmission 
electron microscopy, and scanning tunneling microscopy. 

 

4-1 Optical characterization  

4-1-1 Photoluminescence 

In a photoluminescence (PL) experiment, light is spontaneously emitted 
from materials after they are optically excited. It provides valuable information 
about the material's bandgap, the presence of discrete energy levels, sample 
composition, quantum-well thickness and roughness, or quantum-dot size 
homogeneity. In this kind of experiment—our setup is simple and only allows us to 
perform a quick optical characterization of the structures—the sample is fixed 
inside a cryostat having a cold finger kept at liquid-nitrogen temperature (77 K) 
and irradiated with a laser that will excite the electrons from the valence band to 
the conduction band of the semiconductor, as illustrated in Figure 4-1. These hot 
electrons will thermalize and decay to the fundamental state of the bulk material 
(or nanostructures), where they will finally recombine with holes left behind in the 
valence band (that also moved to the top of the valence band), thus emitting 
photons having an energy equal to the difference of energy between both levels. 
These photons are collected by a lens and focused by a second lens into the 
entrance slit of a monochromator. A germanium (Ge) or silicon (Si) detector is 
located at the exit slit of the monochromator and detects the wavelengths that are 
present in the luminescence signal produced by the sample. A computer controls 
the wavelength selected by the monochromator and reads the signal of the detector 
via a lock-in coupled to a chopper (Figure 4-2). 
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Figure 4-1: Main physical processes involved in a photoluminescence experiment [116]. 

Figure 4-2: Schematics of a PL experiment. (a) solid-state laser; (b) chopper and (b´) its controller; 
(c) small mirror; (d) first focusing lens; (e) cryostat with samples; (f) second focusing lens;  
(g) monochromator; (h) Ge/Si detector at the exit slit; (i) lock-in amplifier; (j) computer. 

 

Usually, one expects the PL spectrum to provide information about the 
growth quality, the presence of defects in the epitaxial layers, the width of 
compositional interfaces, the size of the nanostructures, and their energy levels. 
The large intensity of the signal is a clue that the crystalline quality is good and 
that there are only a few defects or impurities in the epitaxial layers, while the 
energy of the emission peak is generally related to the transition between the 
ground states of electrons and holes in the nanostructures that mainly depend on 

(b´) 
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the size and composition of the nanostructure. The full width at half maximum 
(FWHM) is a parameter deduced from the PL spectrum to describe the width of the 
emission peaks (Figure 4-3). It is usually given in units of energy (meV) and is 
mainly a function of the size distribution of the nanostructures in the sample, but it 
may also be due to alloy fluctuations at the interfaces or inside the nanostructures 
themselves.  

Figure 4-3: Typical PL spectrum at 77 K of a sample containing SML-QDs. The FWHM is obtained by 
calculating the difference in energy on both sides of the emission peak, where the intensity is half of the 
maximum intensity. 

 

The optical characterization of SML-QDs could be performed using this 
photoluminescence setup (Figure 4-2), and the results were compared to those of 
SK-QDs and QWs. Figure 4-4 shows three samples containing different types of 
In(Ga)As nanostructures that were grown by MBE on epi-ready GaAs(001) 
substrates. After oxide removal and outgassing at 615°C for 5 min, a 200 nm-thick 
GaAs buffer was deposited at 570 °C. Then, the temperature of the sample was 
lowered to 515°C to deposit the In(Ga)As/GaAs nanostructures of the samples 
(#A, #B, and #C), which were followed by 15 nm of GaAs grown at the same 
temperature to prevent evaporation of the In atoms. Finally, 85 nm of GaAs were 
deposited at 570 °C.  
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Sample #A contained conventional SK-QDs obtained by depositing 2.2 MLs 
of InAs at 515 °C, sample #B consisted of six consecutive repetitions of 0.5 ML of 
InAs followed by 2.5 MLs of GaAs deposited under the same growth conditions as 
sample #A (i.e., in the presence of a c(44) surface reconstruction), and sample #C 
was a 5.1 nm wide In0.17Ga0.83As/GaAs quantum well (QW) having the same 
thickness (6 × (0.5 ML + 2.5 MLs) = 18 MLs  5.1 nm) and average composition 
as the SML-QDs of sample #B (0.5/3.0 = 16.7% of InAs). 

Figure 4-4: Structure of samples containing different types of In(Ga)As nanostructures to be analyzed by 
PL; sample #A contains 2.2 MLs of InAs to form conventional SK-QDs; sample #B contains a basic cycle 
of 0.5/2.5 MLs of InAs/GaAs repeated six times to form SML-QDs; sample #C contains a 5.1 nm wide 
In0.17Ga0.83As/GaAs quantum well. 

 

After growth, each sample was cleaved into a small piece (1.0 × 0.5 cm2), 
fixed inside the cryostat (Figure 4-5), and measured at liquid-nitrogen temperature 
(77 K). The PL measurements were performed with the setup shown in Figure 4-2 
using a 50 cm monochromator equipped with a 1200 l/mm diffraction grating and a 
diode laser emitting at 660 nm with a power of 100 mW.  
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Figure 4-5: Samples fixed on the cold finger of a liquid-nitrogen optical cryostat. 

Figure 4-6: PL spectra of samples #A, #B, and #C; the measurements were performed at 77 K with a slit 
of 0.4mm. The emission of sample #C saturated the detector, and its maximum was estimated to be at the 
center of the peak. 

Figure 4-6 shows the PL spectrum of samples #A, #B, and #C at low 
temperatures (77K). Each spectrum shows clear PL emission peaks corresponding 
to the band-to-band transition of the bulk GaAs material (825 nm) and the 
transitions from the In(Ga)As nanostructures at higher wavelengths, depending on 
their structure (QDs or QW). The SK-QDs (sample #A) have a weak and broad 
spectrum (FWHM=37.2 meV) with two emission bands, while the SML-QDs 
(sample #B) have a single sharp and intense peak. The SK-QDs spectrum is 
weaker and has a peak at a higher wavelength (� = 976 ��, � = 1016 ��) 
compared to the SML-QDs sample. These characteristics are common to SK-QDs; 

Cold finger 

Samples 
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the lower intensity is related to the presence of a higher density of structural 
defects at the SK-QDs interface, resulting from the fact that these 4-7 nm high 
structures need to be covered later by GaAs. The capping process leads to point 
defects at the interface between InAs and GaAs [117, 118] due to the 7.2% lattice 
mismatch between the two materials. 

PL spectrum of sample #B (Figure 4-6) shows a much narrower emission 
(FWHM=9.7 meV) than that of sample #A, with peaks at a lower wavelength 
(� = 902 ��) than those of as-grown SK-QDs. The lower wavelength is generally 
attributed to the smaller size of the 2D islands in SML-QDs compared to SK-QDs 
but is also attributable to their lower In content due to their nominal InAs/GaAs 
periodic structure. The narrower emission is often (but erroneously) associated 
with higher size homogeneity of SML-QDs. However, Harrison et al. [119] have 
shown instead that this characteristic is due to the very small size of the 
nanostructures that provide effective confinement of holes but only very weak 
confinement of electrons. Due to the overlap of the electron wave functions with 
the closest SML-QDs, a narrow PL emission is produced due to an average of the 
local composition fluctuations (PL actually senses the InGaAs QW surrounding the 
SML-QDs, as will be shown later). 

Sample #C exhibits optical properties similar to those of sample #B (SML-
QDs), with a narrow emission (FWHM=7.2 meV) peaking at a low wavelength 
(� = 898 ��), but with an even higher intensity (saturated) than sample #B 
(Figure 4-6). Several studies have reported that SML-QDs exhibit optical 
properties similar to those of InGaAs quantum wells, suggesting they may actually 
not be formed or are optically inactive [120]. The tiny differences between the 
spectra of samples #B and #C would thus originate from small fluctuations in the 
growth parameters or measurement conditions. However, this hypothesis can be 
easily ruled out when such SML-QDs are inserted in the active region of an 
infrared photodetector, as we will show later (Chapter 7). Sample #B must indeed 
contain zero-dimensional nanostructures that differentiate them from the QW of 
sample #C—as will be confirmed in the structural characterization—to explain the 
very strong signal measured in photodetectors. 
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4-2 Structural characterization 

 4-2-1 Atomic force microscopy 

The atomic force microscope (AFM) is the most famous member of the 
scanning probe microscope (SPM) family [121]. SPM is a branch of microscopy 
that uses a nanoscale probe to produce images by scanning it over a surface. It can 
provide high-resolution images of both conductive and insulating samples at the 
nanometer scale; usually, the images consist of a local topography of the surface, 
but they can also provide thermal, electrical, hardness, compositional, and 
magnetic maps. A typical AFM system consists of [122] a cantilever with a sharp 
tip mounted to a piezoelectric actuator and a position-sensitive photodetector for 
receiving a laser beam reflected by the end-point of the cantilever to provide 
deflection feedback, as shown in Figure 4-7. 

Figure 4-7: Schematic diagram of a typical AFM. During scanning of the surface by the tip, a laser beam 
is reflected from the back of a micro-fabricated cantilever to which the sharp tip is attached to measure its 
deflection [123]. 

 

In AFM, the tip is scanned over the surface of the sample; the sample 
surface and the tip are caused to bend the cantilever by atomic forces, and the laser 
beam reflected from the back of the cantilever is detected by a four-quadrant 
photodiode. In most operating modes, a feedback circuit connected to the 
cantilever deflection sensor keeps the interaction between the tip and the sample at 
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a fixed value and controls the tip-sample distance by acting on the vertical 
component of a piezoelectric system that can move the tip along the three 
directions of space. A computer records the feedback signal to reconstruct a 3D 
image of the surface topography [124].  

Figure 4-8 shows the three most common modes of an AFM: contact, 
intermittent (tapping), and non-contact mode, which are usually chosen depending 
on the intensity of the forces between the sample and probe [125, 126]. The contact 
mode provides the highest resolution but also results in a strong interaction 
between the tip and the sample that can eventually destroy both, considerably 
reducing the tip's lifetime. It is used for hard materials when the highest resolution 
is required. For softer materials or when a longer tip lifetime is desired, the 
intermittent mode is better and is most often used. In this mode, the tip oscillates 
over the sample and gently touches it at its bottom position, considerably reducing 
the tip-sample forces. For extreme cases of very soft materials or materials weakly 
adsorbed on a substrate, the non-contact mode is recommended but has the lowest 
resolution as the tip has to sense and monitor the attraction-repulsion atomic forces 
of the sample from a distance. 

  

 

 

 

 

Figure 4-8: The three most common modes of AFM operation: contact mode, tapping mode, and non-
contact mode [127]. 

 

The characteristics of the AFM technique make it extremely useful for the 
investigation of insulators and semiconductors (which are often covered by an 
oxide layer in air and, therefore, behave like insulators). In addition to measuring 
the atomic forces on solid surfaces, it can also measure in liquids. Nowadays, AFM 
is widely used in biology, e.g., for imaging DNA molecules [128], and in 
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chemistry to image and manipulate atoms. Unlike a scanning tunneling microscope 
(STM), it doesn't require a metallic tip and sample to measure the tunneling current 
between both. The AFM technique is widely used for the ex-situ characterization 
of SK-QDs since an analysis of QDs density and size can still be easily performed 
even after the sample is oxidized in the air [129].  

Figure 4-9: (a) Full AFM system at LNMS equipped with an anti-vibration table, a sound-insulation box 
(also for controlled ambient), control units, and a computer to acquire and process images; (b) The AFM 
itself—that is normally installed inside the white sound-insulation box of figure a—with its scanning head 
(top), camera (left) and 6” sample holder (bottom).  

 

To examine the morphology of the QDs samples, the tapping mode was used 
(Figure 4-8), as it combines high resolution with low sample-tip interaction 
required to minimize tip deterioration. As an attempt to analyze and compare the 
morphology of InAs SK-QDs and SML-QDs (or at least the small 2D InAs islands 
that are nucleated and will be staked later), we analyzed the morphology of three 
samples #A1, #B1, and #C1. Their structures are shown in Figure 4-10. Sample 
#A1 contains 2.2 MLs of InAs material that went through the 2D-3D transition 
(SK mode) around 1.7 MLs, and was grown with the same growth conditions of 
sample #A. Sample #B1 contains only 0.5 ML of InAs deposited on the buffer 
layer using the same growth conditions as those of sample #B. Finally, sample #C1 
was just a 200 nm-thick GaAs buffer deposited at 570 °C to compare it with 
sample #B1. All the samples were grown on an epi-ready GaAs(001) substrate; 

(b) (a) 
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after oxide removal and outgassing at 615 °C for 5 min, a 200 nm-thick GaAs 
buffer was deposited at 570 °C, and the temperature was lowered to 515 °C or  
490 °C to grow 2.2 MLs or 0.5 ML of InAs in samples #A1 and #B1, respectively.  

Figure 4-10: Structure of different types of samples, two of them containing InGaAs nanostructures, to be 
checked by AFM. Sample #A1: 2.2 MLs of InAs SK-QDs (similar to sample #A but without GaAs cap 
layer); Sample #B1: 0.5 ML of InAs (half of the first cycle of sample #B used to form SML-QDs); Sample 
#C1: 200 nm-thick GaAs buffer to be used as a reference. The structures of samples #A1 and #B1 were 
also grown on top of a 200 nm-thick GaAs buffer. 

 

We can see from Figure 4-11 that AFM is useful for analyzing the 
morphology of SK-QDs, as it provides information about the size and density of 
the QDs, while nothing can be said in the case of the InAs submonolayer (sample 
#B1). There are no visual differences between the AFM images of the GaAs buffer 
(sample #C1) and the fractional deposition of InAs (sample #B1), suggesting that 
the technique cannot distinguish the high density of very small 2D InAs islands 
(which may not form on a c(44) reconstructed surface and thus would lead to 
random incorporation of the In atoms) from the lower density of large 2D GaAs 
islands nucleated during the growth of the buffer layer.  
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Figure 4-11: 1×1 μm2 AFM images showing the surface of (a) 2.2 MLs of InAs SK-QDs deposited on the 
buffer layer; (b) 0.5 ML of InAs material (first layer of the basic cycle of a SML-QD) deposited on the 
buffer layer, and (c) a 200 nm-thick GaAs buffer deposited at 570 °C. 

 

4-2-2 Transmission electron microscopy 

The principle of transmission electron microscopy (TEM), as suggested by 
its name, is to use a beam of electrons and make it pass through a very thin slab of 
material to analyze it on the other side. Thus, TEM provides valuable information 
about a sample's inner structure, such as its crystal structure, morphology, 
composition, and stress state. The image is formed by the interaction (scattering) of 

(a) 

(c) 

(b) 
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electrons and atoms. In general, TEM can provide an image resolution better than 
0.2 nm and is very capable of resolving nanoparticles at the atomic scale [130]. 
However, it is a very expensive technique, and sample preparation is long (can take 
several days) and also requires other expensive preparation tools. TEM can be used 
in two modes [131], namely dark field and bright field. The sample is usually 
placed within the objective lens, and the position of the sample relative to the 
objective aperture determines the available imaging modes. The electron beam 
passes through the sample before reaching the objective aperture, so that electrons 
scattered from the sample can be selected for imaging (Figure 4-12-b).  Bright-field 
images (BF) are obtained when the objective aperture is positioned to include the 
unscattered light from the thin sample, while dark-field images (DF) are obtained 
when the objective aperture excludes the unscattered light from the incident  
beam [132]. 

Figure 4-12: (a) JEM-2100F TEM of the Brazilian Nanotechnology National Laboratory (LNNano) that 
was used in this study [133], (b) TEM schematic diagram [132].  

 

As an attempt to investigate the morphology of the SML-QDs, one of our 
samples (#D) containing SML-QDs deposited in the presence of a (24) 
reconstruction of the GaAs(001) surface was imaged using the JEOL JEM 2100F 
TEM of the Brazilian Nanotechnology National Laboratory (LNNano/CNPEM), 

(b) (a) 
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located in Campinas (Figure 4-12-a). The JEM-2100F is a multipurpose, 200 kV 
field-emission (FE) analytical electron microscope. FE electron guns produce 
highly stable and bright electron probes that conventional thermionic electron guns 
cannot produce; this feature is essential for ultrahigh resolution in TEM and for 
nanoscale analysis of the sample. A computer controls the microscope by 
integrating analytical instruments or cameras, such as energy-dispersive X-ray 
spectrometers, electron energy loss spectrometers, or even CCD cameras. 
Unfortunately, neither the 2D InAs islands nor the SML-QDs themselves could be 
clearly observed in the measurements (Figures 4-13 and 4-14), probably due to the 
strong segregation of the In atoms leading to significant intermixing with the 
spacer layers—Cantalice et al. [134] found a segregation coefficient R = 0.81 for 
InAs/GaAs SML-QDs grown under the same conditions. Despite this strong 
segregation, Niermann et al. [135] were able to get good TEM images of 
InAs/GaAs SML-QDs. Although their samples were obtained using a different 
epitaxial technique (MOCVD), the quality of their images suggests that the sample 
preparation is very important. TEM samples must be extremely thin (generally less 
than 150 nm and, whenever possible, less than 30 nm) when high-resolution 
imaging is needed as a result of the requirement for transmitted electrons. Also, our 
inability to obtain a clear image of our SML-QDs could be due to partial 
amorphization of the surface during the FIB (focus ion beam) preparation of the 
samples. Although we were unable to identify the SML-QDs in the matrix, even so 
we performed a compositional study of the same layers to eventually detect 
clusters of a specific element that could be related to the nanostructures. However, 
as can be seen in Figure 4-13, we were unsuccessful as well. Consequently, this 
technique was not useful for extracting valuable structural information from our 
samples containing InAs/GaAs SML-QDs.  
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Figure 4-13: (a) TEM image of sample #D, which consists of ten AlGaAs/GaAs quantum wells 
containing each a single layer of InAs/GaAs SML-QDs in the well, consisting of 6 repetitions of 0.35 ML 
of InAs followed by 2.65 MLs of GaAs. The AlGaAs barriers appear as wide dark stripes with, between 
them, narrow brighter regions related to the wells containing the SML-QDs. (b) High-resolution image of 
the inner part of one QW containing SML-QDs. The InAs material appears as darker regions. (c) Filtered 
and processed image of Figure b. Many 1-3 nm-large dark regions appear but seem more related to 
image-processing effects than to the presence of SML-QDs. 

 

(b) (c) 

(a) 
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Figure 4-14: (Left) TEM image of 5 layers of SML-QDs separated by 50 nm of AlGaAs. (Right) Colored 
compositional maps of the rectangular region are shown on the left. Ga, As, and In atoms are shown in 
green, blue, and red, respectively. The red map shows that most of the In atoms are concentrated in a 5-10 
nm wide region of the map (due to segregation), and no clear clustering or periodic structure is observed, 
as would be expected in well-formed SML-QDs. The two larger red images on the right are simply a 
magnification of the two small regions shown on the main In map. Again, very small 1-3 nm wide 
clusters may be observed but are more likely due to lack of resolution (noise average during processing). 

 

4-2-3 Cross-sectional scanning tunneling microscopy 

Scanning tunneling microscopy (STM) was used for the first time by Binnig 
et al. in 1981 [136]. Since then, STM has become the most important tool for 
analyzing the surface structural properties of conducting samples at the atomic 
scale. The principle of the experiment is based on a sharp conducting tip that is 
brought into a distance of only a few Angstrom from the surface that must also be 
conductive, as shown in Figure 4-15-a. A voltage difference (bias) is applied 
between the tip and the sample that, when close enough, allows electrons to tunnel 
through the very narrow gap (around 1 nm) between both, creating a very tiny 
current (typically in the pA to nA range) resulting from the quantum mechanical 
tunneling effect. As for AFM, a x-y-z piezoelectric system allows the tip to scan 
the surface, and at each point of the grid the tunneling current is evaluated and kept 
constant by a feedback system acting on the z component of the piezoelectric 
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motion system. Finally, the measured signals feedback electronics are transferred 
to a computer to create a topographic image of the sample's surface. 

Figure 4-15: (a) Scheme of the working mechanism of a STM, showing the tip, sample, piezoelectric 
scanner for x-y-z tip motion, feedback system, and the computer control system; (b) Two main operation 
modes of a STM: constant-current and constant-height scanning modes [137].  

 

Usually, STM is operated in two modes [138]: constant-current and 
constant -height modes, as shown in Figure 4-15-b. In constant-current mode, the 
tunneling current is kept constant while the tip is scanning the surface by adjusting 
the distance between the tip and the sample with the feedback system. The tip 
height signal at each scanning point results in a map of the surface topography. It is 
the most widely used mode because it allows analysis of smooth and rough 
surfaces, but it is slower as the scanning speed is limited by the response time of 
the feedback system. In contrast, in constant-height mode, the tip height is always 
kept constant during scanning, which means that the tunneling current changes 
according to the topography of the surface. Thus, recording the current directly 
reflects the changes in topography. Since there is no electronic feedback involved, 
the scanning can be much faster, but only very flat samples can be imaged to avoid 
current saturation (and tip crashing), as it depends exponentially on the tip-to-
sample distance.   

(a) (b) 
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Unlike conventional STM, which measures the sample surface, cross-
sectional scanning tunneling microscopy (X-STM) measures the sample's cross-
sectional surface to provide some structural information about the inner part of the 
sample [139]. Analyzing the cross-section of a sample is useful because it allows 
direct observation of capped nanoscale structures at the atomic scale that would, 
otherwise, be impossible, as shown in Figure 4-16.  However, sample preparation 
is more complex as the sample must be cleaved in-situ (under vacuum) to obtain a 
fresh and atomically flat surface. Moreover, the tip must be brought just above the 
sample cross section and the nanostructures that need to be investigated, which 
generally require an extra monitoring system (like a scanning electron 
microscope). 

Figure 4-16: Illustration of the principle of (a) top-view scanning tunneling microscopy (usual STM 
technique) and (b) cross-sectional scanning tunneling microscopy [140]. To image semiconductors 
successfully at the atomic scale, both techniques must be operated in ultra-high vacuum.  

 

Since conventional techniques such as AFM and TEM cannot be used to 
check the properties of SML-QDs samples, we tried to investigate the structure of 
our InAs/GaAs SML-QDs using X-STM and compare their formation with that of 
conventional SK-QDs. Therefore, two specific samples (#A2 and #B2) were grown 
on a Si-doped GaAs(001) substrate (n=1×1018 cm-3), and all the layers were also 
doped (except the QDs themselves and 40 nm of GaAs above and below them) to 
allow the tiny tunneling current to flow through the sample and provide high-
quality X-STM measurements. Figure 4-17 shows that sample #A2 consisted of  
2.2 MLs of InAs SK-QDs, deposited at 515 °C, and covered by a 40-nm thick 
undoped GaAs layer (15 nm grown at 515 °C and the rest at 570 °C) followed by a 

(b) 

(a) 
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120-nm thick doped GaAs cap deposited at 570 °C. Sample #B2 was similar but 
contained SML-QDs obtained by repeating six times a basic cycle consisting of 
0.50 ML /2.50 MLs of InAs/GaAs deposited at 490 °C with growth conditions 
similar to those of sample #A2, in the presence of a c(44) surface reconstruction. 
Then the samples were cleaved under ultra-high vacuum and measured by X-STM 
at 77K on a freshly obtained 110 surface.   

 

 

 

 

 

 

Figure 4-17: Schematic structure of the samples grown by MBE for X-STM experiments; sample #A2 
contained 2.2 MLs of InAs SK-QDs; sample #B2 contained SML-QDs formed by repeating six times 
0.5/2.5 MLs of InAs/GaAs. All the layers were doped to 1018 cm-3, except the QDs and 40 nm of GaAs 
below and above them.  Actually, both samples #A2 and #B2 contained other layers, but only the ones of 
interest (similar to samples #A and #B but grown on a Si-doped substrate) are shown here. 

Figure 4-18: X-STM filled-state topographic image of sample #A2 containing 2.2 MLs of InAs. From 
dark to bright, the color contrast corresponds to a difference in the height of 0 to 250 pm out of the 
cleaved surface. Bright regions have more In atoms than dark ones. The scale bar has a length of 10 nm, 
and the white arrow indicates the growth direction [001]. 
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Figure 4-19: Filled-state images (80 × 25 nm2) of the SML-QDs of sample #B2 taken at bias a voltage of 
–2.1 V and a tunneling current of  It = 50 pA. The arrow indicates the growth direction [001]. (a) filled-
state image allowing to observe As atoms; (b) empty-state image allowing to observe In and Ga atoms. 

Figure 4-18 shows a high-resolution X-STM image of sample #A2, where 
we can see a single InAs SK-QD and the surrounding wetting layer. It has a base 
length of 18.0 ± 0.8 nm and a height of 4.0 ± 0.5 nm [141]. In segregation can be 
observed in the atomic layers around the QD, where the In content decreases from 
bottom to top. Figure 4-19 shows filled-state images of sample #B2, where the 
contrast represents the relative height of the atoms out of the cleaved surface, 
which is a function of the In concentration. Filled-state images are obtained at high 
negative bias voltages and allow to observe group-V atoms (As), while empty-state 
images are obtained at high positive bias voltages and allow to observe group-III 
atoms (Ga, In). The latter is used mainly when accurate counting of In-atoms is 
required (e.g., when evaluating the In-segregation coefficient R). According to 
these X-STM images, there is no evidence that SML-QDs consist of stacks of 2D 
InAs islands, as suggested in the schematics of Figure 4-17, indicating that the 2D 
islands were never formed or were dissolved at a later stage. Instead, one can 
observe small agglomerates of In-rich material—without any internal periodic 
structure—scattered in a thick InGaAs QW with lower In content, probably 
resulting from the strong In segregation. The density of these clusters can reach  

(b) 
(a) 
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5–6 × 1011 cm-2 in some samples (depending on the growth conditions), which is 
roughly ten times the usual SK-QDs density [142].  

Based on the information provided, it appears that AFM is a useless 
technique for analyzing the morphology of InAs/GaAs SML-QDs. This is because 
these structures are 2D islands that do not exhibit surface profiles and are also very 
small and buried beneath the surface of the sample. Additionally, we also 
concluded that TEM is not suitable for extracting valuable structural information 
from samples containing InAs/GaAs SML-QDs. We could not obtain a clear image 
to identify the 2D structure of our InAs/GaAs SML-QDs in the matrix due to our 
limited ability to prepare a very thin sample using FIB, which is required for TEM 
measurements. As a result, X-STM is probably the most effective method in 
examining buried structures, as it can analyze their structure and composition at the 
atomic scale. It will therefore be used in the next chapter along with PL (which 
also proved to be useful to optically investigate SML-QDs) to optimize the growth 
conditions of InAs/GaAs SML-QDs for infrared photodetectors. 
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Chapter 5: Growth optimization of InAs/GaAs SML-QDs  

In this chapter, the PL and X-STM techniques were employed to investigate 
and optimize the growth conditions of InAs/GaAs SML-QDs, such as the influence 
of the surface reconstruction, growth rate, InAs coverage, and the number of 
repetitions. The main idea was to change a single growth parameter at a time to 
always be able to compare its influence unambiguously. 

   

5-1 SML-QDs samples growth 

Figure 5-1 shows the typical structure of a SML-QDs sample that was grown 
for PL measurements. After removing the native oxide layer of the GaAs substrate 
at 580 °C in the growth chamber and degassing at 610 °C for 5 min, the 
temperature was lowered to 570 °C, and a 150 nm-thick GaAs buffer layer was 
deposited. Then, the substrate temperature was lowered to the required temperature 
(490 – 525 °C), the As flux was adjusted to the adequate value, and a sequence of a 
fraction of InAs monolayer followed by a few monolayers of GaAs was deposited 
a certain number of times. As a final step, 3 nm of GaAs were deposited at the 
same temperature to prevent evaporation of In from the surface before increasing 
the sample's temperature to 570 °C for the growth of the top 147 nm–thick GaAs 
cap. Since we had some contamination problems with Al-containing epitaxial 
layers, we couldn't use an AlGaAs confinement layer commonly used to enhance 
the PL intensity, and the SML-QDs were consequently covered with GaAs only.   

After the growth, a small piece of each sample (1.0  0.5 cm2) was cleaved 
and glued with carbon paint to get good thermal contact with the cold finger of the 
optical cryostat (see Figure 4-5). PL measurements were performed at 77 K with 
two main goals for optimizing the growth parameters. The first goal was to obtain 
the highest possible PL intensity, indicating the excellent structural and optical 
quality of the samples. The second goal was to achieve the lowest possible 
FWHM, generally related to a more uniform size distribution. 
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Figure 5-1: Typical structure of a SML-QDs sample to be analyzed by PL measurements. Here, the basic 
cycle of 0.5/2.5 MLs of InAs/GaAs was repeated 4 times.  

 

5-2 Influence of the surface reconstruction 

InAs QDs are often deposited at 480-515 C to minimize desorption of In 
from the surface [143]. When the sample temperature is lowered from  
570 C—which is necessary to grow good-quality GaAs material—to 480-515 C, 
the surface morphology undergoes a change around 520 C, switching from a 
(24) reconstruction at high temperature to a c(44) reconstruction at low 
temperature. To recover the (24) reconstruction at the low temperature needed to 
allow nucleation of true 2D InAs island on the surface [47, 48], the As flux must 
be considerably decreased (roughly by a factor of 10) [110]. However, this large 
reduction in the As flux is also expected to limit In incorporation [142, 144]. So, to 
determine whether or not SML-QDs would be better with a (24) reconstruction, 
we investigated the influence of the surface reconstruction, which mainly depends 
on the As flux and the growth temperature (see Figure 3-16). 

Five samples with the same structure as that of Figure 5-1 were grown at a 
fixed temperature (T=490 C) but with a different BEP value of the As flux 
ranging from 6.0×10-8 to 6.5×10-7 Torr. Since, above an As BEP of 1.2×10-7 Torr 
(at T=490 C), the surface reconstruction changes from (24) to c(4×4), we might 
expect the samples grown with a higher As pressure to be eventually different from 
the others. Indeed, as shown earlier in Figure 4-19, there should be random 
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incorporation of the In atoms into the GaAs surface, leading to the formation of an 
InGaAs alloy instead of SML-QDs.   

 

Figure 5-2: PL spectra of SML-QDs consisting of 0.5 ML of InAs and 2.5 MLs of GaAs repeated 4 times. 
Each sample had a different As flux (BEP) during SML-QDs formation. 

 

Figure 5-2 shows the PL spectra of the samples where only the As flux was 
changed during deposition of the SML-QDs. The spectra of the two samples grown 
with a (24) reconstruction (As BEP lower than 1.2×10-7 Torr) have more or less 
the same intensity, which is also true for the samples grown with a c(4×4) 
reconstruction (As BEP larger than 1.2×10-7 Torr), although their intensity is much 
lower. This difference in intensity could be due to the formation of the SML-QDs 
at low As pressure, which could lead to stronger carrier confinement and, 
consequently, to stronger PL intensity. On the other hand, at higher As flux, the 
SML-QDs might not be formed due to the presence of the c(4×4) reconstruction, 
yielding the growth of an InGaAs QW, which causes weaker confinement of the 
carriers. When looking at the FWHM of the emission peaks, one can see that the 
ones of the samples grown with a (2×4) reconstruction are smaller than the others, 
and indeed it appears that their values increase with the As flux (6.7, 9.9, 10.3, 
17.5, and 21.9 meV). The narrow value obtained for the SML-QDs is surprising, 
especially when compared to SK-QDs, which typically exhibit a very broad PL 
emission (as shown in Figure 4-6) related to their size distribution and to the fact 
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that millions of nanostructures are sampled at the same time [100]. If we suppose 
that an InGaAs QW is formed instead of SML-QDs at higher As flux, then the 
increase of the FWHM could be due to the rougher interface related to the lower 
surface mobility of the adatoms with increasing As flux. Another striking feature is 
the systematic redshift of the emissions with increasing As flux. This observation 
is usually related to the size of the nanostructures or the composition of their 
material. We will see later in the X-STM section that, although there might be a 
small variation in the average size of the SML-QDs (a QW should not show any 
net variation of its width), there is indeed a reduction of the In concentration when 
the As flux is decreased. 

 

5-3 Influence of Ga and In growth rates 

Usually, InAs/GaAs SK-QDs are grown under As-rich conditions at high 
V/III ratios (c(44) reconstruction) using growth rates of 1.0ML/s and 0.1ML/s for 
GaAs and InAs, respectively [100]. This is actually true for the growth of any 
arsenide to get high crystalline quality. Since a (24) reconstruction—and 
consequently a low As flux—is required for the nucleation of true 2D InAs islands 
on the GaAs(001) surface, we had to lower both growth rates to keep growing the 
SML-QDs under As-rich conditions as well. Thus, the second growth parameter 
investigated is the growth rate of the fractional InAs layer and GaAs material 
deposited between two InAs submonolayers. Four samples with the same structure 
as in Figure 5-1 were grown in the presence of a (24) reconstruction (T= 490 °C 
and a BEP value of 1×10-7 Torr equivalent to 0.2 ML/s). Initially, we varied the 
growth rate of the GaAs interlayer from 0.05 to 0.2 ML/s and kept the InAs growth 
rate constant (0.014 ML/s). 

Figure 5-3 shows that the sample grown with the highest GaAs rate  
(0.2 ML/s) showed no PL signal at all due to the fact that the As and Ga fluxes 
were similar. The growth of this sample probably occurred under Ga-rich 
conditions that are known to cause structural defects, which reduce the PL signal. 
Among the other samples, the one grown with a GaAs rate of 0.1 ML/s showed the 
narrowest (FWHM = 7.3 meV) and most intense spectrum, suggesting higher 
optical quality. Since In segregation is strong in the InAs/GaAs system (R0.8) 
[144], it is always better to choose growth conditions that limit its effects. From 
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this point of view, a GaAs growth rate of 0.15 ML/s might be better—it has also a 
narrow value of the FWHM (7.6 meV)—as confirmed by the redshift of its 
emission. However, the V/III ratio is still close to the limit of the Ga-rich 
condition, and the PL intensity is not the highest one. For this reason, the GaAs 
growth of 0.1 ML/s rate was preferred for the next optimization steps.  

 

Figure 5-3: PL spectra of SML-QDs consisting of 0.5 ML of InAs and 2.5 MLs of GaAs repeated 4 times.  
Each sample had a different growth rate for the GaAs interlayer.  

  

To check the influence of the InAs growth rate on the PL result of InAs/ 
GaAs SML-QDs, two samples were grown with different InAs growth rates (0.014 
and 0.117 ML/s). Figure 5-4 shows that the SML-QDs sample grown at  
0.014 ML/s has a higher and broader signal that is redshifted compared to the 
sample grown at 0.12 ML/s. STM and AFM studies of thin InAs layers or of 
uncapped SK-QDs have shown that a lower InAs growth rate leads to larger 2D 
InAs islands or 3D quantum dots with more uniform size distribution [145, 146], 
both of which are consistent with improved optical line widths. The features of 
Figure 5-4 are partly in agreement with these observations, and the lowest growth 
rates probably provide a lower density of slightly wider SML-QDs yielding the 
redshift. One might perhaps expect a larger redshift as a result of the large 
difference between the two growth rates. However, a lower InAs growth rate also 
increases In segregation and therefore reduces the In content, leading to a blueshift 
of the emission competing with the previous size effect. The cause of the larger 
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FWHM is not clear, as a lower growth rate usually leads to more homogeneous 
structures resulting in a narrower emission. 

Figure 5-4: PL spectra of SML-QDs consisting of 0.5 ML of InAs and 2.5 MLs of GaAs repeated 4 times.  
Each sample had a different InAs growth rate. The FWHM values are 10.5 meV and 16.4 meV for high 
and low growth rates, respectively. 

 

5-4 Influence of the InAs coverage 

 SML-QDs are supposed to be formed by stacking small 2D InAs islands 
separated vertically by a few monolayers of GaAs. Therefore, SML-QDs are 
expected to have approximately the lateral size and areal density of these 2D InAs 
islands. So, the third structural parameter investigated was the InAs coverage 
(fraction) deposited in each submonolayer to check its influence on the properties 
of SML-QDs. One expects low fractions to create a high density of narrow islands, 
while larger fractions should lead to a lower density of wider islands. Three 
samples were grown using three different fractions of InAs material (0.35, 0.50, 
and 0.65 ML) covered by a thin GaAs layer (2.65, 2.50, and 2.35 MLs, 
respectively) to keep the same period. 

Figure 5-5 shows that the PL emission is redshifted and has a higher 
intensity with a rising InAs fraction. In general, low InAs coverage leads to 
narrower 2D islands, whose density increases with increasing amounts of material. 
After a certain amount of material is deposited, the density decreases as the small 



97 
 

islands start to merge, yielding wider 2D islands. Since the sample with the lowest 
InAs fraction has only 35% of its surface covered by InAs material, we can expect 
it to have a high density of narrow 2D islands and, therefore, very small SML-
QDs, which can hardly confine charge carriers—due to their ground state being 
close to the top of the GaAs barriers. Moreover, smaller islands are easier to be 
dissolved by In segregation, which could reduce their density and size or reduce 
their In composition. As a consequence, their PL signal is expected to be weaker 
and blueshifted. When the InAs fraction increases, the size, number, and the In 
content of the SML-QDs increase as well, yielding stronger confinement and PL 
emission at higher wavelengths. For the largest fraction (0.65 ML), more than half 
of the GaAs surface is covered by InAs, and some large islands start to merge in an 
attempt to complete a full InAs monolayer. Although the PL intensity is even 
stronger (due to larger 2D structures containing more In atoms), such large and 
probably irregular islands may not be suited to form homogeneous SML-QDs. 
Therefore, we preferred to use a fraction of 0.5 ML for the rest of the optimization 
process.  

Figure 5-5: PL spectra of SML-QDs consisting of n ML of InAs and 3-n MLs of GaAs repeated 4 times, 
where n=0.35, 0.5, or 0.65 ML. The FWHM values are 5.6 meV, 14.5 meV, and 19.7 meV for n=0.35, 
0.5, or 0.65 ML, respectively.  
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5-5 Influence of the number of repetitions  

Finally, we investigated the number of repetitions of the InAs/GaAs cycle to 
change the height of the nanostructures. Figure 5-6 shows the PL spectra of three 
0.5/2.5 InAs/GaAs SML-QDs samples with a number of repetitions varying from  
4 to 10, corresponding thus to a height of the structures ranging between 12 and  
30 MLs, i.e., between 3.4 and 8.5 nm. It can be seen that the peaks shift 
significantly to higher wavelengths (i.e., lower energies) when the height of the 
structures increases, which is consistent with the fact that the vertical size of the 
structures dominates the confinement energies (i.e., their lateral size is larger or 
comparable). The higher intensity of the larger structures is due to their lower 
energy levels that provide better confinement of the carriers (the ground state is 
deeper inside the potential well) and, thus, a stronger overlap of their wave 
functions. There also appears to be a slight increase in the FWHM as the number  
  

 

 

 

 

 

 

 

Figure 5-6: PL spectra of SML-QDs structures consisting of 0.5 ML of InAs and 2.5 MLs of GaAs 
repeated N times. FWHM values are 13.9 meV, 14.5 meV, and 16.0 meV for N=4, 7, or 10 repetitions, 
respectively.  

of repetitions rises, which might be due to the fact that large SML-QDs might be 
more inhomogeneous. Indeed, it has been suggested [120] that, since the amount of 
InAs material is much less in SML-QDs than in usual SK-QDs, the strain field 
might be weaker in the former type of nanostructures, and therefore the alignment 
of the 2D islands may not be as effective as expected, leading to more disordered 



99 
 

stacks and, consequently, to a broader PL spectrum. Since the growth of SML-QDs 
using (24) reconstruction is complex and time-consuming, and, furthermore,  
10 repetitions seemed to only slightly improve the optical quality of the samples, a 
6-fold repetition was adopted to obtain SML-QDs with a height similar to that of 
SK-QDs.  

This first phase of optimization process has come to a conclusion that, in 
order to grow such nanostructures in the presence of a (24) surface 
reconstruction, we had to use a 0.5/2.5 InAs/GaAs basic cycle repeated 6 times and 
a growth rate of 0.015 ML/s and 0.1 ML/s for InAs and the thin GaAs interlayers, 
respectively, in the presence of an As BEP around 1.010-7 Torr (slightly below 
0.2 ML/s). These optimized growth conditions will be used to grow a sample for 
the X-STM measurements in the second phase of optimization. 

 

5-6 X-STM experimental results 

As we demonstrated in the previous chapter, X-STM is probably the most 
effective way for investigating SML-QDs, as it allows the structural and 
compositional investigation of buried structures at the atomic scale. However, it is 
still a surface-related technique that can only probe a few nanostructures at a time 
due to its very high resolution. Figure 5-7 shows the very specific structure 
(sample #E) that was grown on a Si-doped GaAs(001) substrate (n=1×1018 cm-3) to 
perform X-STM measurements. It contains five layers of InAs/GaAs SML-QDs 
grown in different conditions to measure all of them at the same time, with the 
same tip, and under the same experimental conditions, in order to compare all 
measurements without any ambiguity. These five layers were designed to check 
the influence of some of the growth parameters studied above (i.e., As flux, surface 
reconstruction, number of repetitions, and growth rate) on the structural properties 
of the SML-QDs. Each layer was surrounded by 40 nm of undoped GaAs and 
separated from the next SML-QDs layer by 120 nm of GaAs: Si (n = 1 × 1018 cm-3) 
to provide a good conductivity for the X-STM measurements without having Si 
atoms inside or close to the nanostructures themselves to avoid any influence of the 
Si dopant on the topographic measurements. The goal of this sample was to 
evaluate the influence of the main growth conditions, but not all of them, because 
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the technique is complex and time-consuming, and we were only able to analyze a 
single sample. The growth parameters of the 5 layers were chosen to allow several 
types of comparisons between some of the layers. With layers #1, #3, and #4 we 
could check the influence of the As flux; with layers #1 and #3, the influence of the 
surface reconstructions (but their As fluxes are similar); with layers #1 and #2  
the influence of the number of repetitions, and with layers #3 and #5 the influence  
of the growth rates (layer #5 was grown using conditions similar to those of  
SK-QDs). 

Figure 5-7: Specific conducting sample #E for the X-STM measurements. All five SML-QDs layers were 
grown under different growth conditions to check their influence on the formation of SML-QDs.  Layers 
#1, #3, and #4 differed only by the As flux (6×10-8, 2×10-7, and 7×10-7 Torr (BEP), respectively). Layer 
#2 had SML-QDs built from 10 repetitions instead of 6, and layer #5 was grown using high growth rates 
of InAs and GaAs typically used for SK-QDs. 
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All the five SML-QDs layers of the sample contained six repetitions of a 
basic cycle consisting of 0.5 ML of InAs followed by 2.5 MLs of GaAs (except for 
layer #2, which contained ten repetitions). Only one growth parameter or feature of 
the structure was varied at a time in any of the five SML-QDs layers, as shown in 
Figure 5-7. Since the STM technique is based on an electric current between a 
sharp metallic tip and the sample surface, the sample needed to be conductive. For 
this reason, we used a doped GaAs:Si (n=1.01018 cm-3) substrate, and all SML-
QDs layers were separated by 120 nm thick doped GaAs:Si layers with the same 
doping level as the substrate.   

A small sample with dimensions of 4×8 mm2 was cut from the wafer, and its 
backside was mechanically polished to reduce the thickness from 350 m to 120-
150 m. Typically, thinner samples provide better cleaving to obtain atomically 
flat surfaces for X-STM measurements. The sample was then clamped on a special 
holder after making a small scratch (1 mm) on the back side to aid the cleaving. 
The sample was then loaded into the STM preparation chamber and baked for  
30 min to remove any contaminants. All the X-STM measurements presented here 
were performed in a conventional Liquid-Nitrogen-cooled Omicron STM at the 
Eindhoven University of Technology by Dr. Raja Gajjela (from the group of Prof. 
Paul Koenraad). These measurements were carried out on a fresh {110} surface 
obtained by cleaving the sample in ultra-high vacuum (UHV). The polycrystalline 
tungsten wire used for the STM tip was electrochemically etched, baked, and 
sputtered using Ar in the STM preparation chamber under UHV. All the X-STM 
images were acquired in constant-current mode. Due to the atomic arrangement of 
the {110} surfaces of Zinc blende crystals, only every 2nd ML along the growth 
direction is visible in the X-STM images. Therefore, in the present case, either the 
group-III or the group-V atoms can be observed at a time. When scanning the 
surface at positive bias voltage, an empty-state image is obtained—i.e., only the 
group-III sublattice (Ga, In, Al) is visible—while, at negative bias voltage, only the 
group-V sublattice (i.e., As) is detected (filled-states images, Figure 4-19) [147]. 

Figure 5-8 provides high-resolution X-STM images of each SML-QDs layer 
of the sample. Comparing the first group of layers (#1, #3, and #4), where only the 
As flux was varied, it is clear that layer #1 has fewer In atoms—the relaxation 
outwards the surface is smaller and the contrast (brightness) is weaker—than layer 
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#3, which in turn also has less In than layer #4. This is because InAs has a larger 
lattice parameter than GaAs and, consequently, applies a tensile stress on the 
sample which pushes the atoms out of the cleaved surface. Since the structures of 
these three layers were nominally identical and all layers received exactly the same 
amount of InAs material (only the As flux was changed during the formation of 
SML-QDs), this is most probably due to the fact that In incorporation is less than 
unity at low As flux [142]. Under these conditions, part of the In atoms deposited 
in layer #1 was not incorporated. Instead, they remained "floating" on the surface 
as adsorbed species (this effect is different from In segregation that will be 
discussed below) and were desorbed later when the substrate temperature was 
increased to grow the thick GaAs separation layer (400 nm + 1200 nm + 400 nm).  

When comparing layers #1 and #3, which have the closest As fluxes but 
were deposited under a different surface reconstruction—(24) and c(44), 
respectively —we can see that both have In rich InGaAs clusters, although they 
have different sizes, densities, and compositions. This is, of course, in 
contradiction with previous STM studies [47], which predicted that a c(44) 
surface reconstruction would not be able to nucleate 2D InAs islands and, 
therefore, should not allow the formation of SML-QDs. However, these 
agglomerates have indeed already been observed by several groups [119, 148] and 
found to behave like quantum dots, even when deposited in the presence of a 
c(44) reconstruction resulting from growth conditions similar to those of  
SK-QDs. However, it is clear from Figure 5-8 that none of these clusters show any 
internal periodicity related to the vertical stacking of small 2D InAs islands, as 
usually sketched and represented in Figure 5-7. In addition, it has already been 
pointed out that a lower As flux should increase In segregation [149]. That was 
also confirmed in our sample by taking empty-states images of the same layers at 
positive bias. In this case, the In atoms can be directly imaged and counted, and 
their number can be determined in consecutive atomic layers along the growth 
conditions [142]. Using the semi-empirical segregation model of Muraki et al. 
[144], we inferred the segregation coefficient R of the In atoms to be 0.830.02, 
0.790.01, and 0.720.02 for layers #1, #3, and #4, respectively. These values 
were independently confirmed using in-situ RHEED measurements to monitor In 
segregation during the growth of InGaAs layers deposited in conditions similar to 
those of layers #1 to #5 [134]. Therefore, in addition to lower In incorporation, 
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SML-QDs deposited with a (24) reconstruction also suffer from stronger In 
segregation, and both effects together result in a much lower In content than with 
the usual c(44) reconstruction.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5-8: Filled-state images (8025 nm2) of the SML-QDs of layers #1 – #5 (illustrated in Figure 5-7) 
taken at bias voltage Vb = –2.1 V and tunneling current It = 50 pA. The arrow indicates the growth 
direction [001]. The bright (yellow) spots represent In-rich regions, while the rest of the images consists 
of the crystalline GaAs matrix (blue lines).  
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Layer #2 is much broader than the others due to the larger number of 
repetitions of the basic cycle (10 instead of 6). It appears much brighter than layer 
#1, even though it was deposited under exactly the same conditions. Indeed, the  
X-STM data show that the In content and In segregation are similar in both layers, 
but the contrast is higher in layer #2 due to the enhanced surface relaxation 
resulting from the larger number of repetitions (the section of a wide surface may 
relax outward more than a narrow one). However, no relevant differences can be 
observed concerning the number, composition, or size of the nanostructures, 
suggesting that something prevents SML-QDs from developing their full height. 

Finally, layer #5 was grown using the same parameters as layer #4 (high As 
flux), except that higher InAs and GaAs growth rates were used to get typical 
growth conditions of SK-QDs (i.e., 0.1 ML/s and 1 ML/s for InAs and GaAs). 
These are actually the growth conditions (or very similar ones) used in all reports 
about SML-QDs found so far in the literature. Layer #5 shows the highest density 
of all the layers—5–6 × 1011 cm-2 compared to 2–3 × 1011 cm-2 for layer #4, which 
is roughly ten times the usual SK-QDs density [150]—as well as a larger amount 
of In atoms (higher contrast). Both features are due to the higher InAs growth 
rate—which is known to increase the density of the small 2D InAs islands as a 
consequence of the smaller diffusion length of the adatoms—and to the higher 
GaAs rate, which reduces In segregation. We can see in Figure 5-8 that the  
SML-QDs generally have a base length of 4–6 nm and a height of 3–3.5 nm, which 
leads to a smaller aspect ratio than for SK-QDs [151] that might contribute to 
enhancing the efficiency of devices. 

  It is clear from our X-STM images that 2D InAs islands are not 
consistently nucleated (or, if they are, they don't survive capping), that stacks of 
such islands are not formed, that the nanostructures actually look like In-rich 
agglomerates embedded in a wider InGaAs QW with a lower In content, and that 
these clusters are shorter than expected (compared to the number of repetitions 
involved in the structure) [105]. In addition, it seems that both surface 
reconstructions allow the formation of nanostructures (although with different sizes 
and densities), while nothing was expected for the c(44) case (according to 
previous STM reports). These features are most probably due to the presence of In 
segregation which seems to have a much stronger influence in SML-QDs than  
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SK-QDs. Segregation can occur during the growth of the In(Ga)As alloy or during 
its capping by another material (e.g., GaAs), and its consequences can be 
effectively observed during the growth of the first 10 MLs of material (very thin 
layers are extremely affected). It consists in substituting the In atoms of the surface 
with Ga atoms to reduce the strain in the InAs/GaAs system. Thus, it is exclusively 
a surface phenomenon that can occur only during growth—only the growth front is 
affected, and it should not be confused with bulk diffusion or intermixing that can 
occur after growth and may involve layers well below the surface. In thick layers, 
the main consequence is a strong composition change during the first 10 MLs, 
which appears as a broadening of the interface. The In atoms that are not readily 
incorporated keep floating on the surface, as adsorbed species, and will be 
incorporated later in order to reach the desired nominal composition.   

InAs SK-QDs consist of large 3D InGaAs lens- or pyramid-shaped islands 
containing up to 85% of In because, during their formation and capping, 
segregation and strain forced part of the In atoms to leave the original InAs 
material to lower the total elastic energy of the system. On the other hand, the 
building blocks of SML-QDs are narrow 2D InAs islands (let's assume for now 
that they can be formed somehow) which are covered by a few MLs of GaAs. 
Since the segregation coefficient for our structures is 0.70-0.85, it means that, after 
the deposition of the first fraction of InAs ML, between 70% and 85% of the In 
atoms deposited will migrate to the next layer during GaAs capping, destroying 
most of the 2D InAs islands. These In atoms will remain adsorbed on the surface 
and, again, part of them will eventually incorporate, while the rest will continue to 
migrate upward during deposition of the next layers. This late incorporation can 
take place anywhere on the surface and is responsible for the thick InGaAs layer 
(acting as an InGaAs QW) surrounding the observed In-rich clusters. 

One might question why none of layers #1 to #5 showed any vertical 
stacking of small 2D InAs islands as it is well known to happen when several 
layers of SK-QDs are deposited sequentially and separated by a short distance. 
Indeed, Xie et al. [152] developed a semi-empirical model able to evaluate the 
strain field around InAs SK-QDs embedded in a GaAs matrix and its ability to 
influence the nucleation of SK-QDs in the next InAs layer close by. They found 
that SK-QDs of consecutive InAs layers were always vertically aligned whenever 
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the GaAs spacer was thinner than a certain value z0 which mainly depends on the 
size of the SK-QDs, their average lateral separation, the lattice parameters of InAs 
and GaAs, as well as several elastic constants of both materials. They calculated 
that typical SK-QDs should stack vertically with a probability larger than 95% 
whenever their vertical separation was smaller than 10 nm, and should be 
completely uncoupled for distances larger than 50 nm, in excellent agreement with 
their experimental observations. Because of the very thin GaAs spacer existing 
between consecutive InAs submonolayers, one usually expects such a vertical 
alignment of the small 2D InAs islands to occur as well and allow the formation of 
SML-QDs. This is why these nanostructures are invariably sketched as stacks of 
2D InAs islands separated by thin layers of GaAs material.  

However, one should be aware that there are at least two fundamental 
differences between InAs/GaAs SK-QDs and SML-QDs.  First, SK-QDs are much 
larger 3D InAs structures that can induce higher strain in the surrounding matrix, 
allowing thus to vertically align nanostructures over longer distances. Second, In 
segregation is more effective in SML-QDs due to the very thin GaAs layer 
separating consecutive InAs submonolayers. Therefore, most In atoms are removed 
from the 2D islands that are actually made (whenever they survive to the capping 
process) of InGaAs material with a low In content (15-30%), which further reduces 
the strength of the strain field around the islands. When these major  
differences—together with other ones that are, individually, less relevant—are 
taken into account in the model of Xie et al., one can show that, for more realistic 
SML-QDs, the value of Z0 can drop below 2 MLs, suggesting that the internal 
strain is indeed no longer strong enough to align the 2D islands [153], resulting in 
the formation of irregular In rich InGaAs clusters scattered inside the wide InGaAs 
QW. An indirect way to show that the strain is much weaker in SML-QDs is to 
apply a rapid thermal annealing (RTA) to the samples [120]. When SK-QDs are 
submitted to a RTA, their optical properties change drastically: their emission 
increases, narrows, and blueshifts. This is due to the large strain in the sample that, 
during RTA, allows a strong intermixing between the In atoms of the QDs and the 
Ga atoms of the cap or bottom layer, yielding more homogeneous structures 
(narrowing) having a lower In content (blueshift) and less structural defects 
(increase). When SML-QDs are submitted to the same process, their optical 
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properties are barely modified, confirming that their internal strain is indeed much 
lower and is no longer sufficient to activate any relevant intermixing. 

As a consequence, one can understand why SML-QDs look like In-rich 
agglomerates instead of vertical stacks of small 2D InAs islands, but it may not be 
very clear why both types of surface reconstructions allow the formation of that 
kind of clusters when only the (24) reconstruction should be able to nucleate the 
2D InAs islands. However, since the effects of In segregation are extremely strong 
for SML-QDs (due to the very thin layers involved), most of the InAs material is 
dissolved and the In atoms are randomly incorporated later, giving rise to the  
In-rich clusters, as is the case for the c(44) reconstruction where the In atoms are 
initially randomly incorporated. The (24) surface reconstruction has several 
drawbacks when considering the growth of SML-QDs: the growth conditions are 
more difficult to achieve, they lead to longer growth times, In segregation is 
stronger at lower As flux, and In incorporation as well. Since both surface 
reconstructions clearly allow the formation of those In-rich clusters, it is then 
obviously easier to use the c(44) surface reconstruction, unless one could find 
another way to keep the (24) reconstruction at a low temperature and overcome 
the problems mentioned above. 

There is actually another way to maintain the (24) reconstruction and grow 
the SML-QDs at low temperatures. Since the surface morphology changes from a 
(24) reconstruction to a c(44) reconstruction around 520 °C (at high As flux) 
when the temperature decreases from 570 to 515-490 °C, one way to avoid this 
problem would be to keep the sample temperature slightly above 520 C to keep 
the original (24) reconstruction in the presence of a high As flux. Therefore, 
instead of growing the SML-QDs at 490 °C with an extremely low As (which has 
the drawbacks mentioned above), we used a growth temperature of around 525 °C 
and a high As flux, as usual. It is clear that In segregation should be slightly larger 
and the In atoms should desorb slightly more than at 490 °C, but the other 
drawbacks (lower In incorporation, longer growth times, complex growth 
conditions) would disappear. So, the next growth parameter that was investigated 
is the growth temperature, but keeping the high As flux fixed.  
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5-7 Influence of the growth temperature  

Two samples containing SML-QDs (0.5/2.5 InAs/GaAs) were grown with 
the same growth conditions and As flux (7.010-7 Torr, equivalent to 2.5 ML/s), 
except for their growth temperature. One was grown with a (2×4) surface 
reconstruction and a high growth temperature (528 °C)—just before the transition 
to the c(4×4) reconstruction that occurs at approximately 520 °C—whereas the 
other was grown at the usual temperature for SML-QDs (490 °C), i.e., in the 
presence of a c(44) reconstruction.   

Figure 5-9 shows that SML-QDs grown at high temperature (528 °C) with a 
(2×4) reconstruction exhibits a blueshift compared to those grown at low 
temperature (490 °C) with a c(4×4) reconstruction. This may be attributed to the 
lower In content resulting from the stronger In segregation and desorption (or 
eventually to smaller QDs). Furthermore, the FWHM of the (2×4) sample was 
smaller (9.5 meV) than that of sample c(4×4) (14.7 meV), and its emission was 
five times higher. This probably means that the 2D InAs islands are more 
homogeneous at higher growth temperatures (528 C) and contain less structural 
defects than the c(4×4) sample grown at low temperatures.   

Figure 5-9: PL spectra at 77K of the InAs/GaAs SML-QDs samples differing only by the growth 
temperature.  
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Another sample was grown for X-STM measurements to determine whether 
the growth of SML-QDs at higher temperatures and higher As flux indeed leads to 
better nanostructures. However, the results of the experiment are still unavailable 
as the sample is being measured by another research group, led by Professor 
Rachel S. Goldman at the University of Michigan, that is currently having 
problems with the X-STM equipment. 

 

5-8 SML-QDs with a thinner GaAs interlayer 

Until now, we have mainly considered SML-QDs consisting of six 
repetitions of a basic cycle containing 0.5 ML of InAs followed by 2.5 MLs of 
GaAs. As a consequence, the average nominal In composition in those layers is 
16.7% (0.5/3.0), but the nominal In concentration in the individual SML-QDs (see 
Figure 5-10) is 33% (1 ML of InAs and 2 MLs of GaAs). Since we used six 
repetitions, the total thickness of the layers containing SML-QDs was 18 MLs 
(around 6 nm), a value that is much lower than the critical thickness of 
In0.17Ga0.83As deposited on top of GaAs (around 18 nm). For this reason, such 
SML-QDs can be grown without any relaxation of the epitaxial layers. However, 
real SML-QDs are very different from those outlined in Figure 5-7. Indeed, due to 
strong In segregation, most of the In atoms from the 2D InAs islands (when they 
are ever formed) are scattered in the epitaxial layers, and the strain field required to 
align the 2D islands from the next InAs submonolayers is too weak to do so, 
yielding the formation of small and irregular In-rich clusters. Therefore, a simple 
way to strengthen that strain field would be to increase the In content of the 
nominal structure by reducing the thickness of the GaAs interlayer (which is 
currently 2.5 MLs).  However, when the GaAs spacer is reduced down to 1.5 MLs 
or even 0.5 ML, the average In composition of the layers increases to 25% and 
50% (Figure 5-10), and their critical thickness is reduced accordingly—to around 
10 nm and 4 nm, respectively—as can be checked on the RHEED screen when the 
diffraction pattern changes from a streaky to spotty figure. Therefore, it would be 
impossible, for example, to grow 6 nm-high SML-QDs consisting of cycles 
containing 0.5 ML of InAs + 0.5 ML of GaAs. To increase the In content as much 
as possible and check the relaxation of the layers, we used a basic cycle consisting 
of 0.3 ML of InAs + 0.7 ML of GaAs and varied the number of repetitions. It 
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means that, nominally, there was no GaAs material between 2 successive InAs 
submonolayers (Figure 5-10), and all the deposited GaAs material was actually 
used to fill the spaces between the InAs islands of the same layer. 

 

Figure 5-10: structure of InAs/GaAs SML-QDs containing the same InAs fraction (0.5 ML) but different 
GaAs spacers. (a) 2.5MLs, (b) 1.5MLs, and (c) 0.5ML. The black rectangle shows an individual  
SML-QD. The average In content of the layers is shown. The average In content of each individual  
SML-QD is twice that of the layers. 

 

Figure 5-11: Structure of set of samples #F1 consisting of X cycles of 0.3 ML of InAs + 0.7 ML of 
GaAs—with X= 5, 7, 8, 9, or 11—to be checked by AFM (no cap layer). 
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Figure 5-12: 1×1 µm2 AFM images showing the surface of the set of samples shown in Figure 5-11, 
consisting of X cycles of 0.3 ML of InAs + 0.7 ML of GaAs, with X= 5, 7, 8, 9, or 11. The last sample 
(named SKQDs) contains 10.6 MLs of In0.3Ga0.7As deposited on GaAs using the SK growth mode to 
produce conventional SK-QDs. The critical thickness of In0.3Ga0.7As deposited on top of GaAs was 
measured to be 9.30 MLs using the RHEED technique.   

SKQDs 

X=7 X=5 

X=8 X=9 

X=11 
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We grew several samples with cycle repetitions ranging from 5 to 11 in 
order to determine when relaxation occurs and how the optical properties of such 
quantum dots evolve. One set of samples was grown with structures capped by  
100 nm of GaAs for PL measurements, while another set, identical to the first one, 
was grown without a cap layer to allow AFM analysis. Figure 5-12 shows the 
AFM images of the set without any cap layer. One can see that the surface is 
atomically flat below 8 repetitions, indicating that the SML-QDs can be formed 
normally. Above 8 repetitions, SK-QDs are clearly visible, indicating that the 
accumulated strain energy was too large and induced the morphological 
transformation of the epitaxial layer. Even though these SK-QDs were grown using 
a different technique, they have a size, shape, and density that are similar to those 
of In0.3Ga0.7As QDs obtained using the usual SK technique. More specifically, the 
sample containing 8 cycles has a density of 8.7109 cm-2, and this value increases 
with the number of repetitions until it reaches 1.21010 cm-2 in the case of  
11 cycles. The same structures were covered with 150 nm thick of GaAs (figure  
5-13) and then investigated by PL at 77 K to check their optical quality and the 
presence (or absence) of SML-QDs below 8 cycles.   

Figure 5-13: Structure of set of samples #F consisting of X cycles of 0.3 ML of InAs + 0.7 ML of GaAs—
with X= 5, 7, 8, 9, or 11—covered with 150 nm of GaAs to be analyzed by PL. 

 

Figure 5-14 shows that the structures obtained with 5 and 7 repetitions 
behave as SML-QDs, as can be seen from their intense and narrow PL emission 
that peaks at low wavelength values, resulting from their small size. The other  
3 samples have a much broader spectrum peaked at larger wavelengths, due to 
their larger size and broad size distribution, typical of SK-QDs, confirming the 
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characteristics of Figure 5-12. As the number of repetitions increases, the emission 
redshifts, and the intensity decreases. This is due to the larger amount of strained 
material that increases the QDs size but also the number of structural defects.  

Figure 5-14: PL spectra at 77 K of the set of samples of Figure 5-13 containing X repetitions of 0.3/0.7 
InAs/GaAs with X= 5, 7, 8, 9, or 11. Above 8 repetitions, the spectra are much wider, redshifted, and 
compatible with the formation of SK-QDs detected in Figure 5-12. 

Figure 5-15: PL spectra of the set of samples of Figure 5-13 with 7 and 8 repetitions compared to 
conventional In0.3Ga0.7As SK-QDs and a 6 MLs-wide In0.3Ga0.7As QW measured at 77K. 
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Figure 5-15 shows that, as was already detected in the AFM pictures of 
Figure 5-12, the SML-QDs sample with 8 repetitions has optical properties similar 
to those of In0.3Ga0.7As SK-QDs grown in conventional conditions. On the other 
hand, the optical properties of the SML-QDs sample with 7 repetitions are very 
similar to those of an In0.3Ga0.7As QW having a width of 7 MLs equivalent to  
the full height of the SML-QDs. This is why some reports [119] suggest that the 
SML-QDs may actually not form at all, and a QW is obtained instead. However, as 
will be shown in the next chapters, this is inconsistent with the excellent 
performance of infrared photodetectors obtained with such SML-QDs. The similar 
optical properties of SML-QDs and equivalent InGaAs QWs are due to the fact 
that actual SML-QDs are smaller than expected and, although the wave function of 
the holes is indeed confined in individual structures, that of the electrons is 
strongly delocalized and is able to overlap the closest QDs and sense the interfaces 
of the wider InGaAs layer (acting as a QW) surrounding them [119]. 

So far, we have optimized the main growth conditions of InAs/GaAs  
SML-QDs using PL as a guide to maximizing their optical properties, and we 
performed X-STM and AFM measurements to check some of their structural 
characteristics that are not optically accessible. However, the main goal of this 
work is to produce high-performance infrared photodetectors and check whether 
the new conditions analyzed here to grow SML-QDs—mainly those involving the 
(24) surface reconstruction—can provide better devices than those currently 
found in the literature (using the c(44) reconstruction only). It is only then that we 
will know for sure whether the optimization process was successful. That will be 
done in Chapter 7, where SML-QDs with some of the best growth conditions in the 
active region of such devices will be used. Before that, in the next chapter (Chapter 
6), we will see how to process photodetectors and obtain their main figures of 
merit. 
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Chapter 6: Processing and electro-optical characterization 

In this chapter, I describe the main techniques used to process the samples 
into photodetectors, including photolithography, metallization, and packaging, 
along with the setup of experiments used to test the devices such as photocurrent, 
responsivity, and noise current, followed by a discussion of how reliable results 
can be obtained using a series of procedures and calculations. 

 

I – Processing: 

6-1 Photolithography  

All the samples in the next chapter were processed in the ISO 6 clean room 
of our laboratory (Figure 6-1) into small squared photodetectors using 
photolithography. Each sample was placed in a spinner, covered with a few drops 
of photoresist (AZ5214) (Figure 6-2-I and 6-2-II), and rotated at 4000 rotations per 
minute (rpm) during 30 s to produce a uniform layer of photoresist with a thickness 
of approximately1.4 µm. The sample was then heated (soft bake) at 90 C during  
4 min on a hot plate to remove most of the solvent present in the photoresist and 
provide some mechanical resistance to the layer. After the soft bake, the sample 
was placed in a mask aligner with the mesa mask on top of it (Figure 6-2-III). The 
mask consists of a glass or quartz plate covered with a thin metallic film containing 
the pattern to be transferred to the sample. This metallic pattern locally protects the 
photoresist from the ultraviolet (UV) radiation that is generated by the mask 
aligner during the exposure process. In the case of a positive photoresist, the 
regions of the photoresist layer exposed to UV light (during 7 sec at 14.8 mW/cm2) 
react and can be removed during the development phase, while the regions that 
were protected by the metallic pattern of the mask remain intact on the surface of 
the sample. After the development (Figure 6-2-IV), which consists in dipping the 
sample in a developer (AZ400) for around 18 s, the sample is rinsed in deionized 
(DI) water, blown out with dry nitrogen, and heated again (hard baking) at 120 C 
for 20 min to prepare the photoresist patterns that remained on the sample for the 
chemical etching (Figure 6-2-V), which will attack the regions of the sample that 
were not covered by photoresist. The etching solution that was chosen 
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(H2O2:H2SO4:H2O (1:8:40)) is known to etch GaAs at a rate close to 1.2 µm/min.  
The actual etching rate was checked with a profiler on the sample itself, and all 
etchings were done in two steps (after checking each step with the profiler to 
calibrate the etching rate) to reach precisely the middle of the bottom contact. After 
removing the photoresist pattern from the surface (stripping) using acetone, the 
sample was rinsed in isopropanol and blown out with dry N2. At this stage, the 
sample contains a large number of small squared mesas having a lateral size of  
400 µm × 400 µm and a height that depends on the structure of the sample and on 
the etching time (Figure 6-2-VI). The same steps mentioned in Figures 6-2- II, III, 
and IV were repeated once more to open a small window in the photoresist layer 
overlying all mesas using another (contact) mask (Figure 6-2- VII, VIII, and IX). 
This small window (Figure 6-2-IX) shows the place where the small electrical 
contacts will be deposited in the next step (metallization). It is worth mentioning 
here that we use photoresist AZ5214 as a positive resist, while it is mostly used for 
reverse processes using a flood and extra reversal bake. However, the procedure 
described above works well when the contacts are deposited by e-beam and allow 
us to skip the extra image-reversal process that is more delicate. 

 

 

 

 

 

 

 

Figure 6-1: Clean room (ISO 6) of the “Laboratório de Novos Materiais Semicondutores”.  On the left 
side, the mask aligner can be seen, while on the right side, there are two chemical hoods for photoresist 
handling (spinning and baking) and chemical etching of the samples. 
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Figure 6-2: The main steps of the processing of a photodetector: (I) sample and its structure,  
(II) photoresist spinning, (III) mesa mask and exposure, (IV) positive development, (V) etching down to 
the bottom contact, (VI) removal of photoresist (stripping), (VII) photoresist spinning, (VIII) contact 
mask and exposure, (IX) development, (X) metallization, (XI) lift-off, (XII) wire bonding. 

I II III 

IV V VI 

VII VIII IX 

X XI XII 
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6-2 Metallization and packaging 

Electron-beam (e-beam) metallization and RTA allowed the fabrication  
of small Ohmic contacts, while wire bonding with thin Au wires was used to 
connect the devices to the chip carrier. During an e-beam evaporation process 
(Figure 6-3-a), as the current passes through a tungsten filament, Joule heating 
occurs and electrons are released (Figure 6-3-b). A high voltage is applied to the 
filament to accelerate and deflect these electrons with the help of a magnetic field 
toward the crucible containing the pure material to be deposited. Upon arrival, the 
energy of the beam is transferred to the material in the crucible, causing it to 
evaporate (or sublimate) locally and deposit on the substrate. A carousel containing 
several crucibles and materials allows the deposition of consecutive layers of 
different nature. Since the heating is localized and defined by the size of the  
e-beam, the source of the material is close to a point, and the flux of material is 
more unidirectional than with other deposition methods, making e-beam deposition 
more adequate for contact metallization and posterior lift-off process. 

Figure 6-3: (a) E-beam deposition system with the deposition chamber (right), turbomolecular vacuum 
pump (center), control computer (left), and power + control units of the electron beam (bottom, in black). 
(b) Illustration of the e-beam evaporation process [154]. 

 

Good Ohmic contacts on n-type GaAs are usually obtained by deposition of 
thin metallic films of Ni, Ge, and Au. These metals were deposited sequentially 
with a respective thickness of 25, 50, and 150 nm (Figures 6-2-X) using the  
e-beam evaporator. The sample was then soaked in acetone to dissolve the 
photoresist pattern and remove the excess metal outside the original small windows 

(b) (a) 
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(this step is called lift-off, Figure 6-2-XI) that were defined in the second 
lithography step. At the end of the process, all mesas have a small top contact and 
a common bottom contact between them (Figure 6-2-XII). To avoid formation of a 
Schottky barrier, which usually occurs when a metal is deposited directly on top of 
a semiconductor, the sample was then annealed in a RTA system (Figure 6-4-a) 
which consists basically of an oven—wherein the temperature can be ramped 
quickly—and a control computer. Since our samples are small, they are placed on a 
Si wafer resting on a quartz tray that slides into a quartz chamber in the oven unit. 
Two banks of 1 kW halogen lamps (Figure 6-4-b), eleven above the quartz 
chamber and ten below it, serve as a source of energy to heat the samples very 
quickly, allowing temperature ramps up to 200 °C per second. For our GaAs 
devices, the samples were heated to 520 °C at a rate of 100 °C/s, kept at this 
temperature for 30 s to get good Ohmic contacts, and then cooled as quickly as 
possible to stop further diffusion of the metals.  

 

 

 

 

 

 

Figure 6-4: (a) Rapid thermal annealing system with a quartz tray and 3" Si wafer to lay the samples on. 
(b) RTA model AccuThermo AW 610 without its cover, showing top and bottom banks of 1 kW halogen 
lamps in the oven unit [155]. 

 

Using a probe station (Figure 6-5-a) connected to a semiconductor-
parameter analyzer, the quality of each device was quickly checked (Figure 6-5-b) 
to decide which devices would be measured in more detail at lower temperatures. 
Finally, the sample was fixed in a commercial chip carrier (Figure 6-6-a) with a 
drop of liquid carbon paint to establish good thermal contact between the sample 

(b) (a) 
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and the chip carrier. Then the best mesas were connected to the pads of the chip 
carrier with thin Au wires (diameter = 25 µm) using a wire bonder (Figure 6-6-b). 

Figure 6-5: (a) Probe station equipped with four probes controlled by mechanical xyz translators, a 
microscope, and a CCD camera. The equipment is installed inside a grounded metallic box to reduce 
noise and allow measurements in the dark. The semiconductor parameter analyzer is connected to the four 
probes via low-noise triaxial cables enabling high sensitivity IV curves. (b) Testing a mesa (black 
squares have an area of 400400 µm2) with two probes. One probe touches the top contact (gold squares 
have an area of 100100 μm2) while the other touches the bottom contact common to all mesas. 

Figure 6-6: (a) Commercial chip carrier with a sample fully processed and connected. (b) Wire bonder 
used to connect the mesas to the chip carrier with thin Au wires (= 25 m).  

 

Finally, the chip carrier was installed on the cold finger of an optical cryostat 
(Figure 6-7) operating between 12 and 300 K with a closed-loop He circuit. After 
evacuating the cryostat and cooling the head to 12 K (everything takes around 
three hours), the device is ready for electro-optical characterization. 

(a) 
(b) 

(b) (a) 
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Figure 6-7: (a) Optical cryostat for 12-300 K operation with a Ge window; (b) Processed sample installed 
on the cold finger. 

 

II -Electro-optical characterization: 

6-3 Spectral response  

Fourier-transform infrared (FTIR) spectroscopy is a technique for analyzing 
the optical response of photodetectors. The basic elements of an FTIR 
spectrometer are the infrared source, the Michelson interferometer (Figure 6-8), 
and the internal detector. To analyze the properties of our devices, the standard 
detector of the FTIR system is replaced by one of our fully processed samples 
(mounted inside the cryostat), but the rest of the internal system of the FTIR 
spectrometer is used normally. First, a source of infrared light is properly 
collimated to obtain a highly directional light beam which is then split into two 
beams using a beam splitter (Figure 6-8). One of these beams is reflected back on a 
fixed mirror, and the other one is reflected back on a moving mirror. When the two 
beams interfere, a modulated beam (called interferogram) is produced, which is 
then directed toward the window of the cryostat. The device under test absorbs a 
portion of the radiation, that depends on its internal composition and structure, and 
generates a photocurrent that is processed by the hardware and software of the 
spectrometer. The final step is to perform an inverse Fourier transform of this 
output interferogram to obtain the absorption spectrum of the device as a function 
of wavelength for different bias voltages. The transimpedance amplifier is used to 

(a) (b) 
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apply an external bias voltage to the photodetector to be tested in the cryostat, to 
collect the current that is generated, and to feed it into the hardware of the FTIR 
system to be processed accordingly. 

Figure 6-8: Experimental setup for the absorption measurements using FTIR spectroscopy [156];  
(a) FTIR spectrometer; (b) Cryostat with a photodetector to be tested; (c) Transimpedance amplifier;  
(d) Computer.  

 

6-4 Photocurrent measurements and black-body responsivity  

Photodetectors are sensors able to convert an optical signal into an electrical 
signal and are made from a photoconductive material, i.e., generally a 
semiconductor. The efficiency of a photodetector is determined by calculating the 
ratio between its electrical output (photocurrent generated in the device) and 
optical input (number and energy of photons hitting the device per unit of time, 
generally coming from a calibrated black body), which is called black-body 
responsivity and is given by Equation 6-1 [157].  

R =  ��� � �� × ��� ×
��

��

Ω
�

× � × (�� − ��) × ��(�, �)  ��                (6 − 1)�  

where Iph is the measured photocurrent, Mf is the chopper modulation factor, 
TGe is the transmission of the Ge window of the cryostat,  is the solid angle 
sustained by the exit hole of the black body, Ad is the detector area, Ac is the top-
contact area, Me(T,) is the black-body radiance, and 1 and 2 are the two 
wavelengths defining the FWHM of the spectral response (obtained by FTIR 
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spectroscopy, as explained above). The photocurrent is generally measured using 
lock-in techniques that allow automatic subtraction of the dark current from the 
total current, leaving as the signal only the real photocurrent generated by the IR 
radiation hitting the device and originating from the black body set at 800 C, as 
shown in Figure 6-9. Here, again, the transimpedance amplifier is used to set a bias 
on the device and collect the current that will be fed into the lockin.  

The responsivity is the main parameter related to the efficiency of a 
photodetector, but it isn't enough when we want to compare two different 
photodetectors (of different nature or size) because it is then necessary to take 
account of some physical, geometrical, and technical factors which strongly 
influence the final performance of the devices. 

 

 

 

 

 

Figure 6-9: The experimental setup for photocurrent measurements (black-body responsivity) [156].  
(a) Optical cryostat with the photodetector to be tested; (b) Black body at 800 C; (c) Transimpedance 
amplifier; (d) Chopper; (e) Chopper controller; (f) lock-in. 

 

6-5 Dark current 

The dark current of a photodetector is the electrical signal measured in the 
device without the presence of any external IR (the device is kept in the dark). This 
current is a source of noise and usually determines the limitations of the 
performance of QDIPs [158, 159]. For most intersubband photodetectors, the dark 
current is generally much larger than the photocurrent itself, so the noise of such 
devices comes mainly from the fluctuations of the dark current. There are basically 
three sources of dark current: the first consists of electrons that are thermally 
excited to continuum states above the barrier (Figure 6-10-a). This effect depends 
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exponentially on temperature and is usually the dominant component at 
temperatures above 50 K. The second source of dark current is field-assisted 
tunneling, where carriers are thermally excited to a higher excited state just below 
the top of the barrier, where they can tunnel through the triangular tip of the barrier 
into the continuum states (Figure 6-10-b). It is dominant at higher bias voltage, as 
the internal electric field—due to the applied bias—is able to bend the barrier 
potential and considerably reduce its width, allowing thus the carriers to tunnel 
through the tip. The last source of dark current is direct tunneling through the full 
width of the barriers, like in mini bands (Figure 6-10-c), which is more important 
at low temperatures and low bias voltage when the other mechanisms are weak 
(and if the barriers are not too thick). 

 

 

 

 

Figure 6-10: The main components of the dark current in a photoconductive photodetector: (a) thermally 
excited electrons above the barrier; (b) field-assisted tunneling; (c) direct tunneling. [156] 

 

 

 

 

 

 

Figure 6-11: Experimental setup for the I-V curve experiment (dark current). (a) Cryostat fully mounted 
with a dark shield surrounding the sample; (b) Source-measure unit with attoampere sensitivity;  
(c) computer. 
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Figure 6-11 shows the setup for the dark-current measurements; the chip 
carrier containing the device was plugged into the socket of a cold-finger cryostat 
and surrounded by a copper shield to allow measurements in the dark. Since the 
dark shield was in thermal contact with the sample, it also served as a cold shield. 
The I-V curves were acquired by a sub-femto ampere source-measurement unit 
(Keithley 6430) remotely controlled by a computer running a homemade software 
developed with LabView. 

 

6-6 Noise current 

The noise current (noise of the device expressed as a current value) can be 
divided into several components, such as 1/f noise, shot noise, Johnson-Nyquist 
noise (also called thermal noise), and generation-recombination noise (also called 
GR noise). In general, in a QDIP, the first two types of noise are much smaller than 
thermal and GR noise and are therefore neglected, especially when the noise is 
measured far from the low-frequency region (the 1/f component is weak) and when 
the IR signal is strong enough (the shot noise can be neglected). In our case 
(photoconductive photodetectors), the total noise is usually dominated by the GR 
noise of the dark current, which is due to the random absorption of the background 
photons and to the random generation of thermally-excited electrons. Thermal 
noise is present in every resistive element and is caused by thermal agitation of the 
charge carriers. As a consequence, it is also present in a photoconductive device 
but is usually dominant only in photovoltaic photodetectors—as quantum-cascade 
detectors [160] where no external bias voltage is required and, therefore, the dark 
current is very weak. 

The total noise current in measured in a QDIP contains both thermal and GR 
noise contributions [157] and is therefore given by Equation 6-2:  

��
� = ���

� + ���
� = 4�������� ∆� + ���∆�

�
               (6-2) 

where � is Boltzmann's constant, ∆� is the bandwidth used to measure the noise 
(i.e., the frequency span of the noise spectrum divided by the number of points),  
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R is the resistance of the photodetector, � is the absolute temperature, e is the 
electron charge, g is the photoconductive gain, and Idark is the dark current.   

Although it would be more correct to measure the noise current during 
normal operation of the device (i.e., in the presence of the external IR of interest), 
since the dark current is usually much larger than the real photocurrent, the noise-
current measurements of the literature are generally performed in the dark. 
Therefore, we will proceed in the same way, and a dark shield will be used around 
the devices, as was done for evaluating the dark current. For the noise 
measurements in the dark, the device is biased by a low-noise transimpedance 
amplifier, and its response (the dark current converted into a voltage by the 
transimpedance amplifier) is fed into a dynamic signal analyzer, which provides a 
frequency spectrum in real-time by calculating the Fourier transform of the input 
signal (Figure 6-12). The noise is analyzed in a frequency range of 100 – 1000 Hz 
to stay far from 1/f noise and to be in a flat and horizontal region of the spectrum 
that provides a good estimate of the noise.   

 

 

 

 

 

 

Figure 6-12: On the left is the experimental setup for the noise-current measurements. (a) Cryostat with a 
dark shield around the device under test; (b) Low-noise transimpedance amplifier; (c) Dynamic signal 
analyzer. On the right is a typical frequency spectrum of the total current obtained by the dynamic signal 
analyzer, showing the 1/f noise, the harmonics of the network, the noise from the cryogenic system, and 
the intrinsic noise from the device (white noise). The signal of the photocurrent (in red) is only observed 
when the noise measurements are performed together with the photocurrent measurements—i.e., no 
longer in the dark. 
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The noise experiment can actually also be performed during photocurrent 
measurements—i.e., no longer in the dark—by combining some of the equipment 
shown in Figures 6-9 and 6-12 to measure the real noise during the exposure to the 
IR. The advantage is that the photocurrent and noise can be measured 
simultaneously, which provides a simple and direct way to observe when the signal 
becomes comparable to the noise. This can be done with the black body, 
transimpedance amplifier, and chopper of the conventional photocurrent setup 
(Figure 6-9), and with the signal analyzer of the noise measurements (Figure 6-12), 
as shown in Figure 6-13. The noise can still be measured in the flat region of the 
frequency spectrum provided by the signal analyzer, as before, but now the 
photocurrent appears as a sharp peak at the chopper frequency superposed upon the 
noise spectrum (see right image of Figure 6-12). The intensity of the peak provides 
a direct reading of the photocurrent. Since the noise measurement of a signal 
depends on the frequency range used, it is generally more practical to measure the 
noise spectral density instead of just the noise. This is easily done on a dynamic 
signal analyzer by choosing the spectral-density option. In this case, the square of 
the noise is divided by the bandwidth f, and the unit of the noise current 
measured in such a way is � √��⁄ . Two different measurements of noise-current 
spectral density can be unambiguously compared since they are already normalized 
by their respective noise bandwidth.   

Figure 6-13: Experimental setup for simultaneous measurement of photocurrent and noise [156].  
(a) Optical cryostat with the photodetector under test; (b) Black body at 800 C; (c) Transimpedance 
amplifier; (d) Chopper; (e) Chopper controller; (f) Dynamic signal analyzer. The noise is measured in the 
flat region of the spectrum, and the photocurrent corresponds to the intensity of the sharp peak in the 
noise spectrum at the chopper frequency, as shown in Figure 6-12.  
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Figure 6-14: Two methods of measuring the photocurrent are shown in Figures 6-9 (using lock-in) and  
6-13 (using dynamic signal analyzer). 

 

6-7 Noise equivalent power and specific detectivity 

The noise equivalent power (NEP) of a photodetector is the power of the 
optical signal impinging of the device that is required to get a signal-to-noise ratio 
of 1 [161]. NEP characterizes the smallest optical signal power that can be 
separated from a photodetector's noise, and is therefore associated to its sensitivity. 
The concept of detectivity was developed by Jones in 1958 [162] as a way to grade 
detectors, and was defined as the reciprocal of NEP. Thus, larger detectivities 
suggest superior detectors instead of using smaller NEPs—i.e., the change only 
represents a psychological benefit. Jones prefers the term "detectivity" because it 
avoids the word "sensitivity" which has multiple meanings in technical language. 
Detectivity, then, is the signal-to-noise ratio and therefore provides the final 
performance of the device given by Equation 6-3 

D =  R  i�⁄                                                       (6 − 3) 

where R and in are the responsivity and noise current, respectively, of the device. 

The detectivity of a photodetector depends on the noise bandwidth (f) of 
the measurement system and the detector's effective optical area (A) [161]. As a 
consequence, comparing the performance of various photodetectors based on their 
NEP or D only can be challenging. To address this issue, the specific detectivity 
(D*) is the figure of merit used to evaluate the ultimate performance of  
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IR photodetectors because it mitigates the impact of varying effective areas or 
noise bandwidth and takes account of several characteristics of the devices and 
experimental setups [163]. D* is generally used to compare detectors of different 
sizes and natures. Basically, it is calculated as [157, 164]:  

                           D∗ =  R √A∆�  i��                                                  (6 − 4) 

where A is the effective optical area of the mesa (i.e., substracting the top-contact 
area) and f  is the noise bandwidth. When the noise-current spectral density is 
provided instead of the noise current, f in the above formula must be set to 1. In 
that case, equation 6-4 can be written as:   

D∗ =  R √A  i��                                                       (6 − 5) 

This equation was used to compare the performance of the six InAs/GaAs  
SML-QDIPs shown in the following chapter after they were processed and tested 
using the techniques and series of procedures and calculations described in this 
chapter. 
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Chapter 7: Optimization of InAs/GaAs submonolayer quantum dots 
infrared photodetectors 

Infrared photodetectors based on InAs/GaAs SML-QDs grown in different 
growth conditions of temperature, As flux, and InAs coverage—previously 
examined by PL and X-STM—are tested in this chapter to determine how they 
influence the performance of QDIPs, especially when InAs/GaAs SML-QDs are 
grown with a (2×4) surface reconstruction achieved either at low temperatures with 
a low As flux or at high temperatures with a high As flux.  For this reason, this set 
of 6 devices was divided into three groups—with a single parameter changed in 
each group, as presented in Table 7-1—to better understand their respective 
influence.  

 

7-1 Design, growth, and processing  

Molecular beam epitaxy was used to grow a full QDIP structure containing 
InAs/GaAs SML-QDs on top of an epi-ready undoped GaAs(001) substrate. Figure 
7-1 shows the basic SML-QDIP structure that consists of two 1 µm-thick Si-doped 
GaAs layers (doping concentration n=1×1018 cm-3) grown at 570 C, acting as 
bottom and top contacts. Between them, the active region was formed by ten GaAs 
QWs, each surrounded by 45 nm-wide Al0.1Ga0.9As barriers deposited at 580 C. 
The inner part of each well was grown at 490 C (except for sample #5, which was 
grown at 525 C, as shown in Table 7-1) and started with 1.3 nm of GaAs followed 
by the SML-QDs—composed of six repetitions of a basic cycle formed by 0.5 ML 
of InAs and 2.5 MLs of GaAs—which were covered by 2.1 nm of GaAs. Each  
2.5 MLs-thick GaAs spacer was Si-doped at 2×1018 cm-3 to provide the correct 
doping to the SML-QDs—to have two electrons in the ground state of each QDs—
whose density was estimated from our X-STM measurements [142] to be around 
4.3 × 10�� cm��. Therefore, by doping each 2.50 MLs of GaAs at 2 × 10������, 
the equivalent 2D electron density is thus 6 × (2 × 10������ × 2.50 × 2.83 ×
10�� ��) = 8.5 × 10�� ����, which is twice the density of the SML-QDs. For 
sample #6 the basic cycle was 0.3 ML of InAs followed by 0.7 ML of GaAs.  
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Figure 7-1: (top) Structure of infrared photodetectors based on InAs/GaAs SML-QDs. The black 
rectangle shows a single SML-QD formed by repeating six times the deposition of 0.5 ML of InAs 
followed by 2.5 MLs of GaAs:Si. (bottom) Phase diagram of the reconstruction of the arsenic-rich 
GaAs(001) surface where the red line indicates the transitions between the (24) and c(44) 
reconstructions as measured in our MBE system. The green dots indicate approximately the As flux and 
sample temperature used to grow the SML-QDs of devices #1 - #6, as shown in Table 7-1.  

 

To minimize In desorption from the surface, the deposition of InAs has to 
occur at low temperature, generally below 515 C [100]. So, after growing the 
AlGaAs barriers, the sample temperature was cooled to 490 C, and the transition 
from the (24) to the c(44) surface reconstruction was observed around 520 C.  

Samples #2, #3, and #4  
c(44) reconstruction  

Samples #1 and #5 
(24) reconstruction  

Sample #6  
c(44) reconstruction  
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For this reason, the As flux had to be significantly reduced to around 0.15 ML/s to 
recover the (24) surface reconstruction at low temperature for one of the samples 
[110]. In that specific case, since the growth must still occur under As-rich 
conditions to provide layers of good quality, the growth rate of InAs and GaAs in 
the samples of the first group—where only the As flux was changed—was set to 
0.015 ML/s and 0.1 ML/s, respectively. Since the samples of the second and third 
groups were grown with a high As flux (see Table 7-1), the usual growth rates of 
InAs and GaAs for SK-QDs were used (i.e., 0.1 ML/s and 1.0 ML/s, respectively). 
In-situ RHEED was used to calibrate the growth rates of all materials and to 
accurately determine the transition between the c(44) and (24) surface 
reconstructions as a function of As flux and sample temperature.  

 

 Device 
GR InAs 

(ML/s) 

GR GaAs 

(ML/s) 

As flux 

(Torr) 

Growth T 

(C) 

SML-QDs cycle 
of InAs/GaAs 

( MLs) 
Reconstruction 

Group 

1 

#1 0.015 0.1 8.0E-8 490 0.5/2.5 (2×4) 

#2 0.015 0.1 1.3E-7 490 0.5/2.5 c(4×4) 

#3 0.015 0.1 7.0 E-7 490 0.5/2.5 c(4×4) 

Group 

2 

#4 0.1 1.0 7.0 E-7 490 0.5/2.5 c(44) 

#5 0.1 1.0 7.0 E-7 525 0.5/2.5 (24) 

Group 

3 

#4 0.1 1.0 7.0 E-7 490 0.5/2.5 c(44) 

#6 0.1 1.0 7.0 E-7 490 0.3/0.7 c(44) 

Table 7-1: Growth conditions of the InAs/GaAs SML-QDs used in groups 1, 2, and 3 of QDIPs analyzed in 
this chapter, whose structure is shown in Figures 7-1. Bold numbers refer to parameters that were changed in 
each group. 
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Figure 7-2: Sample installed on the cold finger of an optical cryostat having a Ge window  
(95% transmission in the 3-12 µm range) with the radiation reaching the mesas from (a) the top (normal 
incidence) or (b) with 45incidence. 

 

After growth, we processed the samples into small squared (400400 m2) 
mesas using conventional lithography techniques, wet etching, e-beam 
metallization (Ni/Ge/Au, 25/55/150 nm), and RTA at 520 °C for 30 s to obtain 
good Ohmic contacts. Then the devices were glued on a commercial chip carrier 
(Figure 6-6-a), and the mesas were connected to the pads with thin Au wires 
(diameter = 25 m) using a wire bonder (Figure 6-6-b). Finally, the chip carrier 
was installed on the cold finger of a closed-loop He cryostat having a Ge window 
(Figure 7-2) and operating between 12 and 300 K.  

 

7-2 Group 1: Influence of the As flux and surface reconstruction at 
low growth temperature  

The first group of photodetectors we will analyze consists of devices #1, #2, 
and #3, whose SML-QDs were grown under the same conditions as those of layers 
#1, #3, and #4 of sample #E, respectively, described in the X-STM and PL samples 
reported in Chapter 5. Therefore, we will refer to these results from time to time to 
interpret the experimental data obtained with these three SML-QDIPs. They have 
exactly the same structure as shown in Figure 7-1 and differ only in the value of As 
flux used during the formation of the SML-QDs (Table 7-1); device #1 was grown 
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with a (24) surface reconstruction prior to InAs deposition (i.e., with a very low 
As flux), device #2 was grown with a slightly higher As flux and a c(44) 
reconstruction (just above the transition from (24) to c(44) that occurs at 1.2E-7 
Torr), and device #3 was also grown with a c(44) reconstruction but with the 
much higher As flux generally used for SK-QDs.  

The absorption spectrum was measured with a conventional FTIR 
spectrometer under normal incidence—i.e., with the radiation reaching the mesas 
from the top (Figure 7-2-a)—at 12 K and with a bias voltage between -3 V and  
+3 V. Figure 7-3-a shows that, for all three devices, there are two peaks at low 
bias. The broad one, at higher energy (lower wavelengths, near to 9.70 m), is 
most probably related to a bound-to-continuum transition, from the ground state of 
the SML-QDs to the continuum above the Al0.1Ga0.9As barrier (Figure 7-3-b). The 
second peak, which is narrower and located at a higher wavelength (11.57 m), 
must be related to the bound-to-bound transition involving two confined states: the 
ground state of the SML-QDs and the first (and only) excited state of the 
AlGaAs/GaAs QW (Figure 7-3-b). At low bias voltage (0.2V), the bound-to-bound 
transition signal is weaker as the excited state of the QW is localized deeper in the 
potential. Most photocarriers don't have enough thermal energy to overcome the 
barrier, and the photocurrent under these conditions is dominated by the bound-to-
continuum transition. However, as the bias increases, the Al0.1Ga0.9As barrier is 
tilted (i.e., it becomes thinner), field-assisted tunneling through the tip of the 
barrier is much easier, and the bound-to-bound transition starts to dominate the 
spectrum. Considering that our goal in this chapter is to understand how these 
growth conditions affect the performance of the QDIPs, only their results at 12 K 
will be shown here to facilitate comparisons, since, at higher temperatures, their 
properties are dominated by thermal effects and they all follow the same trend of 
device #1.  
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Figure 7-3: (a) Spectral response (photocurrent) of SML-QDIP #1 (devices #2 and #3 follow the same 
trend) at 12 K for bias voltages of 0.2-0.5V. (b) Band structure of the same device, and the possible 
electronic transitions. 

Figure 7-4: Normalized spectral response of SML-QDIPs #1, #2, and #3 obtained by FTIR in normal 
incidence at 12 K with a bias of +1.1 V. 

 

Figure 7-4 shows the absorption spectrum of SML-QDIPs #1, #2, and #3 at 
12 K for a bias voltage of 1.1 V. This bias was chosen because, as will be shown 
later, the maximum specific detectivity value was obtained at this bias. The three 
spectra (only one narrow peak for each device) were very similar but 
systematically blueshifted from device #1 to #3. As Δλ λ⁄  is around 0.13 for all of 

(b) (a) 
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them, they involve a bound-to-bound transition. Since SML-QDs have a smaller 
size than conventional SK-QDs, they have only a single confined state [119], and 
the observed peaks are due to an electronic transition from the ground state of the 
SML-QDs to the first (and only) excited state of the GaAs quantum well. Going 
back to the X-STM images (Figure 5-8), they show that increasing the As flux 
produces larger InGaAs nanostructures with a higher In content, whose combined 
effect is to lower the energy of the electron ground state in the SML-QDs relative 
to the excited state of the GaAs quantum well, causing the blueshift shown in 
Figure 7-4. 

Figure 7-5: (a) Black-body responsivity of SML-QDIPs #1, #2, and #3 as a function of bias at 12 K.  
(b) Responsivity of SML-QDIP #1 as a function of bias voltage at different temperatures. 

 

Responsivity measurements were used to determine the efficiency of the 
devices by taking the ratio of their electrical output (photocurrent generated in the 
mesas) to their optical input (power of the radiation falling on their optically active 
area). First, the spectral irradiance of the calibrated black-body (set at 800 C) and 
the total incident power were estimated. Then, the total photocurrent of the devices 
facing the calibrated black body was measured using a dynamic signal analyzer 
(Figure 6-13) and allowed the calculation of the black-body responsivity reported 
in Figure 7-5-a. It can be seen that the curves of all devices are, once more, very 
similar and show a responsivity that monotonically increases up to a value of about 
0.6-0.8 A/W at a bias voltage of +2V. Figure 7-5-b shows that the responsivity of 

(a) (b) 
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device #1 (the other two devices follow the same trend) doesn't change much as a 
function of temperature, confirming that the doping of the structure was correct  
(2 electrons in each quantum dot in an attempt to get the ground state of all  
SML-QDs fully occupied). 

Figure 7-6: (a) Current versus voltage (I-V) curves in the dark (dark current) as a function of bias voltage 
for SML-QDIPs #1, #2, and #3 obtained at 12 K using a dark+cold shield. (b) Dark current of SML-QDIP 
#1 as a function of bias voltage at different temperatures. 

 

Figure 7-6 shows the dark current of the three devices as a function of bias 
voltage at 12 K. Once again, one can observe that they have basically the same 
trends. At high bias, the exponential dependence of the current is due to field-
assisted tunneling through the top of the Al0.1Ga0.9As barriers which are distorted 
by the applied bias [159]. This is confirmed by the rather linear dependence (on a 
logarithmic scale) of the current which is due to the decrease in the effective 
barrier width through which the carriers can tunnel when the bias increases. 
Temperature-dependent measurements for device #1 (devices #2 and #3 follow the 
same trends) are reported in Figure 7-6-b, indicating that, at temperatures below  
30 K, the dark current doesn't change significantly as a function of temperature. 
This suggests that the main dark-current mechanism may be related to direct 
tunneling through the QWs' barriers, since the carriers lack the thermal energy 
required to be excited over them. As the temperature rises (above 50 K), the 
carriers have sufficient thermal energy to overcome the Al0.1Ga0.9As barrier 
directly and can contribute to the dark current, which increases very rapidly with 

(a) (b) 
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temperature. Thus, above 50 K, the dark current was thermally activated [165], as 
could be seen by its exponential temperature dependence that yielded activation 
energies between 62 meV and 71 meV for SML-QDIP devices #1 to #3.  

Figure 7-7: (a) Noise-current spectral density of SML-QDIPs #1, #2, and #3 as a function of bias voltage 
at 12 K with a dark+cold shield. (b) Noise density of the dark current of SML-QDIP #1 as a function of 
bias voltage for different temperatures. 

 

The noise-current density was calculated by dividing the root-mean-square 
(RMS) noise current coming from the devices in the dark by the square root of the 
bandwidth (∆�) of the noise spectrum used by the spectrum analyzer to obtain a 
noise value that is independent of the experimental parameters (see Equation 6-2). 
In photoconductive photodetectors, the main source of intrinsic noise usually 
comes from the generation-recombination (GR) processes associated with the 
presence of the dark current [161], which is often several orders of magnitude 
larger than the photocurrent itself. Therefore, the noise curves are expected to 
show the same features as the dark current. Figure 7-7-a shows the noise current 
density of SML-QDIPs #1, #2, and #3 as a function of bias voltage at 12 K. The 
curves are very similar, and the noise is clearly limited at low bias by the intrinsic 
background noise of the experimental setup, around 7 × 10��� �/√��. Then, as 
the bias increases, the noise rises considerably as a consequence of the strong 
increase of the dark current due to field-assisted tunneling through the AlGaAs 
barriers. When the temperature is increased, the noise curves of all devices are 
similar and evolve in the same way as the dark current [161, 165]. Figure 7-7-b 
shows that, below 50 K, the curves don't change significantly as was the case for 

(b) (a) 
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the dark current. Above 50 K, the noise rises considerably due to the strong 
increase of the dark current due to thermal excitation of the carriers above the 
AlGaAs barriers.  

Figure 7-8: Specific detectivity (D*) of SML-QDIPs #1, #2, and #3 as a function of bias voltage at 12 K. 

 

The specific detectivity (signal-to-noise ratio) of the devices was calculated 
as a function of bias voltage at 12K and is shown in Figure 7-8. Its value is defined 
as �∗ = �√� ��� , where R is the black-body responsivity, A is the optically active 
area of the mesas, and in is the noise-current spectral density. Although the 
responsivity increases monotonically up to 2 V (Figure 7-5-a), the specific 
detectivity has a maximum at around 1.1 V as a consequence of the strong 
increase of the noise beyond this bias voltage (Figure 7-7-a). The maximum 
specific detectivities of 1.13×1011 cm Hz1/2 W-1, 1.03×1011 cm Hz1/2 W-1, and 
1.03×1011 cm Hz1/2 W-1 were achieved in devices #1, #2, and #3, respectively.  

 

7-2-1 Discussion of the results of the 1st group of samples 

In view of the fact that the SML-QDs of devices #1, #2, and #3 were grown 
under the same conditions as layers #1, #3, and #4 (Figure 5-7) examined in 
Chapter 5, we will now discuss the device's results using the X-STM data shown in 
Figure 5-8. There, it can be seen that none of the different types of SML-QDs 
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exhibited any vertical stacking of 2D InAs islands. Rather, small clusters of 
InGaAs material could be detected in a wider InGaAs QW—containing less In 
than the agglomerates themselves—but there was clearly no periodicity inside 
them. This is most probably a consequence of the strong segregation effect of the 
In atoms (which decreases slightly as the As flux increases), yielding values of 
R—calculated by counting the In atoms in empty-states X-STM images—equal to 
0.83, 0.79, and 0.72 for devices #1, #2, and #3, respectively [142]. These values 
are in excellent agreement with experimental data from in-situ RHEED 
measurements performed in our group in situ during the deposition of InGaAs 
layers under the same conditions as those used for the SML-QDs investigated here 
[134].  

Let's begin our discussion by determining whether the absorption signal in 
Figure 7-4 might be coming from the wider InGaAs quantum well and not from the 
SML-QDs themselves. The answer is very simple: all measurements reported in 
Figures 7-3 to 7-8 were performed at normal incidence (Figure 7-2-a), and it is 
well known that, in such conditions, intersubband transitions are prohibited in 2D 
systems due to polarization rules. This is why QWIPs always require an additional 
diffraction grating (or any other equivalent mechanism) on top of the devices to 
operate properly at normal incidence [166]. Because of that, there is no way that 
such high detectivity in the 1011 cm Hz1/2/W range could be attributed to InGaAs 
QWs. Consequently, the strong signal measured in our SML-QDIPs can only be 
due to 3D confinement of carriers inside the In-rich clusters observed in the  
X-STM images (Figure 5-8), and the blueshift of the spectral response must be 
related to the size variation (or composition changes) of these clusters that behave 
as quantum dots [167].  

Second, why is the performance of devices #1 to #3 similar if they were 
grown under very different growth conditions? More specifically, it is surprising 
that they perform similarly even though the density of SML-QDs increases roughly 
by a factor of ten from device #1 to device #3 [153]. The X-STM images showed 
that SML-QDs consist of small InGaAs agglomerates that contain slightly more 
indium than the thick InGaAs layer (but much less than usual SK-QDs) that 
surrounds them—indeed, the original GaAs material has been transformed into 
InGaAs precisely because of the presence of In segregation. The ground-state 
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energy of such SML-QDs is therefore very close to the top of the potential barrier 
(Figure 7-3-b)—which was nominally the bottom of the GaAs conduction band—
and the wave function of the confined electrons is only weakly localized. Since 
SML-QDs can reach extremely high areal densities (up to 1012 cm-2) [142], their 
lateral separation can be very small (only a few nm), allowing their ground-state 
wave function to overlap the closest nanostructures [119]. Because of the Pauli 
exclusion principle, when an electron is confined in a specific SML-QD, the 
closest nanostructures will have a very low probability to be populated (at least by 
electrons having the same spin). Although an electron with the opposite spin could 
be accommodated in the ground state of the same SML-QDs, or in one of the 
closest SML-QDs, the same physical principle applies, and the other SML-QDs 
around will also have a very low probability to accommodate an electron with an 
antiparallel spin, leveling off the optical activity (and device performance) of 
samples having the highest densities of SML-QDs. The only way to solve this 
problem seems to reduce the In segregation during formation of the SML-QDs. In 
this way, the 2D InAs islands will hold longer, and the In content of the SML-QDs 
will increase, as well as their height (due to the stronger internal strain field, which 
allows a more effective vertical alignment). Consequently, the carriers become 
more confined, and their wave function will no longer spread outside the 
nanostructures, allowing us to benefit more from samples with higher densities of 
SML-QDs. 

Another clue of the confinement capability of SML-QDs can be obtained by 
performing the black-body responsivity measurements with the IR impinging on 
the mesas with a tilted angle (Figure 7-2-b). A 45° facet was ground and polished 
on one edge of the samples (Figure 7-9), and the black-body radiation was shone 
perpendicularly to its surface. Using a linear polarizer, s- and p-polarized light 
could be selected with their polarization vector being parallel (s) or perpendicular 
(p) to the epitaxial layers (i.e., the mesas) to probe the carrier confinement along 
the lateral (s) and vertical (p) directions of the QDs. In our case, the maximum s/p 
ratio (obtained by measuring the responsivity with each polarization) of devices 
similar to SML-QDIPs #1 and #3 was between 25% and 40%, which is higher than 
for conventional SK-QDs (13-15%) and quantum wells (2.8%) [105].   
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Figure 7-9: (a) Grinding and polishing of the sample facet with a 45° angle; (b) Geometry of samples used 
for optical measurements performed at 45° with s- and p-polarized radiation [115]. 

 

From this, we can conclude that, although these three devices were grown in 
the presence of a very different As flux which led to very different densities of 
nanostructures, In incorporations, and In contents, their overall properties are very 
similar. The simple growth conditions of SML-QDIP #3—similar to those for 
usual SK-QDs leading to c(44) surface reconstruction—were able to provide a 
high density of nanoscopic InGaAs agglomerates and a device with good 
performance, despite the fact that such growth conditions should not lead to the 
formation of 2D InAs islands that are necessary to form SML-QDs. On the other 
hand, depositing the InAs submonolayers on a (24)-reconstructed surface requires 
much more difficult growth conditions and was expected to form true 2D InAs 
islands. However, we observed only a lower density of smaller In-rich InGaAs 
clusters together with a low In content and In incorporation resulting from the very 
low As flux. Nevertheless, device #1 had properties similar to those of devices #2 
and #3. Comparing devices #1 and #2, which had a close As flux but different 
surface reconstruction, suggests that an additional physical phenomenon is 
responsible for the fact that both contain In-rich agglomerates dispersed in a wider 
InGaAs QW, although the former was supposed to nucleate small 2D InAs islands 
and the latter was not. Therefore, it is reasonable to speculate that In segregation is 
responsible for partially destroying most 2D InAs islands, allowing the In atoms to 
be incorporated later in the sample to form the InGaAs QW as well as the In-rich 
clusters. Consequently, limiting segregation could be a way to keep more In in the 

(a) (b) 
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2D islands and form real SML-QDs in the presence of the (24) surface 
reconstruction. Since In segregation in the InAs/GaAs system is a thermally 
activated process with an activation energy of around 0.1 eV, reducing the sample 
temperature during growth is the easiest way to limit segregation [144, 168]. Of 
course, this may also reduce the crystalline quality of the sample, and a 
compromise will thus be necessary. Only then it may be worth using the more 
difficult growth conditions of device #1 to achieve better results. 

 

7-3 Group 2: (2 × 4) surface reconstruction achieved with other 
growth conditions  

InAs usually needs to be deposited on GaAs at temperatures below 515 °C to 
limit the evaporation of In atoms from the surface [169]. Additionally, when the 
InAs growth rate is very low (e.g., 0.015 ML/s as for device #1 discussed above), 
the sample temperature is further lowered (below 500 °C) because the evaporation 
rate can no longer be neglected. For this reason, the growth temperature of the 
SML-QDs of device #1 was chosen to be 490 °C. At such a low temperature and in 
the presence of a usual As flux, the surface reconstruction is always c(44) and 
doesn't allow nucleation of small 2D InAs islands required for the formation of 
SML-QDs. To recover the (24) surface reconstruction usually present at higher 
temperatures, the As flux needs to be significantly reduced. However, it has been 
shown that, in the presence of such a low As flux, In incorporation is less than 
unity and In segregation increases [142, 170], resulting in In-rich clusters that are 
smaller, contain less In, and have a lower areal density than in device #3. In spite 
of that, devices #1 and #3 show the same performance, and one may wonder 
whether, under more idealistic conditions, a device obtained with a (24) surface 
reconstruction could outperform the other devices.  

There is actually another way to obtain a (24) surface reconstruction: 
instead of lowering the sample temperature from 570 °C to 490 °C, which 
invariably switches the reconstruction from (24) to c(44) at around 520 °C, one 
could keep the sample slightly above this value (around 525 °C) to avoid the 
change of reconstruction (Figure 3-16). Under such conditions, the As flux and the 
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growth rates of In and Ga wouldn't need to be reduced, and the In incorporation 
would be unity again [170]. The only drawback is that In segregation and 
evaporation become larger at higher temperatures [168]. Nothing can be done to 
prevent the former, but the latter can be taken into account by calibrating the InAs 
growth rate at the same temperature. SML-QDIPs #4 and #5 form a second group 
of samples and have exactly the same structures as former devices of group 1 
(Figure 7-1). Sample #4 acts as a reference for group 2. It was grown with the 
usual growth parameters used for SK-QDs (i.e., c(44) surface reconstruction, high 
As flux, and moderate InAs and GaAs rates) but at 490 °C, as for the previous 
samples. Sample #5 was obtained under the same growth conditions, except that 
the SML-QDs were grown at a higher temperature (525 °C), as shown in  
Table 7-1. 

Figure 7-10 shows the spectra of SML-QDIPs #4 and #5 at 12 K. The 
absorption spectrum of device #5 is broader and redshifted (λmax=10.4 μm) 
compared to device #4 (λmax=8.9 μm). The redshift is probably related to stronger 
In segregation—and possibly high surface evaporation as well—that decreases the 
overall In content and increases the bandgap of the material inside the 
nanostructures [171, 172]. The broader peak might be due to a narrowing of the 
SML-QDs grown at a higher temperature—which usually increases quantum 
effects—but this is unlikely because higher sample temperature increases surface 
diffusion and, consequently, should also increase the lateral size of the 2D InAs 
islands [100]. Therefore, the broader peak is probably due to a more 
inhomogeneous size distribution of the In-rich clusters (unfortunately, X-STM 
images of this sample are not yet available).   

Figure 7-11 shows that the black-body responsivity of SML-QDIP #5 is 
typically ten times higher than that of reference device #4 at the same voltage bias. 
Since they were measured under the same experimental conditions and have the 
same geometry, this means that device #5 grown in the presence of the (24) 
reconstruction obtained at higher temperatures produces an output signal ten times 
higher than the same device obtained with a c(44) reconstruction (device #4).  
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Figure 7-10: Normalized spectral response of SML-QDIPs #4 and #5 obtained by FTIR in normal 
incidence at 12 K. 

 

 

 

 

 

 

Figure 7-11: Black-body responsivity of SML-QDIPs #4 and #5 under normal incidence as a function of 
bias at 12 K. 

 

Figure 7-12-a shows that the dark current of SML-QDIP #5 is much higher 
than that of device #4, which is consistent with the higher ground-state energy of 
those SML-QDs, as suggested in Figure 7-10. Based on temperature-dependent I-V 
measurements at a fixed bias (usually close to 0 V), the activation energy was 
calculated to be 85 and 57 meV for SML-QDIP #4 and #5, respectively, using the 
Arrhenius equation [173]:                        

                                    � = �� × �
�������

���           (7-1) 
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Taking the log of the equation above,  log(�) = log(��) − ���(�)×������
�

 �
�
 

Therefore, in a log(I) × 1/T graph (called Arrhenius plot), the slope of the curve 
will be given by: 

����� =  −
log(�) × ������

�  

where � is the dark current, �� is a constant, k is Boltzmann constant, T is 
the absolute temperature, and ������ is the activation energy of the process. Since 
Si doping was the same in both samples and the activation energy is the difference 
between the Fermi energy (not to be confused with the ground-state energy of the 
SML-QDs) and the top of the AlGaAs barriers [174], the lower activation energy 
could be due to a low In content or a smaller size of the SML-QDs of device #5, as 
mentioned previously. However, it could also result from excessive doping due to 
a lower density of nanostructures (the doping was calibrated for sample #4) or 
structural defects compared to sample #4. 

Figure 7-12. (a) Current versus voltage (I-V) curves in the dark (dark current) as a function of bias 
voltage for SML-QDIPs #4 and #5 obtained at 12 K using a dark+cold shield. (b) The dark current as a 
function of temperature is presented in an Arrhenius plot to calculate the activation energy for  
SML-QDIPs #4 and #5 at a bias close to 0 V (actually 0.05V). 

(a) (b) 
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The noise-current spectral density ( ��

√∆�
) of both devices as a function of the 

bias voltage is reported in Figure 7-13. At low bias, the signal was limited by the 
noise floor of the experimental setup, which prevents any measurement below 
410-14 A Hz-1/2. Above this plateau, at higher bias, the noise-current curve follows 
the same trends as the dark current, since the generation-recombination noise of the 
dark current is the main noise source in the photodetector (Figure 7-12-a).  

Figure 7-13: Noise-current spectral density of SML-QDIPs #4 and #5 as a function of bias voltage at  
12 K with a dark+cold shield. 

 

Figure 7-14 shows that device #5, grown with a (24) surface reconstruction 
at higher temperature, shows a maximum specific detectivity of 8.31011 cm Hz1/2 
W-1 at 0.9 V, which is 2.5 times higher than that of the reference device  
SML-QDIP #4 (3.671011 cm Hz1/2 W-1 at 1.8 V) that was grown at 490 °C in the 
presence of a c(44) reconstruction. This is mainly because the noise floor of 
SML-QDIP #5 is twice narrower than that of the other device, and the onset of its 
noise occurs at a bias ( 1V) where the responsivity of the (24) device is much 
higher than that of the reference c(44) device. 
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Figure 7-14: Specific detectivity (D*) of SML-QDIPs #4 and #5 as a function of bias voltage at 12 K. 

 

7-3-1 Discussion of the results of the 2nd group of samples 

Before discussing the reasons of the better performance of SML-QDIP #5, 
let's first briefly compare the differences between devices #3 and #4 that were used 
as references for their respective groups. The SML-QDs of device #4 were 
deposited with growth parameters commonly used for SK-QDs. The 
nanostructures of device #3 were grown under almost the same conditions, except 
that the growth rates of InAs and GaAs were much lower, to compare device #3 
with devices #1 and #2. Thus, it can be seen that the simple fact of growing  
SML-QDs faster was sufficient to improve the performance of device #4 by a 
factor of 3 (compared to sample #3), while changing the As flux by a factor of 10 
had not much influence on the final performance of the first group of devices  
(#1 to #3), despite the many changes already reported (different surface 
reconstructions, QD densities, In incorporation, segregation, etc.). This is probably 
because the growth rates of InAs and GaAs have been shown to influence surface 
diffusion and segregation, leading to lower segregation as the rate increases [175]. 
This may indicate that In segregation is indeed the villain to defeat when trying to 
improve the performance of SML-QDs and related devices. However, we should 
also not lose sight of the fact that both samples were grown with a high  
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As flux—i.e., in the presence of a c(44) surface reconstruction—and therefore 
should not lead to the formation of 2D InAs islands and SML-QDs [48, 176].     

 Comparison of SML-QDIPs #4 and #5 shows that, unlike in group 1 where 
the (24) and c(44) devices had similar performance, in group 2 the (24) 
reconstruction provided a superior SML-QDIP. Since both devices have the same 
As flux and growth rates of InAs and GaAs, this difference could be attributed to 
the surface reconstruction. Of course, this is not completely correct, as the (24) 
reconstruction could only be achieved by keeping the sample temperature just 
above the (24) to c(44) transition, i.e., 525 °C in device #5 instead of 490 °C in 
device #4. A lower temperature usually creates a higher density of structural 
defects [143] that act as non-radiative recombination centers and therefore 
contribute to worsening the optical properties of the nanostructures in device #4. 
However, the most relevant difference between the two samples is the (24) 
surface reconstruction used in device #5, which is expected to nucleate true 2D 
InAs islands on the GaAs(001) surface instead of forming a random InGaAs Alloy 
when the c(44) reconstruction is preferred. Although we might expect stronger 
segregation and In evaporation at higher temperatures [149], In incorporation is 
back to unity (due to the As flux that is now much higher than in sample #1), and 
the higher growth rates of InAs and GaAs should contribute to limit the increase of 
In segregation [177]. As a result, we might expect to have now 2D InAs islands 
(device #4 doesn't have any) with a higher In content than in device #1, which 
could contribute to increasing the strain field around the remaining 2D islands and 
improve their vertical alignment. However, from the redshift observed in Figure  
7-10, one can deduce that their average In content is probably still less than in  
device #4.  

Finally, it would be interesting to compare also devices #1 and #5, which 
were both grown with a (24) surface reconstruction—this is actually their only 
common feature, as all other growth parameters are different. It can be seen that 
device #5 has a detectivity 8 times higher than the other device. The reasons for 
this are similar to those already mentioned above: its growth temperature is higher 
(525 instead of 490 °C), leading to a lower density of structural defects [143]. Such 
a higher temperature should slightly increase In evaporation and segregation, but 
higher InAs and GaAs growth rates should contribute to limiting the latter effect. 
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Last but certainly not least—on the contrary—the high As flux required to achieve 
the (24) reconstruction at a high temperature sets the In incorporation back to 
unity, increasing considerably the In content of the layers of interest. Hopefully, 
that should result in the formation of more robust 2D InAs islands able to stack and 
form more realistic SML-QDs, as usually sketched (Figure 2-10). 

 SML-QDIP #5 studied here is the first one ever grown with the (2×4) 
surface reconstruction achieved at high growth temperature,  and no optimization 
of its growth conditions was performed. In spite of this, it has the highest 
detectivity (8.31011 cm Hz1/2 W-1) among the QDIPs of our group and one of the 
highest in the literature at such low temperatures; therefore, optimizing the growth 
conditions may have a positive effect on its performance. Since the detectivity is 
the ratio of the device responsivity to its noise, any improvement in either 
characteristic will improve the value of the detectivity.  

 

7-4 Group 3: Influence of the thin GaAs interlayer 

We have seen in the previous group of samples that increasing the In content 
of the small 2D islands is vital to create a stronger strain field and to vertically 
align the structures from consecutive InAs submonolayers. Instead of trying to 
increase the In content by controlling In segregation, evaporation, and 
incorporation, one could find a way to use the existing strain field more 
effectively—e.g., by reducing the thickness of the GaAs interlayer. For instance, 
using a basic cycle of 0.5/1.5 MLs of InAs/GaAs instead of 0.5/2.5 (as we did so 
far, see paragraph 5-8), the 2D islands of the next InAs submonolayer would be 
twice closer and would thus sense a stronger strain field. Concomitantly, it would 
also increase the average nominal In content in the layers from 16.6% to 25%, and 
the In content of the SML-QDs themselves from 33.3% to 50% (see Figure 5-10). 
A more radical proposal would be to use cycles containing 0.5 ML of InAs 
followed by 0.5 ML of GaAs, i.e., the InAs islands are stacked on top of each other 
without any GaAs material in between. In such a case, the average nominal 
concentration in the layers would be 50% and that inside the SML-QDs would be 
100%. Unfortunately, the critical thickness for this type of structure is considerably 
reduced (due to the much higher In content), and it is no longer possible to grow  
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18 MLs of such an alloy as before (18[0.5/0.5] instead of 6[0.5/2.5]) without 
relaxing the layers (and creating a high density of structural defects), as seen in 
Chapter 5. Therefore, we decided to reduce the fraction of InAs deposited in each 
layer (0.3 ML instead of 0.5 ML), and we kept the same number of repetitions as 
before (six). As a consequence, the last device, called SML-QDIP #6, was grown 
in the same conditions as device #4—i.e., at 490 °C in the presence of a c(44) 
surface reconstruction and with a high As flux and higher InAs and GaAs growth 
rates as shown in Table 7-1—and its structure is shown in Figure 7-1. In-situ 
RHEED and PL measurements showed that, in such conditions, the InAs/GaAs 
system was kept below the critical thickness, and the layers exhibited excellent 
optical quality.  

 The spectral response of devices #4 and #6 was investigated by FTIR 
spectroscopy and is shown in Figure 7-15. It can be observed that the absorption 
peak of device #6 is broader and blueshifted when compared to device #4. The 
broader peak is mainly related to stronger quantum effects due to the smaller size 
of SML-QDs in device #6. The shorter cycle of 6 MLs (6 × (0.3/0.7)) instead of  
18 MLs (6 × (0.5/2.5)) reduces the AlGaAs/GaAs quantum well width from 85 Å 
to 51 Å,  resulting in a QW that does not have any excited state, unlike in device 
#4. As a consequence, the broader peak is related to a bound-to-continuum 
transition from the ground state of the SML-QDs to the continuum above the 
Al0.1Ga0.9As barrier (Figure 7-15-b). Of course, a broader size distribution of the 
nanostructures could also contribute to a broader absorption spectrum. The 
blueshift can be explained by the richer In content (nominally, 100% instead of 
33% in device #4), which lowers the gap of the SML-QD material and thus 
increases the transition energy from their ground state to the continuum above the 
Al0.1Ga0.9As barrier. This effect clearly overcomes the influence of their smaller 
size—both laterally, due to the smaller InAs coverage, and vertically, due to the 
shorter period of the basic cycle—which should actually increase their ground-
state energy and, consequently, lower their transition energy. It should be noted 
that, in Figure 7-15, the curves are normalized, for the sake of comparison. 
Actually, the signal of SML-QDIP #6 is around ten times lower than that of device 
#4, which is consistent with a bound to continuum transition. 
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Figure 7-15: (a) Normalized spectral response of SML-QDIPs #4 and #6 obtained by FTIR under normal 
incidence at 12 K for a bias voltage of 1.8 V. (b) Band structure of device #6 and the possible electronic 
transitions. 

Figure 7-16: Black-body responsivity of SML-QDIPs #4 and #6 under normal incidence as a function of 
bias at 12 K. 

 

Figure 7-16 shows that, for a given bias, the responsivity of device #6 is 
generally much lower than that of device #4, which follows the same trends as the 
intensity of the absorption curves shown in Figure 7-15, wherein the photocurrent 
of SML-QDIP #6 is ten times lower than that of device #4. It means that device #4 
provides a stronger output signal than device #6 under the same experimental 
conditions.  

(a) (b) 
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Figure 7-17: (a) I-V curves in the dark (dark current) as a function of bias voltage for SML-QDIPs #4 and 
#6 obtained at 12 K; (b) Arrhenius plot of the dark current as a function of temperature to calculate the 
activation energy of SML-QDIPs #4 and #6 at a bias of 0.05V. 

 

Figure 7-17-a shows that the dark current of device #4 is generally higher 
than that of device #6, which is consistent with the higher ground-state energy of 
those SML-QDs as suggested in Figure 7-15. To confirm this, I-V curves were 
measured in the dark as a function of temperature (not shown here), and an 
Arrhenius plot of the dark current at a fixed bias voltage (Figure 7-17-b) was used 
to calculate the activation energy, which can be obtained from the slope of the 
linear section of the data above 70 K. It can be seen that the activation energy of 
device #4 (85 meV) is smaller than that of device #6 (92 meV), which explains its 
higher dark current. The plateau at low temperatures and bias is due to direct 
tunneling through the full thickness of the barriers. 

The noise current spectral density ( ��

�∆�
) was measured with a signal 

analyzer, far from the 1/f noise region, in a region of the spectrum where the noise 
shows a plateau (white noise). Figure 7-18 shows that both noise curves are 
similar. At low bias voltage (-2 V to +2 V), the noise is limited by the intrinsic 
background noise of the experimental setup, around 3 × 10��� A √Hz⁄ . Above  
-/+ 2V, the noise rises considerably as a consequence of the strong increase of the 
dark current (Figure 7-17-a) due to field-assisted tunneling through the tip of the 
Al0.1Ga0.9As barriers of the system. We can also see that the noise current of device 
#6 is generally lower than that of sample #4, which is in agreement with the lower 

(a) (b) 
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ground-state energy of device #6 that generates less dark current in the device and, 
consequently, less noise (the main noise source is the GR noise coming from the 
dark current). 

Figure 7-18: Noise-current spectral density of SML-QDIPs #4 and #6 at 12 K.  

Figure 7-19: Specific detectivity of SML-QDIPs #4 and #6 at 12 K. 

 

Finally, the specific detectivity was calculated as a function of bias voltage 
at 12 K and is reported in Figure 7-19. It shows that the specific detectivity 
increases monotonically with bias up to -/+2 V and then decreases abruptly as a 
consequence of the noise that rises considerably above -/+2V (Figure 7-18).  
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The maximum specific detectivity of 3.67×1011 cm Hz1/2 W-1 and 9.41×1010 cm 
Hz1/2 W-1 was achieved (at 12 K) in devices #4 and #6 at a bias of 1.8 V and -1.9 V, 
respectively. Since the noise curves of both devices are similar, the loss of 
performance of device #6 mainly comes from its lower responsivity at positive 
bias. 

 

7-4-1 Discussion of the results of the 3rd group of samples 

The activation energy calculated above is actually the difference between the 
Fermi level of the system and the top of the Al0.1Ga0.9As barrier of the QW 
(continuum), and not the difference between the ground state of the SML-QDs and 
the top of the barrier, as is often assumed [174]. Since a lower In fraction (0.3 ML 
in sample #6 compared to 0.5 ML in all other devices) should result in a higher 
density of small 2D islands—and consequently also of SML-QDs [178]—the 
doping of sample #6 may no longer be optimal and could be responsible for its 
lower absorption and responsivity (Figures 7-15 and 7-16). It is worth noting here 
that samples #4, #5, and #6 were grown in the same time period; the Si doping was 
originally adjusted to match the density of SML-QDs of reference device #4—
which was initially estimated to be around 4.31011 cm-2—to have two electrons in 
the ground state of each nanostructure, and was then kept constant for the other 
devices. As a result, the Fermi energy of sample #6 is naturally lower than that of 
sample #4, where all the SML-QDs are supposedly fully doped. In addition, it is 
well known that the InAs/GaAs system is strained, and each QD introduces a 
certain density of structural defects that are potentially able to trap carriers. 
Furthermore , the higher the In content, the higher the strain and density of defects. 
As a result, the higher density of SML-QDs in sample #6 contributes to further 
reducing the effective doping of SML-QDs, resulting in lower responsivity. 

Although it is generally better to change a single parameter at a time to 
check its influence on the device performance, in this specific case, it could lead to 
erroneous conclusions since the constant Si doping used in the present group was 
originally optimized for sample #4 and was kept constant for the other samples but 
was probably not ideally suited for sample #6, which probably has a higher density 
of SML-QDs. Therefore, a study varying the doping of the thin GaAs interlayer 
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should also be performed in sample #6 to confirm that sample #4 is definitely 
superior.  

In segregation continues very strong in sample #6 and still removes most of 
the In atoms from the 2D islands to form the InGaAs QW around the 
nanostructures—although, according to some STM studies [48], such islands 
should not be nucleated on the c(44) reconstructed surface that was used in 
devices #4 and #6.  To compensate for this effect, we reduced the distance between 
consecutive 2D InAs islands to zero, but the strain in the system increased and the 
SML-QDs became smaller, leading to other problems and limitations. Of course, 
more testing is necessary to really optimize QDIPs like device #6, but it is very 
clear that In segregation must be kept as low as possible if one wants to benefit 
from the full potential of such quantum dots. Since segregation is a thermally 
activated process, lowering the sample temperature during deposition of the 
GaAs/InAs cycle is the easiest way to limit its effect. However, the activation 
energy of this phenomenon is quite small (0.11-0.12 eV), which means that 
reducing the sample temperature to 350 C (instead of 490-515 C) would only 
decrease the segregation coefficient to around 0.5 (instead of 0.7-0.8 at 490- 
515 C) [175, 179]. At such low temperatures, MBE samples usually have a high 
density of structural defects that act as non-radiative recombination centers and 
considerably worsen the optical properties of the layers [180]. Therefore, a 
compromise should be found. 

Another way would be to use MEE (migration enhanced epitaxy [181]) 
instead of MBE. Unlike MBE, where all shutters are simultaneously opened during 
deposition of an alloy, in MEE they are opened one at a time, consecutively and 
repeatedly, to deposit exactly a single atomic layer of each material. Under such 
conditions, the surface mobility of the species is much higher, and lower sample 
temperatures can be used without loss of crystalline quality [182]. Since such 
growth is much slower and more difficult than usual MBE growth, it can be used 
only to deposit or cover the SML-QDs—which are themselves already more 
difficult to grow than SK-QDs.  

Finally, sample #6 was an attempt to improve the quality of the SML-QDs 
by reducing the GaAs interlayer to increase the average In composition and the 
strain field within the system to form better stacks of 2D islands.  As a result, one 
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might improve the performance of optoelectronic devices by taking advantage of 
the high SML-QD density, which could reach values up to 1012 cm-2 that are almost 
two orders of magnitudes larger than for SK-QDs. Another way would be to 
further increase the density of InAs SK-QDs themselves using the seed technique. 
By pre-depositing a high density of 2D InAs islands or InAs/GaAs SML-QDs, the 
strain field generated by their presence could serve as a seed to nucleate a layer of 
InAs QDs, just on top of them, to help increasing their density when the separation 
is kept small. Although we grew several samples of SML-QDs/SK-QDs bilayers 
(not shown here), we could never enhance the density of SK-QDs using this 
technique. That's because, as already discussed above, the 2D islands and  
SML-QDs have a much lower In content than expected and are surrounded by a 
thick InGaAs layer that considerably weaken the strain field around the 
nanostructures and turn them into ineffective seeds. Another way to use the seed 
concept to increase the density of InAs SK-QDs was proposed by Kovsh et al. 
[183] and consists in adding Aluminum to the InAs material used for the seed. 
Since Al adatoms have a very low surface diffusion, it is believed that they 
generate more nucleation centers and lead to a high density of InAlAs QDs that 
can be used as a seed, as it can easily reach the 1011 cm-2 range. As a consequence, 
in the next chapter, after optimizing the growth conditions of InAlAs SK-QDs, we 
will use them as a seed to investigate how much the density of SK-QDs in the top 
InAs layer can be increased in samples containing InAlAs/InAs SK-QDs bilayers. 
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Chapter 8: Increasing the density of InAs quantum dots by using 
InAlAs SK-QDs as a seed 

One of the major drawbacks of conventional InAs SK-QDs is their low areal 
density, which is due to the self-assembling process. From this point of view, 
SML-QDs are more interesting since their density is expected to reach the  
1012 cm-2 range. In this chapter, we present a way to further increase the density of 
InAs SK-QDs themselves using the seed concept. Pre-deposition of InAlAs 
quantum dots—which naturally have higher density than InAs SK-QD due to 
addition of aluminum (Al) atoms to the alloy—could be an effective way to 
increase the areal density of InAs SK-QDs grown just on top of them, as the strain 
field generated by the first layer of high-density QDs can serve as a template to 
nucleate the QDs of the second layer. 

 

8-1 High density of InAlAs QDs  

A high density of QDs is one of the keys to improving the performance of 
optoelectronic devices. There have been many attempts to increase the overall 
density of QDs by optimizing the growth conditions such as deposition rate, 
growth temperature, and film thickness, or by using several layers of vertically 
coupled QDs, which have been shown to enhance optical gain [100, 184, 185]. 
However, increasing QDs density is difficult because it results from a self-
assembling process over which the grower doesn't have much control, and the 
number of QDs is limited by strain relaxation and lateral association of 
neighboring QDs in the upper layers [186].  

An interesting technique to increase the QDs density was proposed by 
Kovsh et al. [183] and consists in adding aluminum to the usual InAs material. 
They used In0.7Al0.3As QDs as a seed to obtain a higher density of In(Ga)As QDs 
located just above them, and, in this way, they were able to improve the properties 
of 1.2 μm lasers. Due to the low mobility of Al adatoms that enhances the 
nucleation of InAlAs islands on the GaAs (001) surface, the InAlAs QDs were 
used as an effective seed, and a higher density of InAs SK-QDs could be  
obtained [187]. 
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8-2 Growth optimization of InAlAs QDs 

 To determine the highest density of InAlAs QDs that can be achieved as a 
function of their Al content, we optimized this type of QDs by growing several 
samples containing a single layer of In1-xAlxAs QDs (x ≤0.65) without a cap layer 
to check their density and morphology using AFM. All the samples had the same 
structure and differed only by the Al content in the QDs layer (Table 8-1). They 
consisted of a 200 nm thick GaAs buffer layer, deposited at 570 C, followed by an 
In1-xAlxAs layer deposited at 510 C, as shown in Figure 8-1. 

Figure 8-1: Structure of a sample consisting of In1-xAlxAs QDs (x ≤0.65) to check their density and 
morphology by AFM (no cap layer). 

 

Generally, in the InAs/GaAs system, the thin epitaxial InAs layer relaxes 
above a thickness of 1.7 MLs and spontaneously forms small and homogeneous 3D 
InAs islands (quantum dots). This critical thickness (1.7 MLs for pure InAs 
deposited on top of GaAs) mainly depends on the difference in lattice parameters 
between both materials and can be monitored in situ (and in real time) in the MBE 
system using the RHEED technique. Thus, when additional Al is added to the InAs 
material, the lattice mismatch is reduced (Figure 8-2), as well as the strain, so that 
the critical thickness increases and strongly depends on the percentage of Al in the 
In1-xAlxAs alloy. The critical thickness for each type of In1-xAlxAs layer was 
measured to be between 1.7 and 10.4 MLs (depending on the Al content) using the 
RHEED technique, as shown in Table 8-1. 
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Figure 8-2: Band gap and lattice constant for various III–V alloys and materials of group IV [188].  

 

Sample In1-xAlxAs Critical thickness 
(MLs) 

Deposited thickness - 
Critical thickness +25% 
(MLs) 

#1 x= 0  
(reference sample) 1.70 2.1 

#2 x=0.15 2.16 2.7  
#3 x=0.30 2.90 3.6  
#4 x=0.50 4.86 6.1 
#5 x=0.65 10.40 13.0  

Table 8-1:  Critical and deposited thicknesses (MLs) of the individual In1-xAlxAs layers as a function 
of their Al content. 

 

In order to limit the number of samples to be grown and still be able to 
compare them consistently, we had to decide which In content to consider and how 
much material needed to be deposited for each sample. The reason for this is that 
the islands close to the critical thickness are very small and their areal density is 
low. As more material is deposited, they become larger and increase their density, 
and for even larger film thicknesses they start to coalesce and relax, introducing 
structural defects into the layer which are detrimental to the optical and electrical 
properties of the samples. Therefore, it is a good practice to keep the QDs density 
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as high as possible without causing any coalescence. For pure InAs QDs deposited 
on top of GaAs, the highest density generally occurs between 2.0 and 2.2 MLs 
[184]. In this study, we used 2.1 MLs for that specific case. Since this corresponds 
to around 125% of the critical thickness of this particular system (1.7 MLs), we 
also deposited 125% of the critical thickness for the other In1-xAlxAs layers, as 
shown in Table 8-1. Then, all samples were examined by AFM to check the size 
and density of the QDs, and the possible presence of relaxed structures.  

Figure 8-3 shows a 1×1 µm2 AFM scan of the top surface of all samples.  
One can see that, initially, the QDs density increases with the Al content and,  
after reaching a maximum value, it starts to decrease. This effect is usually 
attributed—but, as we will see later, this is not correct—to the lower migration rate 
of Al atoms adsorbed on the surface, resulting in a higher density of nucleation 
centers. Initially, the density of QDs increases with Al content, but the highest Al 
value (65%) appears to promote a decrease in density and a larger inhomogeneity 
of the QDs size, along with a worse homogeneity in their spatial distribution. This 
is probably due to the low In content (only 35%), which considerably reduces the 
strain in the system and makes it less favorable to locally follow the Stranski-
Krastanov growth mode [152]. The QDs density as a function of the Al percentage 
is shown in Figure 8-3-f, where we can see that the highest value was obtained for 
In0.5Al0.5As QDs (2 ×1011 cm-2) and is considerably higher than the typical value 
for In0.5Ga0.5As QDs  (2-5 ×1010 cm-2) [190].  

Since only one relaxed QD was detected in the AFM images of Figure 8-3 
(wide white spot in Figure 8-3-b), we decided to vary the thickness of the best 
layers to see if it would be possible to further increase their QDs density. In Figure 
8-3, all the layers had a thickness equivalent to 125% of the critical thickness of 
the respective alloy, and the highest QDs densities were obtained for In0.7Al0.3As 
and In0.5Al0.5As. In the second set of samples that will be analyzed here, the total 
thickness of both types of In1-xAlxAs (x = 0.30 or 0.50) layers was set to 105%, 
125%, and 140% of their critical thickness to allow better analysis of the QDs 
density evolution.  
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Figure 8-3: 1×1 µm2 AFM images of the In1-xAlxAs layers mentioned in Table 8-1 (first set of samples), 
showing the surface of a single layer of (a) InAs QDs; (b) In0.85Al0.15As QDs; (c) In0.70Al0.30As QDs;  
(d) In0.50Al0.50As QDs; (e) In0.35Al0.65As QDs. (f) QDs density (cm-2) of the In1-xAlxAs samples shown in 
Figures (a) to (e). 

(f) 

(a) (b) 

(c) (d) 

(e) 
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Figure 8-4: 1×1 µm2 AFM images of the second set of samples showing the surface of a single layer of 
In0.7Al0.3As QDs (a), (b), (c), and of In0.5Al0.5As QDs (d), (e), (f) with a total thickness equivalent to 
105%, 125% and 140% of their critical thickness, respectively (from top to bottom). 

(a) 

(c) (f) 

(d) 

(b) (e) 
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Figure 8-4 shows AFM images of the second set of samples. All images are 
very similar and the density of relaxed islands does not increase abruptly, even for 
the largest thickness (140%). Figure 8-5 shows the QDs density of all images and 
confirms that a total thickness of 125% of the critical thickness is the best choice. 
It also shows that, for this second set of samples, both layers have a very similar 
maximum density. Since the InAlAs QDs can be grown with such a high density, 
one could possibly think of using them directly (i.e., alone) in a device to improve 
its performance. However, since their size and composition are very different from 
those of usual InAs QDs, some of their properties are also very different, such as 
their operation wavelength in lasers and photodetectors. Therefore, another way to 
take advantage of their high density would be to use them as a seed and employ the 
strain field around them to induce a higher-than-usual density of InAs QDs. 

Figure 8-5: QDs density of In1-xAlxAs layers (shown in Figure 8-4) with 30% and 50% of Al content for 
different total thicknesses (critical thickness +5%, +25%, and +40%).  

 

8-3 Influence of the pre-deposited InAlAs layer on the InAs SK-QDs 
density 

Depositing a thin layer of InAs material just a few nm above the layer of 
InAlAs QDs can result in a high density of InAs QDs, due to the strong coupling of 
the strain field between the two layers. Since Al adatoms have very low surface 
diffusion, they are expected to create more nucleation centers and lead to a very 
high density of small InAlAs SK-QDs [141]. As a result, the surface density of 
InAs QDs will increase as it will be affected by the underlying density of InAlAs 
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QDs that will act as nucleation centers. Based on the best results seen in the AFM 
images and data of Figures 8-3 to 8-5, we will now optimize the growth conditions 
of InAlAs/InAs QDs bilayers to check how far the density of the InAs QDs in the 
top InAs layer can be increased when InAlAs QDs are used as a seed.  

Initially, two samples (third set of samples) were grown to investigate the 
effectiveness of the InAlAs seed layer (Figure 8-6) for both Al contents that 
previously provided the best results (30% and 50%): one sample contained 
In0.7Al0.3As QDs and InAs QDs on top of them—both layers with a thickness 
equivalent to 125% of their respective critical thickness—separated by only 4 nm 
of GaAs. The second sample had exactly the same structure but had In0.5Al0.5As 
QDs in the lowest layer. Figure 8-7 shows that the density of InAs QDs in the top 
layer was up to three times higher when we used a pre-deposition of InAlAs QDs, 
compared to a single layer of InAs QDs (reference sample). We can also see that 
the pre-deposition of InAlAs QDs with 30% of Al leads to a higher InAs QDs 
density than that with 50% of Al, although the In0.5Al0.5As QD density was usually 
slightly higher than that of In0.7Al0.3As QDs. This is probably because In0.5Al0.5As 
QDs contain less In than In0.7Al0.3As QDs and therefore generate a weaker local 
strain field that is not able to influence so effectively the nucleation of InAs QDs in 
the top layer.   

Figure 8-6: Structure of InAlAs/InAs QD bilayers, consisting of InAlAs QDs, serving as a seed, followed 
by InAs QDs. Both QD layers were separated by 4 nm of GaAs.  
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Figure 8-7: 1×1 μm�AFM images of the third set of samples consisting of (a) 2.1 MLs of InAs only, to 
serve as a reference; (b) 2.1 MLs of InAs on top of In0.7Al0.3As QDs, separated by 4 nm of GaAs; (c) the 
same sample as in (b) but with In0.5Al0.5As QDs. The large white spots in Figures (b) and (c) indicate that 
some InAs QDs have relaxed. (d) InAs QDs density of AFM Figures (a) to (c) as a function of Al content. 
The first result represents the QDs density of a single 2.1 ML-thick InAs layer (reference sample).  

 

8-4 Influence of the GaAs-separator thickness on the InAs SK-QDs 
density  

Since the GaAs thickness between the InAlAs and InAs QDs is extremely 
important to determine the effectiveness of the strain field and, consequently, the 
final density of InAs QDs in the top layer, we also optimized its thickness to 
achieve the highest density. For this study, we grew a total of eight samples (Table 
8-2). In three of them, we used pre-deposition of InAlAs QDs with 30% of Al, 

(a) 

(c) 

(b) 

(d) 
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 as they yielded a higher density of InAs QDs at the top than with 50% of Al 
(Figure 8-7-d). The three In0.7Al0.3As/InAs QDs bilayers were identical and 
differed only in the thickness of the GaAs spacer, which was 2, 4, and 8 nm 
(Figure 8-8). We also grew a sample with a single layer of InAs QDs and another 
with a single layer of In0.7Al0.3As QDs to serve as a reference and to allow reliable 
comparison of the QDs density. To minimize the number of samples and to allow 
an optical and morphological investigation consistently, the same structure was 
repeated a second time on top of each sample and separated from the bottom 
structure by 100 nm of GaAs. As a consequence, AFM and PL measurements 
could be performed on the same samples; AFM on the top layer and PL on the 
buried layers at the bottom (Figure 8-8). Two other samples were grown to analyze 
the properties of the InAs and In0.7Al0.3As wetting layers before they relaxed and 
formed QDs. Finally, samples #h was grown specifically grown for X-STM 
measurements and contained a layer or bilayer of the seven different types of the 
sample #a to #g described above to cross-sectionally observe their morphology and 
In content at the atomic scale and to obtain direct evidence of the vertical 
alignment of the QDs in the bilayers. 

Sample number  GaAs thickness / description QDs density (cm-2) 

#a 2D InAs layer without QDs  - 

#b 2D InAlAs layer without QDs - 

#c InAs SK-QDs only 2.031010 

#d InAlAs SK-QDs only 1.231011 

#e 2 nm 1.031011 

#f 4 nm 5.921010 

#g 8 nm 2.361010 

#h 
Layers (a) to (g) in the same order 
for X-STM - 

Table 8-2: Description of the fourth set of samples. The QDs density (cm-2) in the top layer and the 
value of the thin GaAs spacer in the InAlAs/InAs bilayers are also given where relevant. 
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Figure 8-8: Structure of a sample of the fourth set consisting of bilayers of In0.7Al0.3As/InAs QDs. Both 
QDs layers were separated by X nm of GaAs, where X = 2, 4, or 8 nm. The structure of interest was 
duplicated and separated from the bottom one by 100 nm of GaAs to allow AFM measurements 
on the top and PL measurements on the bottom layers. 

 

After removing the oxide and outgassing the sample at 615 °C for 5 min, a 
200 nm-thick GaAs buffer was deposited at 570 °C. Then, the sample temperature 
was lowered to 515 °C to deposit the active region of each sample. The bilayers 
consisted of 3.50 MLs of In0.7Al0.3As QDs, a GaAs spacer, and 2.1 MLs of InAs 
QDs followed by 15 nm of GaAs grown at the same temperature to prevent 
evaporation of the In atoms. The sample was then heated to 570 °C to deposit  
85 nm of GaAs. Finally, the same bilayer was deposited without a cap layer to 
check the morphology of the InAs SK-QDs by AFM. The two samples containing 
only a single layer of QDs (InAs or In0.7Al0.3As) were grown under the same 
conditions described above to serve as a reference. The two additional samples 
containing only 2D layers of both materials without QDs were obtained by 
depositing 1.40 MLs of InAs and 2.30 MLs of In0.7Al0.3As. 
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8-4-1 AFM results 

Figure 8-9 shows AFM images of the top layer of samples #a to #g listed in 
Table 8-2. No QDs were observed in samples #a and #b, because the deposition of 
the InAs and In0.7Al0.3As layers, respectively, stopped before they could reach their 
critical thickness. Consequently, the surface only reflects the morphology of the 
2D layer of each material. These two samples will be important in the discussion of 
the X-STM results in the next section. Samples #c and #d were used as a reference 
to know the usual QDs density of InAs and In0.7Al0.3As when used individually. It 
can be seen that a single layer of In0.7Al0.3As (Figure 8-9-d) naturally has a higher 
density (1.3×1011 cm-2) of relatively smaller QDs (3 nm high and 10 nm wide) 
[141], while a single layer of standard InAs QDs (Figure 8-9-c) has a much lower 
density (2.0×1010 cm-2) of comparatively larger QDs (7 nm high and 20 nm wide), 
as shown in Table 8-2. This increase in density by a factor of 6 for the InAlAs QDs 
is generally attributed to the lower surface mobility of the Al atoms [183]. Thus, it 
can be expected that, for thick GaAs spacers, the QDs of bilayers should be 
uncoupled and the density in the top InAs layer should be close to that of sample 
#c. On the other hand, for very thin values of the GaAs spacer, the InAlAs seed 
should be very effective and might increase the density to values close to that of 
sample #d. 

 
 

(a) (b) 
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Figure 8-9: 1×1 μm�AFM images of the top layer of samples #a to #g listed in Table 8-2. (a) 1.40 MLs of 
InAs and (b) 2.30 MLs of In0.7Al0.3As. For these 2 samples, deposition was stopped before the critical 
thickness was reached and therefore no QDs are observed (only the flat 2D layer). (c) 2.1 MLs of InAs 
QDs and (d) 3.50 MLs of In0.7Al0.3As QDs. In0.7Al0.3As/InAs QDs bilayers with a GaAs spacer of  
(e) 2 nm, (f) 4 nm, and (g) 8 nm. 

(g) 

(f) (e) 

(d) (c) 
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Figures 8-9- e to g show that, when these In0.7Al0.3As QDs used as a seed 
layer in a bilayer structure, they can indeed increase the density of the InAs QDs in 
the top layer up to 1.0 × 1011 cm-2 when their separation is only 2 nm (Figure  
8-9-e), and to 5.9 × 1010 cm-2 when the spacer is 4 nm thick (Figure 8-9-f). For an  
8 nm thick spacer (Figure 8-9-g), it is reduced down to 2.36 × 1010 cm-2 which is 
close to the value of an individual layer of standard InAs SK-QDs (Figure 8-9-c). It 
means that the strain field within the thin GaAs spacer is hardly able to influence 
nucleation of InAs QDs in the top layer, and that the two QDs layers are almost 
decoupled as we will see below in the X-STM section. 

 

8-4-2 X-STM results 

To allow a detailed structural investigation at the atomic level of all layers 
involved in samples #a to #g, we grew a specific structure (sample #h) on a  
Si-doped GaAs(001) substrate (n=1×1018 cm-3) containing the same layers (without 
duplication) deposited in the same conditions and in the same order as in samples 
#a to #g (Table 8-2), as shown in Figure 8-10. Each layer of interest was separated 
from the next one by 200 nm of GaAs, whose central region (120 nm) was  
Si-doped (n=1×1018 cm-3). The high doping of these layers and substrate was 
necessary to provide a good conduction path for the tunneling current flowing 
between the sample and the STM tip. 

The goal of this sample was to confirm by direct observation the vertical 
alignment of both types of QDs in the bilayers, and also to verify the incorporation 
sites of the Al atoms in the InAlAs wetting layer and QDs, since all the papers of 
the literature claim that these SK-QDs are made of InAlAs material (supposedly 
with the composition of the deposited nominal alloy, i.e., In0.7Al0.3As in our case). 
However, in a recent paper of our group [187], we suggested that most of the Al 
atoms might remain in the WL and, consequently, the InAlAs QDs should consist 
of InGaAs material only (with possibly a few Al atoms from time to time).  
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Figure 8-10: Structure of the X-STM sample #h grown on a Si-doped GaAs(001) substrate. Layers #1 to 
#7 are the same as in samples #a to #g, respectively, and were grown in the same conditions. 

 

Due to the atomic arrangement of the {110} cleaved surface of 
GaAs(001)—which has a zincblende structure—used for the X-STM 
measurements, only every second monolayer along the [001] growth direction is 
visible in the images. Therefore, either the group-III or group-V atoms can be 
observed at a time, which means that an atomic row actually represents a bilayer 
of Ga and As atoms (not to be confused with the bilayers of InAs/InAlAs QDs).  
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In filled-state images obtained at high negative bias voltages, the group-V 
sublattice (As atoms) is imaged, while in empty-state images at high positive bias 
voltages, the group-III sublattice (Al, Ga, and In atoms) can be observed. The 
color contrast in the images represents the relative height of the STM tip from the 
cleaved surface. Due to strain, after cleaving the sample, the crystal structure 
relaxes locally out of the surface. As a consequence, the higher the In content of 
the layers, the higher the relaxation distance out of the plane. 

Figure 8-11: X-STM filled-state topographic images comparing the initial formation of the 2D InAs 
layer (layer #1) and In0.7Al0.3As layer (layer #2), as well as their quantum dots (layers #3 and #4). The 
white arrow indicates the growth direction [001]. The two white spots in layer #2 indicate some 
contaminants or tip related artifacts. The red arrow shows the atomic plane where the Al atoms are 
located. The color scale represents the height of the relaxed surface outward of the cleaved plane [141]. 

 

Figure 8-11 shows that, in all layers, In atoms (related to the presence of 
bright spots) segregate strongly toward the surface when In(Ga)As layers are 
deposited on top of GaAs or covered by GaAs material, which is due to the strain 
present in the InAs/GaAs system. The In composition of the wetting layer and its 
(nominal) GaAs cap layer are well described by the phenomenological segregation 
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model of Muraki et al. [144], where a segregation coefficient R around 0.85 is 
often observed in usual growth conditions—meaning that In atoms can be found 
up to 20 MLs away from the location they were initially deposited. On the other 
hand, Al atoms do not produce strain in the GaAs matrix (AlAs and GaAs have 
almost the same lattice parameter (Figure 8-2)) and have a very low  
surface diffusion coefficient [191]—resulting from the higher Al-As binding 
energy—which considerably limits Al segregation [192]. The bottom-most atomic 
layer in layer #2, marked with a red arrow, reveals many dark spots indicating the 
presence of Al atoms. This means that the Al atoms have settled down at the 
bottom of the WL and have not segregated. Layers #3 and #4 show individual 
InAs and In0.7Al0.3As QDs, revealing that their size is similar, unlike those 
observed in the AFM images. In fact, a typical InAs QD of layer #3 has a base 
length of 18 ± 0.8 nm and a height of 4.0 ± 0.5 nm, while these values in layer #4 
are 21.6 ± 0.8 nm and 4.2 ± 0.5 nm, respectively. Of course, this may be due to 
the fact that the X-STM images depend on the exact position of the cleavage plane 
within the volume of the nanostructure. However, it might also be related to the 
fact that the AFM tip has a certain volume (it is neither a point nor infinitely 
sharp) and can't detect the full height of the QDs when their density is very high. 
The lower brightness of the InAlAs QDs in layer #4 results from its lower indium 
concentration, which is due to the nominal alloy composition. 

 It is worth mentioning that no Al atoms can be observed inside the InAlAs 
QD of layer #4, unlike generally supposed in the literature, and they all remain in 
the bottom part of the WL. Therefore, unlike InAs QDs—where the WL is only 
found around the QDs—in the case of the InAlAs QDs the QDs really sit on top of 
it. This confirms that the high density of QDs achieved in the deposition of 
InAlAs is not due to the presence of Al atoms inside the QDs themselves, as is 
often claimed in the literature, but to the lower surface mobility of adatoms on the 
Al-rich wetting layer. In addition, if there are no Al atoms in the QDs, then such 
nanostructures consist only of InGaAs. A previous report from our group (Claro et 
al. [187]) suggests that their composition may be close to In0.5Ga0.5As, indicating 
that they may contain even less In than nominally. The present X-STM images of 
layer #4, combined with strain calculations to simulate the outward relaxation of 
the images, indicate that the In content of the QDs is actually even lower, reaching 
only 30% (instead of the nominal value of 70%). This implies that 70% of the 
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alloy consists of Ga atoms originating from the GaAs substrate itself (underneath) 
and from the posterior GaAs cap layer to reduce the local elastic energy stored in 
the system. In addition, our X-STM data of layers #1 and #2 show that the 
presence of Al atoms at the bottom of the layer pins many In atoms to the sample 
surface, unlike what happens for the InAs WL, where the In atoms are free to 
segregate. However, the segregation coefficients calculated in both layers are 
similar [141]. 

Figure 8-12: X-STM filled-state topographic images showing the effect of the GaAs spacer on the 
formation of InAs QDs in layers #5, #6, and #7. The InAs QDs are deposited on top of the InAlAs QDs 
seed layer. The intermixing and strain-induced stacking can be seen for X= 2 nm and X= 4 nm, 
respectively. The two QDs layers in layer #7 are already uncoupled for a GaAs spacer of 8 nm. The white 
arrow shows the growth direction [001]. 
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Layers #5 to #7 contain bilayers of InAlAs/InAs QDs separated by thin 
GaAs layers having different thicknesses. In layer #5, the GaAs spacer is so thin  
(2 nm) that the InAs and the In0.7Al0.3As intermixed completely (Figure 8-12) to 
form a single large QD, but it is the configuration that yields the highest InAs QDs 
density in the top layer, as previously confirmed in Table 8-2 and our AFM data. 
The very bright contrast in the QD region suggests a higher indium content 
compared to the other layers. It is difficult to determine the exact shape and size of 
these large QDs because both types of QDs merged and are indistinguishable. In 
the images of layers #6 and #7, both QDs layers can be gradually distinguished, as 
the GaAs spacer is thick enough to separate the seed layer from the top layer of 
InAs QDs. In layer #6, the strain-induced stacking of both types of QDs can be 
seen clearly. In layer #7, for a GaAs spacer of 8 nm, both InAlAs and InAs QDs 
appear to be completely uncoupled, with some occasional stacking from time to 
time. Consequently, when the two QD layers are separated by more than 8 nm, 
they can be treated as separate layers containing InAs and InAlAs QDs, as in layers 
#3 and #4, respectively. Once again, in all of these layers (#5 - #7), no Al can be 
detected in the QDs of the InAlAs layers [141], and nanostructures always lie on 
top of the Al-rich portion of the WL, as seen in layer #4. 

Therefore, it seems that a very thin GaAs spacer (2 nm) is better if one 
wishes to have the highest possible density of InAs QDs in the top layer, and any 
thickness up to 8 nm will only take partly advantage of the seed. In the previous 
work of our group on InAlAs/InAs QDs bilayers applied to infrared 
photodetectors, a GaAs spacer of 4 nm was used [187]. Thus one could possibly 
expect better results by using a thinner GaAs spacer instead. However, a seed is 
only useful if its properties don't interfere with those of the top layer of interest 
(InAs QDs). It is therefore important to check that QD mixing with very thin GaAs 
spacers (2 nm)—as seen in Figure 8-12—doesn't change the optoelectronic 
properties of the system. We will investigate this in the next section. 
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8-4-3 PL experimental data  

The optical properties of samples #a to #g were measured by PL at 77 K  
and their spectra are shown in Figure 8-13. Since the samples were small and 
contained duplicate copies of the layers of interest—one on the top for the  
AFM measurements and one covered with 100 nm of GaAs for the PL 
experiments—grown in the same conditions, we can expect both experimental 
techniques to allow a systematic investigation of the same system. Although 
capped and uncapped QDs may be different, the evolution of their optical and 
morphological properties will be correlated and may provide useful information.    

Figure 8-13 shows the PL spectra of all samples analyzed by AFM in Figure 
8-9. It can be seen that a single layer of conventional InAs QDs emits close to  
980 nm, while the spectrum of a single layer of InAlAs QDs peaks at 880 nm due 
to their smaller size—although this might no longer be a valid argument, according 
to our X-STM data—and lower In content. The PL intensity of the single layer of 
InAlAs QDs is much lower than that of InAs QDs because their ground state (the 
only confined state of the system) is closer to the top of the GaAs barriers. As a 
result, the confined carriers can easily escape due to the temperature used for the 
PL measurements (77 K). The narrow peak around 860 nm is related to their WL. 
The signal coming from sample #a—which contains only a 2D InAs layer 
simulating the wetting layer around the InAs QDs—was easily measured and 
appears as a very narrow emission around 855 nm, just above the emission  
from the GaAs substrate that can be seen at 824 nm (gap of GaAs at 77 K). Sample 
#b—containing only the In0.7Al0.3As WL—showed no signal at all when excited 
with a laser having a wavelength of 660 nm corresponding to an energy of  
1.878 eV. This is probably due to the large band gap of the material forming the 
InAlAs WL, which results from the accumulation of all the Al atoms at the bottom. 
Its value must be much larger than that of the GaAs material at 77 K (1.503 eV) 
and suggests that the Al content of the WL is at least 30%, which is in good 
agreement with the X-STM data. Figure 8-13 also shows that the spectra of the 
In0.7Al0.3As/InAs QDs bilayers do not show any sign of the seed layer (In0.7Al0.3As 
QDs) and appear to consist only of emission from the top InAs QDs, indicating 
that the InAlAs SK-QDs are not optically active—as expected from a good seed. 
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This is due to the deeper ground state of the top InAs QDs, where most carriers 
recombine, as already seen before [183, 187]. 

Figure 8-13:  PL spectra at 77K of the samples from Figure 8-9 containing different combinations of InAs 
and In0.7Al0.3As layers (Table 8-2). Sample #b, simulating the In0.7Al0.3As WL, showed no signal at all. 

 

The interpretation of the PL spectra of the samples containing bilayers is 
complex. They are all slightly different, because of the influence of the seed layer 
on the top InAs QDs, which should lead to an increase in their density and, 
consequently, to a reduction of their sizes with decreasing values of the spacer 
thickness. However, due to the strong In segregation, some of the In atoms from 
the seed layer are also transferred to the top InAs QDs, especially for thin GaAs 
spacers, as observed during growth on the RHEED screen—the critical thickness 
of the top InAs QDs was 1.7 MLs for the 8-nm-thick spacers, as usual for a single 
layer of InAs QDs, but was reduced to 0.7 ML for the thinnest GaAs spacer  
(2 nm). Thus, when the spacer is reduced, the strain field causes a blueshift in the 
emission, while at the same time, In segregation acts in the opposite direction, 
leading to a redshift. The spectra resulting from this complex competition depend 
on which of both effects prevails. The samples with the thinnest GaAs spacers  
(2 and 4 nm) have the highest PL intensity, probably due to their larger QDs 
density, while the sample with the thick spacer (8 nm) has an intensity similar to 
the single layer of InAs QDs, which is consistent with their similar QDs densities.  
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9- Conclusion 

This thesis mainly consists of two parts. In the first one, we investigated the 
optical and structural characterization of  InAs/GaAs SML-QDs and then 
optimized their growth conditions. In the second part, we studied the growth and 
electro-optical characterization of infrared photodetectors based on InAs/GaAs 
SML-QDs to determine how their performance improves under these optimized 
growth conditions. 

Initially, several experimental techniques were tested to check which ones 
would be more adequate to investigate these nanostructures. PL spectra of  
InAs/GaAs SML-QDs sample showed a much narrower emission peaked at lower 
wavelengths when compared to SK-QDs. These features are mainly due to the 
smaller size and lower In content of SML-QDs. We also found that AFM was 
useless for analyzing their morphology because they are grown in a planar way and 
don't exhibit any surface profile. Therefore, the SML-QDs structure was analyzed 
using X-STM, which is more complex than AFM but can provide information 
about buried structures at the atomic scale. 

Many InAs/GaAs SML-QDs samples were grown using MBE to optimize 
their growth conditions. PL was used as a guide to improve the optical properties 
of the nanostructures as much as possible. The experimental results showed that 
the best growth conditions and structure for InAs/GaAs SML-QDs consisted in a 
basic cycle of 0.5/2.5 MLs of InAs/GaAs repeated 6 times with a growth rate of 
0.015 ML/s and 0.1 ML/s for the InAs submonolayer and thin GaAs interlayer, 
respectively, preferentially in the presence of a (24) surface reconstruction.  
X-STM was used to verify whether the 2D InAs islands—which are the building 
blocks of SML-QDs—were indeed formed on the GaAs(001) surface and could 
vertically align to provide the expected columnar structure. The data revealed that, 
actually, SML-QDs consist of In-rich InGaAs clusters embedded in a wider dilute 
InGaAs layer which behaves as a quantum well when surrounded by GaAs. These 
In-rich regions act as quantum dots—although their PL is similar to that of an 
InGaAs QW, but they do not develop the full height expected from SML-QDs nor 
consist of stacks of small 2D InAs islands (no periodicity is observed inside them). 
At high As flux, leading to a c(44) reconstruction of the GaAs(001) surface prior 
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to InAs deposition, X-STM showed that they can reach an areal density in the mid-
1011 cm-2 range. On the other hand, with a very low As flux necessary to get a 
(2×4) reconstruction of the GaAs(001) surface at low temperature, the density and 
size of these InGaAs nanostructures are considerably reduced, and lower 
incorporation and increased segregation of the In atoms are observed.  

Several infrared photodetectors containing InAs/GaAs  SML-QDs deposited 
in different conditions were grown by MBE, processed by photolithography in our 
clean room, and tested at 12 K. The electro-optical properties of such devices, 
where only the As flux was varied, revealed very similar figures of merit  
(D* around 1011 cm Hz1/2 W-1) which contrast with the X-STM results. We believe 
that the presence of strong In segregation (around 80% in this system) removes 
most In atoms from the original 2D InAs islands nucleated on the GaAs(001) 
surface (whenever they are formed), spreading them in the next layers, weakening 
the strain field around the original 2D islands, and allowing the random formation 
of In-rich agglomerates. Such clusters are smaller and contain less In than 
expected, leading to shallower energy levels and electronic wave functions that 
extend over the closest nanostructures, weakening thus their overall 3D 
confinement and decreasing the advantage of samples having a high density of 
nanostructures. 

 In an attempt to avoid the problems resulting from a very low As flux, we 
decided to grow the same device at a slightly higher temperature (525 °C), in order 
to keep the (24) reconstruction and avoid its transition to a c(44) reconstruction 
at a lower temperature (below 520 °C). This new device turned out to have a 
detectivity eight times higher than that of the previous ones, suggesting that this 
way to achieve the (24) reconstruction was much superior to the other one. 
Although the higher sample temperature may induce stronger In segregation and 
evaporation, these growth conditions—which are similar to those usually 
employed for SK-QDs—are also much easier to achieve. 

To improve the quality of such SML-QDs, we reduced the GaAs interlayer 
to its minimum value—using a basic cycle consisting of 0.3 ML of InAs followed 
by 0.7 ML of GaAs—in an attempt to increase the average In composition and the 
strain field within the system to form better stacks of 2D islands. Although a 
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device grown with such characteristics performed worse than the others, the study 
might still be inconclusive. Indeed, since the density of 2D InAs islands is 
expected to be higher for this lower InAs fraction, the doping of the samples—that 
was kept constant in all devices—might not be enough to fully populate the ground 
state of all In-rich clusters and provide the best performance of this device. 

Finally, we used the seed concept in an attempt to increase further the 
density of InAs QDs which is generally close to 21010 cm-2 range. The seed was 
made of InAlAs, which is known to provide a higher density of QDs, and was 
separated from the top layer of InAs QDs by just a few nm of GaAs. Due to their 
close proximity, the seed is expected to generate a strain field around each InAlAs 
QD and serve as a template to influence the nucleation of InAs QDs just above. 
A systematic AFM study revealed that In0.5Al0.5As was able to provide the highest 
density of QDs in an isolated layer (around 1.21011 cm-2) but, when InAlAs/InAs 
QDs bilayers were concerned, the highest QDs density in the top InAs layer 
(around 1.01011 cm-2) was actually achieved with In0.7Al0.3As and separation of 
only 2 nm, due to the stronger strain field. X-STM measurements in the same type 
of samples showed strong vertical coupling between both types of QDs layers for 
GaAs spacers equal to or thinner than 4 nm. For that value, the nanostructures 
could be individually resolved while, for a separation of 2 nm, both types of QDs 
were completely intermixed and undistinguishable. The atomic resolution of the 
technique allowed us to point out for the first time that QDs formed from the 
In0.7Al0.3As layer don't contain a single Al atom, as they are all confined in the 
bottom part of the wetting layer. As a consequence, the highest density of this type 
of QDs is not due to the presence of Al atoms inside the QDs themselves but, 
rather, to the fact that the adatoms have a lower diffusion coefficient on an Al-rich 
surface which results in a higher density of nucleation centers. PL measurements 
revealed that the InAlAs QDs are optically inactive when they are part of 
InAlAs/InAs QDs bilayers, which is the ideal situation for a seed.   
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