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RESUMO

O presente trabalho aborda o problema de modelagem referente às etapas iniciais
de uma implementação de um Gêmeo Digital (DT) de um navio em manobras, mais
especificamente se concentrando em estimar em tempo real os principais coeficientes
hidrodinâmicos de uma embarcação – os coeficientes de deriva e resistência. O procedi-
mento consiste em duas etapas distintas: uma se referindo à navegação em alto mar e a
outra em águas restritas ou portuárias.

Em ambos, o método escolhido se deu através do Filtro de Kalman em sua versão
Unscented (UKF), cujas medições são os movimentos obtidos por GNSS, Girocompasso
e IMU e as entradas, os comandos para o propulsor e o leme. Uma prova de conceito foi
testada em um ambiente simulado chamado pyDyna – um simulador de manobras imple-
mentado em Python embasado no modelo matemático adotado no Centro de Simulação
de Manobras do Tanque de Provas Numérico da Universidade de São Paulo (TPN-USP).

Dados de sensores de movimento foram emulados ao acrescentar um rúıdo branco
Gaussiano nos valores advindos em tempo real do simulador, visando uma melhor repre-
sentação de um cenário prático com medições imperfeitas. Resultados obtidos se mostraram
com relativa boa aderência e baixo custo computational, possivelmente apresentando o
método como um conveniente avaliador preliminar de parâmetros até outros métodos de
melhor acurácia e despendiosos como CFD serem executados (pelo menos para um dos
parâmetros hidrodinâmicos no estado atual deste trabalho).

Não obstante, a fim de se obter uma implementação prática de DT, outros problemas
devem ser estudados, como design da arquitetura, rede de comunicação, motivação da
digitalização, etc., assuntos que não serão abordados aqui. Ao invés disso, este trabalho
se concentrou em desenvolver um modelo geral de sistema coerente, que almeja ser um
pilar para futuras implementações de DT. Alguns exemplos que podem eventualmente
implementar essa tecnologia são: análise de performance devida à degradação do casco,
leme ou propulsor; aux́ılio na tomada de decisão para manutenções programadas e até
monitoramento remoto.

Palavras-Chave – Coeficientes de resistência e deriva, Unscented Kalman Filter
(UKF), Dinâmica de manobras de navios, Gêmeo Digital (DT).



ABSTRACT

The present work tackles the modeling problem concerning the initial steps of a Digi-
tal Twin (DT) application in a maneuvering ship, more specifically focusing in estimating
in real-time the main vessel hydrodynamic coefficients – namely drift and resistance coef-
ficients. The procedure consists in separating it into two different estimation phases: one
referring to a vessel in open seas and another in restricted waters or port maneuvers.

In both, the chosen method is via Unscented Kalman Filter (UKF), whose mea-
surements are the ship motions obtained from GNSS, Gyrocompass and IMU, and the
input, the commands to the propeller and rudder. A proof of concept was tested in a
simulated environment called pyDyna -– a ship maneuvering simulator implemented on
Python based on the mathematical model adopted in the TPN-USP Ship Maneuvering
Simulation Center.

Data from motion sensors were mimicked by adding a Gaussian white noise in the
values retrieved from the simulator in real-time, intending to better represent a real-world
scenario with not perfect measurements. Obtained results show limited good adherence
and low computational cost, possibly presenting the method as a convenient preliminary
parameter assessment, until more accurate and time-consuming methods such as CFD
are evoked (at least for one of the hydrodynamic parameter in the current state of this
work).

Nonetheless, to envision a real DT implementation, further problems need to be
solved, such as architecture design, communication network, digitalization purpose, etc.,
subjects which will not be discussed here. Instead, this work focused on developing a
well-rounded general system model, that intends to be a cornerstone to future DT imple-
mentation, some examples that could implement this technology are: performance anal-
ysis due to degradation of the hull, rudder, or thruster; decision support for maintenance
scheduling; or even distance monitoring.

Keywords – Drift and resistance coefficients, Unscented Kalman Filter (UKF), Ship
maneuvering dynamics, Digital Twin (DT).
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PART I

GENERAL STRUCTURE
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1 INTRODUCTION

Determining the hydrodynamic characteristics of a ship is a highly complicated task,

since many parameters affect the motion dynamics. These parameters determine the

incident reaction forces due to the ship motion on water, the effectiveness of the rudder

action and the thrust force generated by the propeller.

In the past, experimental investigations were the basis for creating the general frame-

work in the naval construction, as it can be seen in an assay conducted by Leonardo

da Vinci around 1500, in which he tested three ship models with the same length and

different fore and aft shape, for then reaching an optimized shape result for the highest

speed from this utterly restrict sample domain (steen, 2014). Yet, it was sufficient at

the epoch considering all the limitations from a mathematical, technological and material

point of view.

Advancing some centuries, Isaac Newton revolutionized the field of Hydrodynamics,

enhancing the understanding of the interaction of bodies with fluids; William Froude’s

experiments of towing small wooden models by a system of ropes and falling weights

carved out a path for better integrating the scientific method with the field of marine

technology; and around 1800 with the introduction of mechanically driven ships, mainly

by paddle wheels and powered by steam engines.

Soon, these experimental innovations would be assembled into what is known in cur-

rent days as Towing Tanks, where the model is pull through a carriage in a large tank with

controlled temperature and density. Being the only method back in the 1870s, such appa-

ratus allowed to achieve better standards of hydrodynamic efficiency, as more emphasis

could be given in the hull shape design (oosterveld, 1991). Concurrently, the transition

from wood structures towards iron in the late 19th was hugely benefited with these new

experimental facilities, allowing big departures from traditional designs, as could be seen

in the late ironclads.

Fast forwarding until late 1970s, with the emergence of the computers, the Computa-
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tional Fluid Dynamics (CFD) soon became a major player in the optimization phase of

the design process. Various alternative designs could be calculated in a short period of

time, in comparison with the old manner. Not only the conception part was evolved by

the Third Industrial Revolution, but also the Instrumentation was heavily benefited with

the rise of electronics.

Measuring instruments became increasingly and progressively more precise, robust

and cheap, allowing reintegrating back on the design loop the real world behaviour and

some other characteristics that were beforehand neglected on the theory scope. One

former student of Patrick F. Dunn (dunn, 2010), M. Clark, once cited that:

making predictions can serve as a guide to what we expect, (...) but
to really learn and know what happens in reality, experiments must be
done

Although it was thought for the justification of experiments, it also reflect the impor-

tance of knowing how some objects and phenomenons interact with the environment with

precision, since at the end no matter how good a model can be, it will be always a grasp

of our understanding of the real world.

Such reflect can be even seen in multiple applications, specially with the increasing

adherence in machine learning emerging methods, which essentially embodies the core

principles from the empiric school by creating models purely from observed data. Albeit

being extremely useful to retrieve various complex behaviours in the maritime field, it

also carries an interpretability concern. Particularly, but not only, for these scenarios,

traditional physics based ones continue with its relevance.

Other vantages towards the latter can be seen in the setup. Machine learning tech-

niques in a broad aspect usually take time to learn the model and can be sometimes not

so intuitively to tune to every slight variation encountered in a real vessel, hindering the

efficacy of tailor made solutions.

With the advances in communication field, as seen in the adoption of the Global

Maritime Distress and Safety System (GMDSS) in the late 1980s, information exchange

between a sailing vessel and a stationary base in land became possible and increasingly

recurring, specially for security and safety reasons. As this technology evolved, along the

years, the bandwidth data widened and its speed transfer drastically improved, tracking

capabilities become even more precise than ever, opening new opportunities for real-time

applications, such as autonomous navigation and digitalization field.

Yet, all these implementations still require a sufficiently good knowledge of the vessel
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characteristics, specially concerning the maneuvering dynamics topic.

1.1 Objective

This work proposes an implementation of a phase-zero Digital Twin (DT) of a navi-

gating craft, in other words, a first proposal to model a ship maneuvering dynamics. In

order to achieve real-time applicability, some physical simplifications were done, nonethe-

less, the proposed method still aims to reduce the gap between generic parameterization

from standard System Identification procedures, by further modeling some system aspects

such as the propeller and rudder dynamics.

By targeting this initial DT application, the following objectives shall be resolved:

• A general methodology to retrieve simplified maneuvering mathematical models;

• Better representation of the propeller and rudder internal mechanisms;

• Testing and validation of concept in a high fidelity simulator.

1.2 Work structure

A schematic of the proposed workflow is presented in Fig.1.

Figure 1: Block diagram of the proposed method.

With the information retrieved from certain motion sensors, namely measurements

from Global Navigation Satellite System (GNSS), the idea is to obtain in almost real time

certain hydrodynamics coefficients of a marine craft purely through an Unscented Kalman

Filter (UKF) approach.
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Due to the system equations being physics-based, some core vessel parameters need

to be informed a priori, such as the Length Overall (LOA) L, Draft T , mass matrices and

other rudder and propeller general information – fairly simple knowledge data. Both the

effective rudder angle and the effective propeller rotation are taken as input, thus being

continuously provided during the maneuvers.

Instead of a real maneuvering ship, or several captive model tests or even CFD runs, a

simulated environment based on a high fidelity ship maneuvering simulator named pyDyna

was chosen, due to its capacity of easily generate maneuvering data, being an outstanding

option for rapid testing and theory validation.

1.3 Thesis organization

The work is organized in parts, being the one ending here the Introduction (Part 1

- Chapter 1). Secondly, comes the Literature review in Part II, in which the concepts

of Digital Twins (Chapter 2) and System Identification (Chapter 3) are explored. In

Theoretical background (Part III), the proper system dynamics is modeled (Chapter 4)

– which includes the maneuvering, propeller and rudder formulation – followed by the

Kalman Filter methodology (Chapter 5).

The problem is tackled in Part IV, with the developed formulation (Chapter 6) fol-

lowed by a sample of the results obtained in a single vessel for different batch of maneuvers

(Chapter 7). Finally, some discussions are done in Part V.



PART II

LITERATURE REVIEW
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2 DIGITAL TWIN

“When I use a word, it means whatever I want
it to mean”

-- Lewis Carroll

Reciting a dialogue from Alice’s Adventures Through The Looking Glass from Lewis

Carroll, Wright and Davidson (wright; davidson, 2020) firm their statement about the

term ”Digital Twin”. As for many it can be described as a digital representation of a

physical object or process that mimics its behaviour and current state in near real time,

a broad concept that can be applied to countless areas and in a wide variety of contexts,

serving different single or multi focused objectives with the same implementation.

This ”broadness” aspect can be translated to ”still there is no clear consensus”, also

by lacking a proper mathematical formulation, each individual company ends with its own

definition of what is a ”Digital Twin” (erikstad, 2017; worden et al., 2020; negri;

fumagalli; macchi, 2017). This is heavily criticized in (wright; davidson, 2020),

mentioning the hindering effect on the term with its over-usage in situations where the

distinction between a simple model and a digital twin is almost none.

Nonetheless, there are some attempts to better contextualize the term, as will be

presented in the following sections 2.1 and 2.2. Some concerns are cited in 2.3 and in 2.4

were shown some application examples.

2.1 Technical formulation approach

Authors such as Erikstad (erikstad, 2017) tries to encapsulate some general concepts

that commonly appeared in various allegedly Digital Twin applications. He conceived five

core characteristics for this concept:

1. Identity: connection to a single, real and unique physical asset, or several connected

subsystems with each covering relevant information from the bigger system.

2. Representation: translate the real system’s interested measure in a corresponding

engineering model, being a CAD or any other digital format.
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3. State: captures the asset’s real state close to real time.

4. Behaviour: acts correspondingly as the real system for a same given external stimuli.

5. Context: represents correctly the operating environment in which the system oper-

ates, such as wind, waves or temperature.

Erikstad (erikstad, 2017) has also stated that for an application to be considered a

Digital Twin, it should at least be capable of:

• Observing key aspects of the asset’s state and behavior provided from sensors with

corresponding edge processing capabilities.

• Rendering an almost real time mirror of the asset’s state by the incoming data

collected from the sensors.

Since a Digital Twin implementation can be applied at any moment of the object

or process lifetime, starting from the design up until to the operation phase, Parrot and

Warshaw (parrott; warshaw, 2017) deemed important that the architecture behind

it should be thought considering a flexible and scalable design a priori. Madni et al.

(madni; madni; lucero, 2019) classified Digital Twins into four levels of sophistication,

each one being somehow associated to its physical counterpart time phase:

1. Pre-Digital Twin: supports decision-making at the concept preliminary design or

design phase. Essentially it is a virtual prototype whose purpose is usually miti-

gating technical risks and uncover issues in upfront engineering. Its building base

model virtual prototype will not be necessarily carried over the final system.

2. Digital Twin: once the physical twin is already in operation, the virtual representa-

tion can receive batch updates from the physical counterpart, such as performance,

health and maintenance data, that can be used to explore the system behaviour in

hypothetical ”what-if” scenarios. As the interaction now is bidirectional with the

physical and virtual twins, any detected deficiencies from the latter one can be used

to modify the real system.

3. Adaptive Digital Twin: in this level, an adaptive user interface is implemented, as

this implementation is directed towards an user of the final system, therefore it

will support real-time planning and decision-making during the operational phase.

Madni et al. also adds into this classification level the capability of this implemen-

tation to learn the preferences and priorities of the human operator.



9

4. Intelligent Digital Twin: the last step on the maturity level, it incorporates all

the previous features adding an extra layer of unsupervised machine learning and

reinforcement learning when possible.

Each of these different levels can be implemented accordingly with the usage scope,

which can be many: validation of system model with real one, prediction of changes

in physical system over time, predictions of consequences in future condition scenarios,

provider of decision support and alerts to users for various cases such as schedule mainte-

nance, low operational efficiency, component health depletion or early damage detection,

etc (erikstad, 2017; madni; madni; lucero, 2019). Although the idea of Digital Twin

started in the aerospace field, its generality reached various other domains, more notori-

ously is the manufacturing recently (negri; fumagalli; macchi, 2017).

2.2 Mathematical formulation approach

In contrast to Erikstad, Worden et al. (worden et al., 2020) went into a more

rigorous mathematical definition of the Digital Twin concept, although in that paper they

strongly supported the adoption of the term ”mirror” instead of ”twins” for establishing

an over-arching framework.

2.2.1 Physics-based models

Starting firstly with only physics-based models, being the physical object of interest a

system S, its characterizing state, or state vector ~s(t), consists of a set of NS instantaneous

measurements of S at a given time t (continuous or discrete, but it will be assumed to be

the latter for computational implementation):

s(ti) =
[
s1(ti) s2(ti) · · · sNS

(ti)
]
, i = 1, · · · , Nt; ti ∈ [0, T ] (2.1)

Since the environment influences S, it is also defined its state vector e(t), consisted

also by a set of instantaneous environment measurements NE:

e(ti) =
[
e1(ti) e2(ti) · · · eNE

(ti)
]
, i = 1, · · · , Nt; ti ∈ [0, T ] (2.2)

Generally, one will want to investigate only a part of the system, not the whole, hence

a context C is also defined:
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C = {eCj ∈ E, sCl ∈ s; j, l} (2.3)

With the subset {eCi } being referred as environment context and {sCj }, as the response

or predictive context. A schedule WC for the context C will be a time series:

WC = {eCW (ti); i = 1, · · · , Nt; ti ∈ [0, T ]} (2.4)

By imposing a schedule as input, it is possible to test the system, giving a response

rCW :

rCW (ti) = S[eCW (ti)] (2.5)

The test set TCW associated with the schedule WC in the context C is given by:

TCW = {eCW , rCW} (2.6)

Once carried multiple tests, one can define the training and testing schedule as the

set of schedules associated with acquiring data for its respective purpose: Dtr for training

and Dt for testing. From these, a model of S for a context C can define a mathematical

function MC , which attempts to predict the behaviour of S for any schedule specific to

the context C. A simulation mC
W for a context C under a schedule WC corresponding to

a k-labeled test TCk = {eCk , rCk } can be defined as:

mC
W (ti) = MC [eCW (ti)] (2.7)

A metric dC(x, y) defined by:

dC(x, y) ≥ 0 ∧ dC(x, y) = 0⇔ x = y (2.8)

can be used to associate to the error ε on a given context C for all scheduled tests

in Dt between the obtained simulation and the observed measures of the physical system

with:

dC(mC(t), rC(t)) ≤ ε ≤ εT (2.9)
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A model MC
ε is judged as fit-for-purpose in a given context C if and only if the last

inequality of (2.9) is respected, being εT a critical threshold retrieved from engineering

requirements, such as empirical judgment, regulatory compliance, security adequacy, etc.

2.2.2 Hybrid models

Black-box and hybrid-box models are respectively models created purely by a model

basis with a universal approximation property and tuneable parameters (such as artificial

neural networks or support vector machines) and, by combining physics aspects with

machine learning approach. Analogously to the physics-based, for these ones cited before,

the predictor model MhC is produced using data acquired from a training schedule Dtr

and tested by a test schedule Dt.

Although the model MhC can be also evaluated accordingly to (2.9), further assess-

ments are made in (worden et al., 2020) towards the probabilistic content of machine

learning algorithms, in which the authors propose various other possible metrics to adopt.

2.2.3 Virtualisation concept

Environment variables in a context C can be divided into two groups: the controllable

eCc and uncontrollable eCu . These uncontrolled environmental variables impact when one

attempts to use the model for future predictions, hence a generative model MEC
u is needed

in this case, that will make some best estimate of êCu (t):

êCu (t) = MEC
u (2.10)

The model MEC
u can be established as a non-parametric black-box model or can be

replaced by mean values with corresponding uncertainties. Once built, it is possible in a

given context C to make predictions pC(t):

pC(t) = M [eCc (t),MEC
u (t)] (2.11)

Finally, a virtualisation for a given context C is defined as:

V C = (MhC
ε1
,MEC

ε2
) (2.12)

in which both models have its respective ε’s. The importance of this pair is that it can
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be used to examine what-if scenarios for the system, possibly providing an insight on how

it will behave in hypothetical extreme events, failures or simply for evaluation purposes.

2.3 Common problematics

Besides the already mentioned diffused definition of the Digital Twin term, Rasheed

San and Kvamsdal (rasheed; san; kvamsdal, 2020) pinpoint four main problems that

one should be careful in a successful Digital Twin implementation:

1. Real-time connectivity: necessity of a two-way connection between the physical

asset and its digital twin. Major concerns are due to sensors resolution data, latency

in communication, large traffic and generated data volume, etc.

2. Backwards compatibility: capacity of maintaining previous used architectures still

operating as the physical asset evolves in time.

3. Safety and security: as some applications will affect on decision assignment, physical

consistency, transparency and interpretability are required characteristics – which

can be sometimes extreme difficult, specially with the increasingly use of black-box

models.

4. User friendliness: the final digital twin product should appear the same with its real

counterpart and be easy to operate.

Depending on the application-specifics, many more challenges emerges, Grieves and

Vickers (grieves; vickers, 2017) mention some other obstacles such as the non-homogeneous

information perspective between engineering and manufacturing phases, simulation spe-

cific softwares without multi-domain focus and predictability behaviour when facing ex-

treme rare or difficult to simulate natural phenomena.

2.4 Application examples

Following the Industry 4.0 trend commenced by the German government (kager-

mann; wahlster; helbig, 2013), movement highly characterized for its focus shift to-

wards digital transformation, the maritime industry also sailed into the integration of new

technologies from the so called ”Fourth Industrial Revolution” – such as Cyber-Physical
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Systems (CPS), Internet of Things (IoT) and Internet of Services (IoS). Each year progres-

sively sophisticated on-board equipment with embedded computers and preciser sensors

become easily accessible in regards of price and availability (rødseth; perera; mo,

2016), providing new information data that before were not reliably accurate.

As briefly mentioned in (erikstad, 2018), Digital Twins can be implemented with

in-numerous purposes, such as:

• Replication in a virtual model of the state and behaviour in close to real time based

on sensor observations.

• Study of the state and behaviour of an asset given a simulated input based on

deriving asset responses from observations.

• Detection of anomalies or defects by continuous comparison of monitored and simulation-

derived behaviours.

2.4.1 Regarding maritime operations

Autonomous vehicles are an example of systems that Digital Twin technology has

a key role for their implementation, since one should at least be projected with the

first previous intend mentioned in mind. An experimental autonomous ship such as the

ReVolt, which is being developed by Den Norske Veritas - Germanischer Lloyd (DNV

GL) (danielsen-haces, 2018), is an illustration of how one can envision in a Digital

Twin system.
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3 SYSTEM IDENTIFICATION ON SHIP

MANEUVERING

As viewing the technical and mathematical requirements in 2.1 and 2.2 respectively,

the knowledge and correct assessment of a model is an essential pillar in regard to Digital

Twin architecture. Thus, the subject of System Identification, which is part of the basic

scientific methodology, becomes critical, since it deals with the problem of elaborating

mathematical models of dynamic systems based on observed data (ljung, 1998).

Ljung in (ljung, 1998) describes three basic entities for constructing a model from

data:

1. Data Record: the required input-output data recorded during a identification ex-

periment.

2. Set of models or model structure: set of candidate models searched to be the best

suitable, being composed from basic physical laws, other well-established relation-

ships, standard linear models or even black-box models.

3. Model judgement: the verification of the model quality, typically based on how the

models perform when confronted against measured data accordingly to an adopted

rule, such as the Least Square selection rule.

After successfully passing through all the mentioned steps, the final phase is the model

validation itself. Involving various procedures to assess how the model relates to observed

data, to prior knowledge and to its intended use scope. Even after all this, Ljung reinforces

in (ljung, 1998) that:

A model can never be accepted as a final and true description of the
system. Rather, it can at best be regarded as a good enough description
of certain aspects that are of particular interest to us.

Some examples of System Identification techniques applied in ship maneuvering are

presented in the following sections: 3.1 and 3.2.
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3.1 Physics-based approaches

Consisting into models derived from fundamental physical laws, the so called white-

box models have been applied not uniquely in maritime transportation but also in terres-

trial and aerial fields, as they become crucial in the design process of navigation controllers,

specially with the increasing demand generated by the autonomous vehicles technologies.

Some related works will be discussed in this section.

Ma and Tong presented in (ma; tong, 2003) a fairly simple model focused only in

the longitudinal speed of a ship, even with an EKF and Second Order Filter to treat

the system nonlinearities, the steering process impacted hugely into the poor obtained

estimations, with some having a percentage error of above 40% on average and other

parameters not even been able to be recovered.

Hajizadeh, Seif and Mehdigholi (hajizadeh; seif; mehdigholi, 2016) and Shi et al.

(shi et al., 2009) considered a maneuver dynamics with 3 degrees of freedom (DoF), longi-

tudinal, transversal and rotation, consisting in a planar representation of the movement in

2D. In both works, they arrived in similar formulations and though the augmented states

formulation of the EKF, they could retrieve the ship maneuvering characteristics with

acceptable accuracy. Yet, both the rudder and propeller internal dynamics were not im-

plemented, instead, general parameter identification modeling were adopted to represent

these dynamics.

Parting from a different basis, Wang, Perera and Batalden (wang; perera; batalden,

2021) approached the maneuver dynamics by the acceleration measurements, formulating

around the curvilinear motion model (li; jilkov, 2003). Although they acquired suffi-

ciently accurate results with a Particle Filter methodology, they were restricted to the

states of system dynamics, hence positions, velocities and accelerations, not considering

intrinsic vessel parameters.

Other common modeling procedures are based into the well-renown Nomoto model

(nomoto et al., 1957), which consists in decoupling the longitudinal movement with the

turning analysis. However, even Nomoto et al. themselves mentioned the model limita-

tions facing higher rudder deflection angles, point reiterated by Källström and Älström

in (källström; åström, 1981).

Perera, Oliveira and Soares in (perera; oliveira; guedes soares, 2015, 2016)

and Casado and Ferreiro (casado; ferreiro, 2005) worked in an enhanced Nomoto sec-

ond order model with the reversed spiral curve proposed by Amerongen and Cate (van
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amerongen; udink ten cate, 1975). Whilst the former implemented an EKF, the lat-

ter opted to apply a Model Reference Adaptive Control, more specifically, with a recursive

design known as adaptive backstepping introduced by Krstić, Kanellakopoulos and Koko-

tovic (krstić; kanellakopoulos; kokotović, 1995). Both strategies were efficient,

although they both emphasized the strong assumption that the forward longitudinal speed

of the ship needs to maintain constant in order to retrieve good results.

3.2 Machine learning methodologies

Gravitating towards more black-box models, many other studies have been conducted

on System Identification field, as they usually do not necessarily require complex physical

equations.

Neural Network applications in ship maneuvering field can be found in early 2000s

with (hess; faller, 2001; moreira; guedes soares, 2003; chiu et al., 2004; martins;

lobo, 2007). Due to being versatile as it can approximate various functions using a

set of the appropriate number of parameters, it is also implemented in different kinds

of scenarios, such as low-speed maneuvers (wakita et al., 2022) and ice interaction in

complex ice fields (milaković et al., 2020).

Other techniques such as Support Vector Machines are used in (luo, 2016; xu et al.,

2019, 2020; mei; sun; shi, 2019), with the last two interested in some particularities: Luo

et al. employed the method targeting a catamaran maneuver model in (luo; moreira;

guedes soares, 2014) and Xu et al. tackled the shallow water effect in (xu et al.,

2020). Within the same category, Random Forest can also be seen implemented along

with a Model Reference approach as in (mei; sun; shi, 2019), leaning more into the hybrid

modeling territory.

Focusing more in the uncertainty characteristics of the measurement inputs, Gaussian

Process can also be implemented as viewed in (xue et al., 2020; ouyang; zou, 2021),

with Xue et al. introducing the noise information into the input data in the former (xue

et al., 2020) and with Ouyang and Zou including Genetic Algorithm to optimize the

hyperparameters in the kernel function in the latter (ouyang; zou, 2021).
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3.3 Review insights

After extensive presentation of System Identification methodologies applied in the

maritime field, a point noted is that none envision a proper complete modeling, parting

from the propeller and rudder to the maneuvering itself. Rigorously, leading even the

so called white-box models being treated as grey-box considering the adopted higher

abstraction level of the mentioned components in term of mathematical modeling.

Approaches shown in (ma; tong, 2003; hajizadeh; seif; mehdigholi, 2016; shi

et al., 2009) presented generic terms that could not grasp the internal dynamics of the

rudder or propeller mechanisms. While the cross terms such as Xvδ, Xun were introduced

to circumvent that, these additions complicated the estimations, specially in terms that

influenced lateral and rotation velocity, as they are usually smaller.

Works based on the model of Nomoto (nomoto et al., 1957; perera; oliveira;

guedes soares, 2015, 2016; casado; ferreiro, 2005) achieved better results in terms

of course varying scenarios, specially the ones with higher model complexity, however,

these still suffer in more rough changing heading angles and the assumption of constant

advance speed.

Finally, applications based on machine learning methodology albeit being well robust,

when merely focused in the input-output relation for model generation, they suffered

considerably in the time and computational power spent to training, as also of the Particle

Filter method. This aspect posed a challenging problem when envisioning a real-time and

portable solution.

Interpretability is another problem that is very recurrent in these. The notion to how

the parameters can affect each aspect of the modelling is usually lost and any unexpected

obtained results become hard to reverse-engineering to justify its assessment.

Initial steps were taken in preliminary works presented in (uehara sasaki et al.,

2021), with a first modeling proposal using EKF and in (uehara sasaki; de mello;

tannuri, 2022), with the inclusion of the ship’s propeller and rudder dynamics and the

replacement towards the UKF.



PART III

THEORETICAL BACKGROUND
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4 SYSTEM DYNAMICS MODELING

4.1 Essential concepts

4.1.1 Vessel general characteristics

Being a complex combination of different sizes, hull shapes, superstructure designs,

etc, ships are usually classified by their basic dimensions, their weight or water displace-

ment and their intended service (storch et al., 1995). Although some specific definitions

are dependent of this latter, most of them are applicable for all ship types.

Figure 2: General view of a ship (extracted from (storch et al., 1995)).

Regarding this work, the interesting general dimensions to be used are the Draft T

and the Length Overall (LOA) L as shown in Fig.2. Rigorously, the most adequate term

to use should be the Length Between Perpendiculars Lpp, as it represents the ship length

which crosses the waterline, however, as it is dependent of the draft at the moment, its

value is usually hard to precise. Calculations for the Reynolds number usually take this

latter:

Rn =
Lpp
ν
|ur|, ν = 1× 10−6m2/s (4.1)

The term ν represents the kinematic viscosity of the fluid, in this case, the water, and

ur is the relative surge speed. Analogous to the Froude number:
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Fn =
ur√
gLpp

(4.2)

With g being the gravity acceleration.

Both propeller and rudder are subsystems of a ship that can be thought as equally

complex systems as their own. Nonetheless, some fundamental characteristics can be

seen. For the former, regarding the generation of thrust power in screw type propellers,

one of the core parameters to consider is its diameter, shown in Fig.3a as D, but used

here onward as Dp.

(a) Propeller blade view
(extracted from (lewis, 1988)).

(b) Example of a screw propeller open water diagram
(extracted from (stapersma; woud, 2005)).

Figure 3: Propeller general characteristics.

In this case, open water diagrams such as the presented in Fig.3b gives the relation

between torque, thrust, ship speed and propeller speed.

As for the rudder, albeit existing numerous parameters as shown in Fig.5, their impact

in the generation of thrust and moment for the ship can be seen in the drag and lift curves,

which can be retrieved from CFD or from experiments, such as shown in Fig.4.
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(a) Experiment schematics.
(b) Final setup.

Figure 4: Arrangement of a wind tunnel experiment to extract drag and lift curves from
a rudder (extracted from (molland; turnock, 2007)).

Nonetheless, in the formulation by Kose et al. (kose; yumuro; yoshimura, 1981)

that will be later presented in 4.3.2, the essential characteristic to be taken is the position

of the center of pressure (xR, yR) relative to the ship.

Figure 5: General notation for a rudder (extracted from (molland; turnock, 2007)).
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4.1.2 NED to Body frame transformation

As will be further described in 4.2, the maneuvering dynamics equations are formu-

lated in the frame fixed to the vessel itself, usually centering the origin to coincide with

a point midships in the water line. Yet, some measurements taken, such as the GNSS

measurements, are provided in the so called North-East-Down (NED) coordinate system.

Both systems can be visually represented as shown in Fig.6.

Figure 6: Visual representation of the NED and Body Frame coordinate system.

Following the notation in (fossen, 2011), the coordinates in NED (η) and Body frame

(ν) are related according to:

[
ṗnnb

Θ̇nb

]
=

[
R(Θnb) 03×3

03×3 T (Θnb)

][
vbnb

ωbnb

]
⇒ η̇ = JΘ(η)ν (4.3)

With:

R(Θnb) =


cos θ cosψ − cosφ sinψ + sinφ sin θ cosψ sinφ sinψ + cosφ sin θ cosψ

cos θ sinψ cosφ cosψ + sinφ sin θ sinψ − sinφ cosψ + cosφ sin θ sinψ

− sin θ sinφ cos θ cosφ cos θ

 ,

T (Θnb) =


1 sinφ tan θ − cosφ tan θ

0 cosφ − sinφ

0 sinφ/ cos θ cosφ/ cos θ


(4.4)
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Simplifying for the plane Oxy:

R(Θnb) =


cosψ − sinψ 0

sinψ cosψ 0

0 0 1

 , T (Θnb) =


1 0 δθ

0 1 −δφ
0 δφ 1

 (4.5)

4.2 Maneuvering dynamics formulation

According to Fossen (fossen, 2011), the maneuvering equation of a vessel motion

without any ocean currents can be represented by:

Mν̇ + C(ν)ν +D(ν)ν + g(η) + g0 = τ (4.6)

Such that ν = [u, v, w, p, q, r]T is the state vector of all six velocities DoF in the Body

Frame.

Figure 7: Visual representation of the adopted coordinate system and relevant coordinates.

As this work is focused only in the 2D horizontal plane xy, the shown system in Fig.6

can be reduced to Fig.7, the coordinates of interest are detached in red.

4.2.1 Mass matrix

The matrix is divided into the rigid-body and added mass component. While the

former refers to an innate characteristic of a body, the latter can be seen as a virtual mass

added to a system due to the surrounding fluid displacement caused by its movement,

rigorously, it is a force that is proportional to the acceleration – or the drift volume

displaced multiplied by the fluid density (darwin, 1953). In the same spirit, Newman

(newman, 1977) explained it as being a weighted integration of the entire mass of the

fluid particles that are accelerated with the body.
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Through the lens of the Seakeeping Theory (fossen, 2011), which concerns in the

study of the craft motion when there is wave excitation while keeping a constant heading

and speed (including zero-speed), the term of added mass is described as a function of

frequency A(ω). The vessel dynamics can then be described by the Cummins equation

(newman, 1977):

(−ω2[MRB + A(ω)]− jωBtotal(ω) + C)ξ(jω) = τwind(jω) + τwave(jω) + δτ(jω) (4.7)

Where δτ is the perturbed control input due to propulsion and control surfaces; Btotal

is the damping matrix containing potential and viscous damping terms; C is the spring

stiffness matrix; τ ’s are the other external input forces from wind and wave and ξ is the

perturbations in the 6 DoF. Fluid-memory effects become relevant and in an experimental

setup, it is possible to control some of these terms, retaining merely with:

MRB ξ̈ =

τhyd+τhs︷ ︸︸ ︷
−A(ω)ξ̈ −B(ω)ξ̇ − Cξ+f cos (ωt) (4.8)

With τhyd and τhs referring to the hydrodynamic and hydrostatic forces due to sur-

rounding water, by exposing the system to several frequencies, both terms of added mass

A(ω) and damping B(ω) can be calculated. The aforementioned experiment can be made

in a wave basin with a scaled model or can also be calculated purely numerically through

different approaches such as with the strip theory, panel methods or semi-empirical meth-

ods (fossen, 2011).

Nonetheless, this work focuses on the Maneuvering Theory (fossen, 2011), assuming

the ship is moving in restricted calm, sheltered waters or in a harbor. The maneuvering

model is derived for a ship moving at a positive speed under a zero-frequency wave ex-

citation assumption, in which the added mass and damping can be represented by using

constant parameters or hydrodynamic derivatives. The usage of zero-frequency values is

restricted to the surge, sway and yaw as their values are very distant from their natural

frequencies counterparts. Such separation enables simplifications that can be made to

facilitate calculations.
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M = MRB +MA,

MRB =


m 0 −myG
0 m mxG

−myG mxG Iz

,MA = −


Xu̇ Xv̇ Xṙ

Yu̇ Yv̇ Yṙ

Nu̇ Nv̇ Nṙ

 (4.9)

4.2.2 Coriolis-centripetal matrix

Related to the rotation of the vessel frame relative to the inertial one, it can be also

separated into two terms of rigid-body and added mass.

C(ν) = CRB(ν) + CA(ν),

CRB(ν) =


0 0 −m(xGr + v)

0 0 −m(yGr − u)

−Iyzr Ixzr 0

, CA(ν) =


0 0 a2

0 0 −a1

−a2 a1 0

 (4.10)

With a1 and a2 being functions in terms of u, v, r:

a1(u, v, r) = Xu̇u+Xv̇v +Xṙr

a2(u, v, r) = Yu̇u+ Yv̇v + Yṙr
(4.11)

4.2.3 Damping matrix

Considering a ship moving with constant velocity U on the free surface, the resulting

drag can be written as:

D =
1

2
ρSU2CD(Rn, Fn) (4.12)

Where ρ is the water density, S is the wetted surface of the hull and Fn, the Froude

number that represents the effect of gravity (4.2).

Remounting the Froude’s hypothesis (newman, 1977; molland; turnock; hud-

son, 2017), the drag coefficient CD can be expressed by two separate parts: a sum of a

frictional-drag coefficient CF depending on the Reynolds number Rn and a residual-drag

coefficient CR depending on the Froude number Fn.
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CD(Rn, Fn) ≈ CF (Rn) + CR(Fn) (4.13)

Although very practical as now it is possible to scale separately Reynolds and Froude

number, and by assuming that all resistance in excess CR scales according to Froude’s

law, one can easily calculate the total drag coefficient from scaled model experiments:

Cship
R = Cmodel

R ⇒ Cship
D = Cmodel

D − (Cmodel
F − Cship

F ) (4.14)

This approach tends to diverge from the actual CD as the viscous resistance CR does

not scale exactly accordingly to Froude’s law, resulting in over-estimations for very large

ships. A more acceptable proposition was made by Hughes (lewis, 1988), in which it is

assumed that the total viscous resistance (friction and form) scales according to Reynolds’

law:

CD = (1 + k)CF + CW = CV + CW (4.15)

The term (1 + k) is the form factor which depends on the hull form, CF would now

represent the skin friction coefficient based on a flat-plate, the composition of both CV is

the viscous coefficient, which considers the skin friction along with the pressure resistance,

and finally CW is the wave resistance coefficient.

Analogous to (4.14), on the basis of Froude’s law:

Cship
W = Cmodel

W ⇒ Cship
D = Cmodel

D − (1 + k)(Cmodel
F − Cship

F ) (4.16)

Molland, Turnock and Hudson (molland; turnock; hudson, 2017) mention a

plethora of model experiments to obtain the form factor directly or indirectly, some of

them that can be mentioned is from running tests at low Froude values until CD runs

parallel with CF (Fig.8 left), in which then:

CW −→ 0⇒ (1 + k) =
CD
CF

(4.17)

Another method is a modified version introduced by Prohaska (lewis, 1988) (Fig.8

right), with:
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CD
CF

= (1 + k) + A
Frn

CF
(4.18)

Where n, A and k are derived from a least-squares approximation.

Figure 8: Experimental plots to retrieve form factor (extracted from (molland;
turnock; hudson, 2017)).

An approach based purely on the general dimensions of the ship was proposed by

Hoerner (hoerner, 1965):

(1 + k) = 1 + 1.5

(
d

l

)3/2

+ 7

(
d

l

)3

(4.19)

With l being the length and d the diameter approximation for the hull.

Parting from recommendations from the International Towing Tank Conference (ITTC)

in 1970s, a new method was most accepted to better implement correlation factors besides

one overall such as (1+k). The method, known as the 1978 ITTC Performance Prediction

Method for Single Screw Ships (ittc, 2017), composes the total resistance coefficient as:

CD = (1 + k)CF + CW + ∆CF + CA + CAA (4.20)

The residual resistance CR from ITTC is essentially the wave resistance CW from

(4.15). The term CAA refers to the air resistance, which tackles the fluid interaction with

the ship windage area (area exposed directly to the wind) and, thus, can be neglected for

the scope of this work. The roughness allowance ∆CF is calculated by:

∆CF = 0.044

((
ks
Lpp

) 1
3

− 10Rn
− 1

3

)
+ 0.000125 (4.21)
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With ks indicating the roughness of the hull surface, admitting a value of 150×10−6m

when there is no measured data. Finally, the correlation allowance CA is determined

from comparison between model and full scale trials results. If using the standardized

mentioned value, it can be calculated by:

CA = (5.68− 0.6 logRn)× 10−3 (4.22)

Fossen (fossen, 2011) opted to work with the proposal from Hughes (4.15) to elab-

orate the damping in surge Γu(ν), that is proportional to the quadratic relative surge

velocity ur:

Cf (ur) =

CF︷ ︸︸ ︷
0.075

(log10Rn − 2)2
+CR

Γu(ν) = −1

2
ρS(1 + k)Cf (ur)︸ ︷︷ ︸

X|u|u

|ur|ur
(4.23)

Recalling that CF is the flat plate friction from the ITTC 1957 line, the damping in

surge Γu(ν) is a function of the wetted surface of the hull S and the density of the water

ρ. The force is proportional to the quadratic relative velocity in surge ur (which subtracts

the influence of external current velocity Vc):

Vc =
√
u2
c + v2

c ⇒

ur = u− uc

vr = v − vc
(4.24)

Fig.9 illustrates both mentioned velocities vectors acting in a vessel.
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Figure 9: Visual representation of the incident current and drift angles.

Fig.10 illustrates how the water relative speed is constructed by the ship advance speed

and the current speed. For the case of a non-existent external current (uc = vc = 0), the

water relative speed becomes essentially the advance speed of the ship: ur = u and vr = v.

Figure 10: Visual representation of the angles mentioned in (4.24).

Due to CF being inversely proportional to the Reynolds number, this coefficient will

tend to infinity at low speeds, as such, Fossen mentions that a minimum value should

be typically assigned, in the case for ships, Rn,min = 106. In this low speed scenario, in

order to obtain sufficient damping, Fossen further modifies the damping term X|u|u and

the resistance coefficient itself in (4.23) to:
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Xslow
|u|u =

1

2
ρAxC

new
X Cnew

X =
S

Ax
Cnew
f

Cnew
f (ur) = Cf (u

max
r ) +

(
Ax
S
CX − Cf (umaxr )

)
exp (−αu2

r)

(4.25)

With Ax being the frontal project area, Cf (u
max
r ), the maximum friction coefficient

computed for maximum relative velocity umaxr , α > 0, a weight that makes the exponential

term vanishes at higher speeds. By inspecting Fig.11, even by this singular example, one

can see the higher values of the Cnew
f for low speeds in comparison with Cf , allowing

better simulation fidelity for these scenarios.

Figure 11: Comparison between the modified resistance curve with the ITTC one in a
particular unspecified vessel, extracted from (fossen, 2011).

Nonetheless, Fossen recommends the usage of different damping models depending

on the regime of the system. In Fig.12, in the context of Dynamic Positioning control

systems, this limit was set around 2 m/s.
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Figure 12: Graphical representation of the linear and quadratic damping regimes in a
Dynamic Positioning control scenario. (extracted from (fossen, 2011))

For sway force and yaw moment, Faltinsen (faltinsen, 1993) introduced the cross-

flow principle to calculate these components:

Γv(ν) = −1

2
ρ

∫ Lpp
2

−Lpp
2

T (x)C2D
d (x)|vr + xr|(vr + xr)dx

Γr(ν) = −1

2
ρ

∫ Lpp
2

−Lpp
2

T (x)C2D
d (x)x|vr + xr|(vr + xr)dx

(4.26)

With C2D
d (x) being the 2-D drag coefficient and T (x) being the draft at each section

along the x-axis; and vr being the sway relative velocity defined in (4.24).

Obokata (obokata, 1987) proposed another method to include this cross-flow model,

replacing the evaluation by section with more general coefficients Cx, Cy and Cz. Such

terms can be easily obtained by captive towing-tank tests or CFD calculation – for both

shallow and deep waters – as they now varies with the incident water stream direction,

which in maneuvering terms, can be calculated as:

β = arctan
(v
u

)
(4.27)
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Another idea introduced by Obokata is that the draft does not need to be known at

each section, instead, the coefficients themselves would absorb some knowledge of the hull

shape.

Fucatu and Nishimoto (fucatu; nishimoto, 2004) expanded the method from Obokata

to consider a non-uniform current field ~VC(X, Y ), leading to an integral by section of the

current profile instead. A variation of this formulation can be seen in (tannuri et al.,

2014):

Γu(ν) =
1

2
ρT

∫ L/2

−L/2
Cx(ψcrx)V

2
crxdx

Γv(ν) =
1

2
ρT

∫ L/2

−L/2
Cy(ψcrx)V

2
crxdx

Γr(ν) =
1

2
ρT

∫ L/2

−L/2

(
Cy(ψcrx)V

2
crx − Cy(ψcr)V 2

cr

)
xdx+

1

2
ρTL2Cz(ψcr)V

2
cr

(4.28)

With the subscript crx representing the speed of the section x from the vessel mid-

ships related to the water and the cr, the relative speed at exactly midships x = 0.

Tannuri et al. (tannuri et al., 2014) further developed these hydrodynamic forces to

include a self induced ship rotation, as can be seen in the integral terms, throwing back

in a similar manner as the formulation from Faltinsen (4.26), replacing the section de-

pendency in the draft T (x) and drag coefficient C2d
d (x) towards the Obokata coefficients

Cx(ψcrx), Cy(ψcrx), Cz(ψcrx).

Fig.13 better illustrates how Tannuri et al. considered the speed variation at each

section (reinforcing that the system adopted there is slightly different from this work).

Figure 13: Notation adopted in (tannuri et al., 2014) according to its original reference
system.
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Rewriting (4.28) into the system coordinates adopted in this work, the damping matrix

will be given by:

D(ν) =


Γu(ν)

Γv(ν)

Γr(ν)

 =


−1

2
ρT
∫ L

2

−L
2

Cx(βcrx)V
2
crxdx

−1
2
ρT
∫ L

2

−L
2

Cy(βcrx)V
2
crxdx

−1
2
ρT
∫ L

2

−L
2

(Cy(βcrx)V
2
crx − Cy(βcr)V 2

cr)xdx− 1
2
ρTL2Cz(βcr)V

2
cr


(4.29)

These integrals were expanded in Appendix A.1 according to the simplification adopted

later in 6.2.

4.2.4 Hydrostatic and external forces

Hydrostatic forces are the restoring forces responsible for maintaining the buoyancy

of the craft. While being essential to the minimal requirement of a vessel, as their major

components are present in the z-axis, roll and pitch, for this work the terms g(η) and g0

can be neglected.

For the external forces τ , the propeller, rudder and environment are expected to be

in here. As this work focused into the estimation analysis, the maneuvers were executed

in calm waters with no wind nor currents. Both propeller and rudder dynamics are

considered and will be presented in 4.3.1 and 4.3.2, as they have their own specificities.

4.2.5 Complete 3 DoF formulation

Finally the maneuvering equation can be compiled as:


m−Xu̇ −Xv̇ −myG −Xṙ

Yu̇ m− Yv̇ mxG − Yṙ
−myG −Nu̇ mxG −Nv̇ Iz −Nṙ



u̇

v̇

ṙ

+


Γu(ν)

Γv(ν)

Γr(ν)



+


0 0 −m(xGr + v) + a2

0 0 −m(yGr − u)− a1

−Iyzr − a2 Ixzr + a1 0



u

v

r

 =


τu

τv

τr


(4.30)
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4.3 External forces as modular models

Although well-established, (4.30) is not necessarily the basis for System Identification

studies with physics-based models as already discussed in 3.3. Some of the aforemen-

tioned formulations have general parameters with correlated states influence (surge-sway,

sway-yaw, for example) that encompass joint effects, such as some of the Coriolis forces

are merged with the damping merely because both would have a quadratic surge speed

dependency. These models can be also known as hydrodynamics derivative models and

while for their specific context it is already sufficient, as with then one can define how

the ship would behave dynamically, they lack crucially in the interpretability domain – a

characteristic that can easily fit in as one of the pillars of a DT application.

The model of Abkowitz (abkowitz, 1964) clearly exemplifies this approach by de-

veloping the forces and moment acting in the vessel through Taylor series expansion up

to the second-order:

X(x) ≈ X(x0) +
n∑
i=1

(
∂X(x)

∂xi

∣∣∣∣
x0

∆xi +
1

2

∂2X(x)

(∂xi)2

∣∣∣∣
x0

∆x2
i +

1

6

∂3X(x)

(∂xi)3

∣∣∣∣
x0

∆x3
i

)

Y (x) ≈ Y (x0) +
n∑
i=1

(
∂Y (x)

∂xi

∣∣∣∣
x0

∆xi +
1

2

∂2Y (x)

(∂xi)2

∣∣∣∣
x0

∆x2
i +

1

6

∂3Y (x)

(∂xi)3

∣∣∣∣
x0

∆x3
i

)

N(x) ≈ N(x0) +
n∑
i=1

(
∂N(x)

∂xi

∣∣∣∣
x0

∆xi +
1

2

∂2N(x)

(∂xi)2

∣∣∣∣
x0

∆x2
i +

1

6

∂3N(x)

(∂xi)3

∣∣∣∣
x0

∆x3
i

)
with: x = [u, v, r, u̇, v̇, ṙ, δ]T , x0 = [U, 0, 0, 0, 0, 0, 0]T , ∆x = x− x0

(4.31)

By expanding (4.31) along with some physical insights, the expressions become:
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X =X∗ +Xu̇u̇+Xu∆u+Xuu∆u
2 +Xuuu∆u

3 +Xvvv
2 +Xrrr

2 +Xδδδ
2

+Xrvδrvδ +Xrδrδ +Xvδvδ +Xvvuv
2∆u+Xrrur

2∆u+Xδδuδ
2∆u

+Xrvurvu+Xrδurδ∆u+Xvδuvδ∆u

Y =Y ∗ + Yu∆u+ Yuu∆u
2 + Yrr + Yvv + Yṙṙ + Yv̇v̇ + Yδδ + Yrrrr

3 + Yvvvv
3

+ Yδδδδ
3 + Yrrδr

2δ + Yδδrδ
2r + Yrrvr

2v + Yvvrv
2r + Yδδvδ

2v + Yvvδv
2δ + Yδvrδvr

+ Yvuv∆u+ Yvuuv∆u2 + Yrur∆u+ Yruur∆u
2 + Yδuδ∆u+ Yδuuδ∆u

2

N =N∗ +Nu∆u+Nuu∆u
2 +Nrr +Nvv +Nṙṙ +Nv̇v̇ +Nδδ +Nrrrr

3 +Nvvvv
3

+Nδδδδ
3 +Nrrδr

2δ +Nδδrδ
2r +Nrrvr

2v +Nvvrv
2r +Nδδvδ

2v +Nvvδv
2δ

+Nδvrδvr +Nvuv∆u+Nvuuv∆u2 +Nrur∆u+Nruur∆u
2 +Nδuδ∆u+Nδuuδ∆u

2

(4.32)

Apart from being derivatives from the forces or moment, these parameters do not

always carry directly a physical significance by their own, they mainly exist, after be-

ing extracted through interpolated curves in a post-processing phase after conducting

experiments such as the towing tank tests.

Other common characteristic noted is that none of them showed a concern in formu-

lating some real physics representation of the propulsion or steering mechanisms. In the

next sections 4.3.1 and 4.3.2, some formulation is explored intending to achieve a higher

degree of linkage towards physical phenomena. The forces and moment generated by both

will enter in (4.30) through the terms τi.

4.3.1 Propeller thrust formulation

The propeller is the traditional major device responsible for moving the ship com-

posed by a set of blades as schematized in Fig.5, usually being divided into two main

categories: the Fixed pitch propeller (FP-propeller) or the Controllable pitch propeller

(CP-propeller). While the former is fixed to the ship hull, similar to the setup shown in

Fig.4, the latter has a setup that enables the tilt movement in the pitch axis. Nonethe-

less, both are the most common solutions applied to a vast number of ships that operate

mainly at sea and does not require complex controls.

Albeit the fluid flow is the main physic phenomenon that explains the total generated

thrust force for the vessel to displace in water – therefore relying in results from CFD with

individualities specific to each studied model – dimensionless coefficients were introduced
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to simplify this theory and allow a faster assessment with enough accuracy, as it can be

found in (fossen, 2011) and (stapersma; woud, 2005).

An algorithm to retrieve the generated thrust from a fixed single-screw propeller starts

by retrieving the water relative speed at the propeller (uP ):

uP = (1− wP )u (4.33)

With wP being the wake factor of the propeller, essentially condensing the whole

information of hull-propeller interaction. Next, the advance number of the propeller (JP ),

a dimensionless expression representing the speed of advance of the propeller, is defined

as:

JP (u, n) =


uP
nDP

, if n 6= 0

1, if n = 0
(4.34)

with n being the rate of the revolution and DP its diameter.

By knowing the advance number, it is possible to obtain the motor thrust constant

KT through interpolating the curve given by the manufacturer, then the thrust force F thr

can be expressed as:

F thr(u, n) = ρn2D4
PKT (JP ) (4.35)

With ρ being the mass density of the water. This force is mainly applied on the

longitudinal direction of the vessel, thus:

τ thr(u, n) =


F thr(u, n)

0

0

 (4.36)

4.3.2 Rudder forces and moment formulation

Regarding the steering control system in a ship, the rudder is the uppermost ap-

paratus. In its most common form it is shaped as a flat plane projected to minimize

the hydrodynamic drag. As it operates on the principle of unequal water pressures, it

is usually placed at the stern and right behind the propeller to better performs. When
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requested, one side becomes more exposed to the water flowing than the other, generating

an initial lift force that slightly rotates the vessel in yaw, then the hull itself generates the

remaining differential moment responsible to steer the ship. Thus, the rudder itself acts

as a trigger to the steering process.

As the water flow is an essential component in the rudder action, knowing the velocity

at the rudder position is the initial step to obtain the desired forces and moments. Ac-

cordingly to Kose et al. in (kose; yumuro; yoshimura, 1981), the water longitudinal

speed component can be calculated by:

uR = εuP

√√√√η

{
1 + κ

(√
1 +

8KT

πJ2
P

− 1

)}2

+ (1− η) (4.37)

Being η the ratio of the propeller diameter to the rudder span, with η = 1 standing as a

good approximation from empirical knowledge (liu; hekkenberg, 2017); ε = 1−wR

1−wP
, the

ration of wake fraction at propeller and ruder positions; and κ, an experimental constant

approximated to κ = 0.6
ε

(kose; yumuro; yoshimura, 1981). The terms uP , JP and

KT are obtained by (4.33) and (4.34).

Yasukawa and Yoshimura (yasukawa; yoshimura, 2015) summarize the lateral

speed component, yet, they include a correction for the flow straightening phenomena,

leading to a formula with some experimental parameters. Aiming a more general appli-

cation, this method simplified it to only consider the rudder position towards its center

of gravity:

vR = v + r(xR − xG) (4.38)

Related to fomulation in (4.27), the drift angle βR and the absolute speed at rudder

position VR can both be defined as:

VR =
√
u2
R + v2

R, βR = arctan

(
vR
uR

)
(4.39)

By ignoring the flow straightening phenomena (molland; turnock, 2007), the rud-

der inflow angle αR can be described as:

αR = δ + βR (4.40)
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Being δ the actual rudder deflection angle, which can be obtained though the de-

manded angle. Once calculated αR, it is possible to retrieve the correspondent drag

CD(αR) and CL(αR) (4.1.1). Thence, its forces on a typical single-screw ship can be

calculated by:

FD =
1

2
ρSRCD(αR)V 2

R

FL =
1

2
ρSRCL(αR)V 2

R

(4.41)

Finally, translating into the Body frame coordinate system, as visually represented in

Fig.14:

Figure 14: Visual representation of the rudder actuating forces.

F rud
x (ν, δ) = −FD cos βR + FL sin βR

F rud
y (ν, δ) = −FD sin βR − FL cos βR

M rud
z (ν, δ) = (xR − xG)F rud

y − (yR − yG)F rud
x

(4.42)

And uniforming to the adopted nomenclature:
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τ rud(ν, δ) =


F rud
x (ν, δ)

F rud
y (ν, δ)

M rud
z (ν, δ)

 (4.43)
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5 KALMAN FILTER METHODOLOGY

Kalman Filter (KF) is the optimal full-state estimator given the Gaussian white noise

disturbances of the modeling and the measurement processes.

5.1 Kalman Filter (KF)

Named after Rudolf E. Kálmán by its firsts studies in (kalman, 1960), KF consists

of an algorithm that combines received measurements with knowledge of the interested

system dynamics along with each of the correspondent uncertainties to produce better

estimations. Widely applied in countless domains, its discrete formulation (lewis; xie;

popa, 2017) begins by the description of the linear system and measurement model:

xk+1 = Akxk +Bkuk +Gkwk

zk = Hkxk + vk
(5.1)

Being x ∈ Rn the modeled states, u ∈ Rm the system input and z ∈ Rp the mea-

surements in vector form; A, B and H are matrices that correlate the dynamics and

measurements evolution in terms of the mentioned terms. Both process noise wk and

measurement noise vk are assumed to be stationary white noise processes with zero mean

wk ∼ (0, Qk) and vk ∼ (0, Rk). The subscript indicates the discrete time step k.

5.1.1 Prediction phase

Given an initial condition for the estimate x0 ∼ (x̄0, Px0), the procedure starts with

the time update, in which a prediction is taken purely considering the system dynamics:

Error covariance a priori : P−k+1 = AkPkA
T
k +GkQkG

T
k

Estimate a priori : x̂−k+1 = Akx̂k +Bkuk
(5.2)
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5.1.2 Correction phase

Next, enters the measurement update, in which a correction is applied to these pre-

vious terms:

Kalman gain: Kk+1 = P−k+1H
T
k+1(Hk+1P

−
k+1H

T
k+1 +Rk+1)−1

Error covariance a posteriori : Pk+1 = (I −Kk+1Hk+1)P−k+1

Estimate a posteriori : x̂k+1 = x̂−k+1 +Kk+1(zk+1 −Hk+1x̂
−
k+1)

(5.3)

These relations are illustrated in Fig.15. The estimator will be optimal if the state

variables have arbitrary statistics.

Figure 15: Diagram of the correction for the error covariance (extracted from (lewis;
xie; popa, 2017)).

5.2 Extended Kalman Filter (EKF)

For nonlinear systems, one well known variation for the KF is the Extended Kalman

Filter (EKF). By applying a linearization around a reference point at each time step,

these nonlinearities can be then treated as linear system instantaneously, returning to a

classical KF problem, as previously described in 5.1.

Consider a nonlinear continuous process dynamics and discrete measurements as:

ẋ(t) = f(x(t), u(t)) +G(t)w(t)

zk = h(xk) + vk
(5.4)

The jacobians are calculated as:
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F (t) =
∂f(x(t), u(t))

∂x(t)

∣∣∣∣
x(t)=x̂(t),u(t)

, Hk =
∂h(xk)

∂xk

∣∣∣∣
xk=x̂−k

(5.5)

5.2.1 Prediction phase

Thus, the time update equations in (5.2) are altered to:

˙̂x(t) = f(x̂(t), u(t))

Ṗ (t) = F (t)P (t) + P (t)F T (t) +GQGT
(5.6)

Apart from the shifting towards a time continuous representation, the predicted state

vector x̂ is now obtained via the nonlinear map given by f(x(t), u(t)) based on the previous

estimate at t−∆t. As the measurements are still treated in discrete time, both x̂(t) and

P (t) are sampled by:

x̂−k = x̂(k∆t) + ˙̂x(t) ·∆t

P−k = P (k∆t) + Ṗ (t) ·∆t
(5.7)

5.2.2 Correction phase

Finally, the measurement update equations from (5.3) can now be written as:

Kk = P−k H
T
k (HkP

−
k H

T
k +Rk)

−1

x̂k = x̂−k +Kk(zk − ŷ−k ), ŷ−k = h(x̂−k )

Pk = (I −KkHk)P
−
k

(5.8)

One of the major concerns of the EKF consists in the assumption that the states, which

are taken as random variables following a Gaussian distribution, will still propagates this

same behavior after the nonlinear mapping through f(x(t), u(t)). Besides stop being

the optimal estimator in this context, problems such as stability or convergence could

appear, along with numerous others mentioned in (madyastha et al., 2011) and (julier;

uhlmann, 1997).
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5.3 Unscented Kalman Filter (UKF)

Proposed by Julier and Uhlman (julier; uhlmann, 1997), the Unscented Kalman

Filter (UKF) presents an improvement in comparison with the EKF counterpart. As

mentioned previously in 5.2, the propagation of a Gaussian random variable (GRV) along

the evolution of the system dynamics is essential towards reaching the optimal estimation.

In EKF, the state distribution itself is approximated by a GRV, which would not pose

any issue when facing linear dynamics. However, as for nonlinear systems the procedure

is to approximate into a first-order linearization, the true posterior mean and covariance

of the transformed GRV can be affected, leading towards sub-optimal performance and

even divergence.

By using a minimal set of carefully chosen sample points, the UKF addresses the

previously mentioned problem, as these points completely capture the true mean and

covariance of the GRV, achieving accuracy up to the 3rd order, even when propagated

through nonlinear systems – in contrast with the EKF, which only reaches first-order

accuracy.

5.3.1 Unscented Transformation (UT)

The Unscented transformation (UT) is a method for calculating the statistics of a

random variable which undergoes a nonlinear transformation. Considering a random

variable x, with x̄ mean and Px covariance, the sigma vectors Xi are defined as:

X0 = x̄

Xi = x̄ +
(√

(L+ λ)Px

)
i

i = 1, . . . , L

Xi = x̄−
(√

(L+ λ)Px

)
i−L

i = L+ 1, . . . , 2L

(5.9)

Each sigma vector has a corresponding weight Wi that will be used to adjust the mean

W
(m)
i and the covariance W

(c)
i :

W
(m)
0 =

λ

L+ λ

W
(c)
0 =

λ

L+ λ
+ (1− α2 + β)

W
(m)
i = W

(c)
i =

1

2(L+ λ)
i = 1, . . . , 2L

(5.10)
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With λ being a scaling parameter calculated as: λ = α2(L + κ) − L. While κ is a

secondary scaling parameter, α determines the spread of the sigma points around x̄ and

β incorporates prior knowledge of the distribution of x. The adding and subtracting term(√
(L+ λ)Px

)
i

is the i-th row of the matrix square root.

Propagating these sigma vectors Xi through the nonlinear function:

Yi = g(Xi), i = 0, . . . , 2L (5.11)

The mean ȳ and covariance Py are then approximated by a weighted sample mean

and covariance of the posterior sigma points:

ȳ ≈
2L∑
i=0

W
(m)
i Yi (5.12)

Py ≈
2L∑
i=0

W
(c)
i {Yi − ȳ}{Yi − ȳ}T (5.13)

The Unscented transformation (UT) is the first step in the UKF method.

5.3.2 Prediction phase

At the beginning of each step, an UT is performed with the estimates from previous

step, following the same procedure presented before, starting from the generation of the

sigma points:

χk−1 =
[
x̂k−1 x̂k−1 + γ

√
Pk−1 x̂k−1 − γ

√
Pk−1

]
(2L+1)×L

with: γ =
√
L+ λ (5.14)

These points are then mapped through the process dynamics, except that this time

the result will be in a matrix format χ:

Xk = f(χk−1, uk−1) (5.15)

Analogously to equations (5.2) and (5.6), the a priori estimations will then be:
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x̂−k =
2L∑
i=0

W
(m)
i Xi,k

P−k =
2L∑
i=0

W
(c)
i [Xi,k − x̂−k ][Xi,k − x̂−k ]T +Qk

(5.16)

Essentially being the output of the UT as shown in (5.12) and (5.13).

5.3.3 Correction phase

Again, another UT is taken, but with the measurements instead. The mapping from

(5.15) is now taken through the function h:

Yk = h(Xk, uk−1) (5.17)

Thus, the estimated measurement ŷk and its correspondent covariance P y
k are:

ŷk =
2L∑
i=0

W
(m)
i Yi,k

P y
k =

2L∑
i=0

W
(c)
i [Yi,k − ŷk][Yi,k − ŷk]T +Rk

(5.18)

Using the same idea, the cross covariance between the states and measurements are

also calculated:

P xy
k =

2L∑
i=0

W
(c)
i [Xi,k − x̂−k ][Yi,k − ŷk]T (5.19)

Finally, the estimates can be corrected with:

Kk = P xy
k (P y

k )−1

x̂k = x̂−k +Kk(zk − ŷk)

Pk = P−k −KkP
y
k (Kk)

T

(5.20)



46

5.4 Kalman Filter with constraints

Albeit one can believe that with an application of the KF approach by itself should

be enough to obtain optimal state estimations as it consists in minimizing the states

variance, Simon (simon, 2010) breaks this misconception by mentioning two reasons:

• For nonlinear systems, the KF can only reach sub-optimal estimations as its varia-

tions are merely approximately minimum variances

• If there are additional constraints beyond those explicitly given in the system model

inserted into the KF algorithm, then the within reached estimations differ from the

complete system

Still in (simon, 2010), Simon presents a survey of how state constraints can be in-

corporated into the KF. The numerous possible approaches is such that he presents a

flowchart (Fig.16) to help one navigate and find best suited formulation to implement, as

they perform identically if the constraints are complete.

Figure 16: Flowchart to guide the combination selection of system and constraint types
usage presented in (simon, 2010).



47

Depending in which step the constraint enters in the KF algorithm, the general inter-

pretation of the problem can differ:

• A linear relationship between states leads to a reduction of state dimension, thus

the Model Reduction (MR) approach, although it can also be seen as Perfect Mea-

surements (PM).

• If the constraints are applied directly into the KF formulation, the filter correction

phase turns into a constrained likelihood maximization problem or a constrained

least squares problem.

• By starting from the unconstrained estimate and then incorporate the constraints,

one gets the general projection or the Probability Density Function truncation

(PDFT).

• If the state constraints considerably affects the process noise terms, one gets the

System projection approach.

When facing nonlinear systems, the constraints have all the possibilities to be inserted

in the general solving for nonlinear equations, which increase even more the number of

approaches. Intended to facilitate the enunciation of the adopted general formulation,

only the used method in this work will be more detailed, the Projected Unscented Kalman

Filter (PUKF).

5.4.1 Projected Unscented Kalman Filter (PUKF)

As also described by Teixeira et al. in (teixeira et al., 2008, 2010) and better

detailed in (simon, 2006), this filter runs an UKF normally, as already described in 5.3

and then incorporates inequality constrains through the optimization problem:

x̂pk = arg min
xk

(xk − x̂k)TW−1
k (xk − x̂k), such that: dk ≤ xk ≤ ek (5.21)

Equation (5.21) gives the usual output xk from UKF, both dk and ek are the con-

straints as newly added information. Simon and Simon state in Theorem 3 (simon;

simon, 2006) that by setting Wk = Pk the problem will produce the smallest estimation

error covariance. Hence, resulting in a quadratic programming problem.

This method was selected due to the number of constraint optimization procedures,

being one at most when the generated x̂k does surpass the barrier limit, while in the Sigma
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Point Interval UKF (SIUKF), this number is increased to 2n + 1 due to the application

of the problem into the Sigma Points augmented states (teixeira et al., 2008). Methods

such as the Constrained UKF (CUKF) or Constrained Interval UKF (CIUKF) were not

chosen as they transformed the correction phase (5.20) into a Moving Horizon Estimation

(MHE) with horizon size of 1, which increases the complexity of the function to optimize;

neither the Truncated UKF (TUKF) nor Truncated Interval UKF (TIUKF) due to the

complicated equation formulation, as they insert the constraints into the Probability

Density Function itself.

5.5 Kalman Filter for parameter estimation

Described in (isermann; münchhof, 2011), the KF methodology can also be used

for the parameter estimation problem. Isermann and Münchlof define a parameter vector

θ with size p, which is then integrated in the original system state vector x, creating an

augmented state vector xa.

xa =
[
x θ

]T
(5.22)

Then, the system in space-state notation can be written as:

ẋa(t) =

[
ẋ(t)

θ̇(t)

]
=

[
f(x(t), θ(t), u(t))

0p×1

]
+

[
G(t)wd(t)

ξ(t)

]
zk = h(x(t))

(5.23)

Due to the parameters being modeled as slow-varying dynamics disturbed by a white

noise ξ(t), the filter can adjust itself.



PART IV

PROBLEM STATEMENT
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6 NUMERICAL EXPERIMENTS SETUP

6.1 pyDyna simulator

Based on the mathematical model presented in (tannuri et al., 2014), pyDyna is an

API (Application Programming Interface) for interacting with the core of the numerical

engine of the TPN-USP (Numerical Offshore Tank) via Python language.

Regarding the simulated maneuvering environment, as acquiring data from a real ship

is somehow complicated, besides been restricted to the specific registered trajectory in a

not so controlled conditions, the pyDyna presents as a friendly manner to execute any kind

of desired maneuver, along with the possibility to manipulate freely the environmental

conditions.

6.2 Estimation problem formulation

The main focus of this work is to retrieve the general hydrodynamic drift coefficients

Cx(β), Cy(β), Cz(β) of a vessel during maneuvering. Formulations of these terms obtained

from general ship dimensions were intensively studied (obokata, 1987; leite et al., 1998;

simos et al., 2001), yet they are more focused on moored vessels, which are immobile and

more exposed to open sea currents profiles.

Though some previous endeavours to tackle this problem during maneuvers in (ue-

hara sasaki et al., 2021; uehara sasaki; de mello; tannuri, 2022), the approxima-

tion of the surge coefficient component Cx into a single slow varying parameter posed some

limitations on the accuracy of the estimation in maneuvers with considerable variation

of the drift angle β; notwithstanding, in scenarios with it being constant, the approach

displayed the very opposite.

Another observation taken is that although standardized maneuvers such as the eval-

uated zigzag described in (ittc, 2002) used in (uehara sasaki et al., 2021; uehara
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sasaki; de mello; tannuri, 2022) lead to relatively accurate estimations, when fac-

ing typical maneuvering crafts in most of the time their drift angle is usually utmost 20

degrees. Such characteristic of unexcited inputs can lead to mathematical convergence

problems for the KF. Thus, a solution to retrieve them in this context was to approximate

them as linear and quadratic terms depending on:

Cx(β) = Cx
0 +Xβββ

2

Cy(β) = Yββ

Cz(β) = Nββ

(6.1)

By inspecting typical curves generated by models proposed by Leite et al. (leite

et al., 1998) such as shown in Fig.17, it is possible to see that (6.1) captures the general

shape of these drift coefficients around zero.

Figure 17: Example of typical drift coefficients generated from a general formulation in
(leite et al., 1998) (Drift coefficients of the vessel used in the maneuver 7).

Thus, the estimation problem is then divided into two different phases: a called 1P

estimator responsible to retrieve the singular term related to ship resistance Cx
0 and a 3P

estimator, in which the estimates of parameters Xββ, Yβ, Nβ are taken. A flowchart of this

separation is described in Fig.18.
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Figure 18: Adopted approach to retrieve the drift coefficients.

6.2.1 1P estimator

This phase should represent the vessel navigating in open seas, thus operating a

standard cruise speed profile and mainly without any drift nor any variation of heading.

Empirical data in (żelazny, 2014) reinforces the practicality of this scenario as more

than 95 % of the drift angle observed in a route between Western Europe to the East

Cost of USA is condensed in a range of less than 2 degrees. Thence, the maneuvering

equations can be reduced to merely surge motion, from (4.30) by taking v = r = 0:

(m−Xu̇)u̇+

Γu︷ ︸︸ ︷
1

2
ρLTCx(β = 0)u2 = F thr(u, n) (6.2)

Instead of treating directly with the estimation of the drift coefficient itself Cx, as

the usual parameter estimator approach incur, in order words, assuming it has a slow

dynamics Ċx = 0, the 1P estimator had the damping force Γu to behave as such, thence,

Γ̇u = 0. This modification helped to alleviate fluctuations of the estimation of Cx
0 , that

would appear otherwise due to the non-linearity term Cxu
2. The aforementioned approach

can only be taken here, in a open sea maneuver, as eventually the forces – including the

damping – will stabilize in a certain value.

As such, the state of interest in this case is merely the surge velocity u and the

interested ”parameter”, the surge damping force Γu. As the rudder command is irrelevant

in this context, only the thruster effective rotation n is used as the system input:
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x1P =
[
u
]
θ1P =

[
Γu

]
, xa1P =

[
u Γu

]T
u1P =

[
n
]

z1P =
[
u
]T (6.3)

Rewriting (6.3) in the proper system dynamic estimation problem:

ẋa1P (t) =

[
1

m−Xu̇

(
F thr(u(t), n(t))− Γu(t)

)
0

]
+ w1P

d (t)

z1P
k =

[
1 0

]
xa1Pk + w1P

n (t)

(6.4)

At the end, to obtain the surge drift coefficient at zero drift angle Cx
0 , one can simply

do the inverse operation from (A.9):

Cx
0 (t) = − 2

ρTLu2(t)
Γu(t) (6.5)

An average value is then taken from Cx
0 (t) considering only the last instants, where

the estimation is steadier, obtaining the estimate Ĉx
0 that will be used onwards.

6.2.2 3P estimator

For the second phase, this should incorporate some maneuvering actions when a vessel

is navigating through a strait or channel or even approaching a port, but prior the last part

of the berthing procedure, when usually the ship is helped by tugboats. Not considering

this latter part is important as the influence of tugboats was not contemplated in the

modeling of this work. Another important aspect of the captured data is that it restricted

the speed regime above the 2 m/s to avoid heavy influence of the linear damping as

mentioned in Fig.12.

As previously mentioned, the interested states in this phase are all the velocities

u, v, r and the parameters, the linear and quadratic parameters related to drift coeffi-

cients Xββ, Yβ, Nβ plus an additional term of the surge coefficient Cx that will be later

explained its redundancy. Both rudder effective rotation n and the rudder effective angle

δ are given as system inputs. As surge and sway measurements of accelerations from ac-

celerometers (aaccx , aaccy ) are taken, additional states for the bias are also used bx, by, while

the measurements are inserted in the KF as inputs.
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x3P =
[
u v r Cx bx by

]T
θ3P =

[
Xββ Yβ Nβ

]T
, xa3P =

[
u v r Cx Xββ Yβ Nβ

]T
u3P =

[
n δ aaccx aaccy

]T
z3P =

[
u v r

]T
(6.6)

Recalling the complete 3 DoF maneuvering equation (4.30) along with (4.36) and

(4.43):


m−Xu̇ −Xv̇ −myG −Xṙ

Yu̇ m− Yv̇ mxG − Yṙ
−myG −Nu̇ mxG −Nv̇ Iz −Nṙ



u̇

v̇

ṙ

+


Γu(ν,Xββ)

Γv(ν, Yβ)

Γr(ν,Nβ)



+


0 0 −m(xGr + v) + a2

0 0 −m(yGr − u)− a1

−Iyzr − a2 Ixzr + a1 0



u

v

r

 =


F thr(u, n) + F rud

x (ν, δ)

F rud
y (ν, δ)

M rud
z (ν, δ)


(6.7)

In order to better visualize the formulation of future equations, (6.7) is rewritten as:


u̇

v̇

ṙ

 =


f1(x3P , θ3P , u3P )

f2(x3P , θ3P , u3P )

f3(x3P , θ3P , u3P )

 = M−1


fpu(xa3P , u3P )

fpv (xa3P , u3P )

fpr (xa3P , u3P )

⇒
fpu(xa3P , u3P ) = F thr

x (u, n) + F rud
x (xa3P , u3P )− Γu(x

a3P ) +m(xGr + v)r − a2(xa3P )r

fpv (xa3P , u3P ) = F rud
y (xa3P , u3P )− Γv(x

a3P ) +m(yGr − u)r + a1(xa3P )r

fpr (xa3P , u3P ) = M rud
z (xa3P , u3P )− Γr(x

a3P ) + (Iyzr + a2(xa3P ))u− (Ixzr + a1(xa3P ))v

(6.8)

The damping forces and moment Γi’s were comprised to better visualize (6.8). The

whole expansion can be seen in A.1.1 for surge force Γu, in A.1.2 for sway force Γv and in

A.1.3 for yaw moment Γr.

Both acceleration terms in surge u̇ and sway v̇ directions can be written as the value

given by the accelerometer measurements aacci added by a white noisy bias that slow vary

bi:
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u̇ = aaccx + bx

v̇ = aaccy + by
(6.9)

With:

ḃx = f5 = 0

ḃy = f6 = 0
(6.10)

The surge drift coefficient as a whole is used as a state in the dynamics to enable the

insertion of the information Ĉx
0 obtained in the previous phase and its derivate in time

calculation is shown in Appendix A.2:

Ċx = 2Xβββ
uv̇ − vu̇
u2 + v2

(6.11)

And by adding the data from accelerometers in (6.9):

Ċx = f4(xa3P , u3P ) = 2Xβββ
u(aaccy + by)− v(aaccx + bx)

u2 + v2
(6.12)

The parameters, whose influence in the maneuver dynamics appear in the damping

forces Γi’s, are assumed as having a slow varying dynamics, thus:

Ẋββ = 0

Ẏβ = 0

Ṅβ = 0

(6.13)

Merging equations (6.8), (6.12), (6.10) and (6.13), the first portion of the KF is then

written as:

ẋa3P (xa3P (t), u3P (t)) =


f1

...

f6

03×1

 (xa3P (t), u3P (t)) + w3P
d (t) (6.14)

As the three velocities are taken as measurements, the second portion of the KF can

be written as:
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h(xa3Pk , u3P
k ) =


u

v

r

+ w3P
n (tk) (6.15)

Including the estimation of the surge coefficient obtained from the phase one 6.2.1

along with the knowledge of the curves general tendency as restrictions (5.21) for the

problem:

Cx = Cx
0 +Xβββ

2

Xββ > 0
(6.16)

Finally, combining (6.14), (6.16) and (6.16):

ẋa3P (xa3P (t), u3P (t)) =


f1

...

f6

03×1

 (xa3P (t), u3P (t)) + w3P
d (t)

zk(x
a3P
k , u3P

k ) =


u

v

r

+ w3P
n (tk)

, with:
Xββ > 0

Cx = Cx
0 +Xβββ

2

(6.17)

6.3 Proposed simulated maneuvers

For the maneuvers in open seas, the idea was to simply put a vessel at Full Sea Speed

command, which represents 100% of thrust capacity, and maintaining its navigation in a

straight line by leaving the rudder at midships. Although it would be infeasible in real

life, due to various limitations for continuous operating time, this could represent the

optimal condition for the estimator to retrieve better estimates, as the linear damping

becomes even less significant (Fig.12). Environmental conditions were set as zero, which

restrained the problem to a mere 1 DoF.

As for the 3P estimator, two maneuvers were selected: one was a standard zigzag

maneuver described in (ittc, 2002) in a calm water scenario; and the other was a ma-

neuver executed by pilots in real-time maneuvering simulations, conducted at TPN-USP
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under real conditions and environmental conditions, in different ports in Brazil (tannuri;

martins, 2018).

6.4 Simulated vessels

To evaluate the robustness of the proposed method, different types of vessels were

tested. The presented ones, shown in Tab.1, were selected accordingly to the availability

of recorded data trials in the TPN-USP database.

Table 1: List of vessels used in this study.

Vessel Vessel category General dimensions
0 Bulk carrier LOA 259 m Beam 43 m Draft 11.5 m
1 Bulk carrier LOA 300 m Beam 50 m Draft 17.8 m
2 Tanker (Suezmax) LOA 278.5 m Beam 48 m Draft 17.2 m
3 Tanker (Suezmax) LOA 278.5 m Beam 48 m Draft 17.2 m
4 Container ship LOA 244 m Beam 32.2 m Draft 12.5 m
5 Container ship LOA 300 m Beam 48 m Draft 13.7 m
6 Container ship LOA 300 m Beam 50 m Draft 17.8 m
7 Container ship LOA 335 m Beam 51 m Draft 13.8 m
8 Container ship LOA 366 m Beam 51 m Draft 12.8 m
9 Container ship LOA 368 m Beam 51 m Draft 14.8 m

More details of these ships can be found in Appendix B.1. Apart from some container

ships, all of them were equipped with a single screw fixed propeller and a single rudder

as the solely system responsible to generate forces and moments in the vessel to move it

through the water. The mentioned exceptions have an additional bow thruster propeller,

yet it could be neglected as they are not used in high speeds – which is the current

evaluated navigation context – due to being extremely ineffective. Thus, allowing the

modeling presented in 4.3.1 and 4.3.2 to well represent their real dynamics.

6.5 Estimator setup values

Aiming to represent a more realist scenario, as the pyDyna gives directly the real

simulated values, a white noise was added to the outputted velocity and acceleration data

to emulate the response of actual sensors. Values for these noise were loosely taken from

the VN series Inertial Measurement Unit (IMU) product from Vectornav (vectornav,

n.d.).
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r1P
1 = r3P

1 = r3P
2 = 2.5× 10−4, r3P

3 = 7.62× 10−7

bx = by = 1× 10−12
(6.18)

The velocities terms are r1P
1 , r3P

1 and r3P
2 , which represent the velocities in surge and

sway, respectively. The rotation in yaw, r3P
3 and the acceleration bias by bx and by.

Regarding the 1P estimator phase, the disturbance matrix Q1P for the KF was em-

pirically set as:

q1P
1 = 5× 10−1, q1P

2 = 1× 104, ⇒ Q1P =

[
q1P

1 0

0 q1P
2

]
(6.19)

As for the 3P estimator, the matrix Q3P was defined as:

q3P
1 = q3P

2 = 5× 10−1, q3P
3 = 3.04× 10−6

q3P
4 = 1× 10−6

q3P
5 = q3P

6 = 1× 10−12, q3P
7 = 7.62× 10−11

q3P
8 = q3

9 = 1× 10−12

⇒ Q3P =


q3P

1 0 . . . 0

0 q3P
2 . . . 0

...
...

. . .
...

0 0 . . . q3P
9

 (6.20)

Such initialized values can also be interpreted as being a trade-off between the utilized

model with the received measurements data when the latter is available. If the correspon-

dent value of qi for a specific state is lesser than ri, the final estimation of x̂i will tend to

follow the modeled dynamics; otherwise, x̂i will be more adherent with the measurements.

Recalling that the first states q1P
1 , q3P

1−3 refer to the velocities, which are measured

through sensors; by setting higher values than their measured counterpart r1P , r3P
1−3, the

measurements of velocities will have more importance than the system dynamics.

In states that are not measured, as for the surge damping force q1P
2 or for the pa-

rameters q3P
5−7, their values are set in an expectancy that the respective estimate standard

variation will not surpass such values. Thence, the value for q1P
2 is in force magnitude

order, while q3P
5−7 are in their respective parameters magnitude order.

The accelerometer bias are the own states q3P
8 and q3P

9 and the errors for the surge

coefficient q3P
4 were chosen to capture the errors in the estimation in surge equation.

Parameters such as the ones in the UKF setup were assumed as their usually assigned

values (wan; van der merwe, 2000): α = 1 × 10−3, κi = 0 and β = 2, for the optimal
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value for Gaussian distributions.
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7 RESULTS

As there are many different vessels and maneuvers which were used in this study,

intending to not pollute the work with various images, the results were compiled into

tables; while the procedure as a whole is shown only for a single vessel in particular.

7.1 Results obtained from maneuver number 7

This vessel was randomly chosen to be a showcase for the entire proposed procedure,

which can be recalled through Fig.18. The first phase is shown in 7.1.1, while the second

in 7.1.2 for a zigzag maneuver and for a port maneuver executed by real pilots in 7.1.3.

More details about these can be found in Appendix B.2.

Both open sea and zigzag maneuvers were manually set to run through pyDyna with

a fixed time step of 0.1 second, with a total simulation time of 10,000 seconds. The

measurement frequency was 5 times slower, or in other words, with a period of 0.5 seconds

between each measured sample. As for the real maneuvers, they were only slightly changed

to not consider parts where the tugboats influenced its behaviour, as it is not considered

in the adopted model of this work.

7.1.1 Open sea navigation

All the open sea maneuvers started with 5 m/s without any rotation or lateral speed.

The rudder is maintained on midship. The only command given is the engine full ahead

(acceleration up until the maximum rotation) as shown in Fig.19.

The line in red represents the estimation output given directly by the UKF approach

and the green line the supposedly real value given from pyDyna output. In Fig.20, as

expected since the measurements are taken, the estimate follows well the green line coun-

terpart.

As for the estimation of the surge coefficient Cx
0 , Fig.21 shows the estimated coefficient
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Figure 19: List of commands given in the open sea maneuver.

Figure 20: Estimated surge speed in contrast to the pyDyna in the open sea maneuver.

during the maneuver. An average value (shown in magenta) is taken considering only the

estimates obtained after the 8000 seconds mark (shown by the dotted red line), time

arbitrarily chosen as the estimate better stabilized.

Figure 21: Estimated surge coefficient Cx
0 in contrast to the real value from pyDyna in

the open sea maneuver.

From Fig.22 one can better quantify how the disparity of the drift coefficient estima-

tion impacts on the system, as forces data give more tangible notions for readability.

Another form to evaluate the obtained estimate is through the error analysis, as shown

in Fig.23, with both absolute and percentage errors being shown.
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Figure 22: Estimated hydrodynamic force in surge in contrast to the pyDyna in the open
sea maneuver.

Figure 23: Comparison of absolute and percentage errors in the surge drift coefficient in
the open sea maneuver.

7.1.2 Zigzag maneuver

As described in (ittc, 2002), the maneuver is obtained by reversing the rudder alter-

nately by 10, 20 or 30 degrees to either side at a deviation of 10, 20 or 30 degrees from

the initial heading. After a steady approach, the rudder is put over to starboard (first

execute). When the heading is 10, 20 or 30 degrees off the initial value, the rudder is

reversed to the same angle to port (second execute). The first number following the name

refers to the heading deviation, while the second, the rudder angle.

All the simulated maneuvers were standardized to zigzag 10/30, whose list of com-

mands can be seen in Fig.24 and which would produce the highest values for drift angles

in a calm water scenario. Fig.25 shows that the drift angle almost reach 20 degrees.
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Figure 24: List of commands given in the simulated zigzag 10/30 maneuver.

Figure 25: Estimated drift angle in the simulated zigzag 10/30 maneuver.

Analogous to Fig.20, the estimated velocities in surge, sway and yaw (Fig.26) were

well accurate as expected from measured states.
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Figure 26: Estimated velocities (u, v, r) in the simulated zigzag 10/30 maneuver.

One form to evaluate how the proposed model for the propeller 4.3.1 and rudder 4.3.2

performed was to plot the forces and moment obtained from the estimated states in Fig.26

with the pyDyna output as shown in Fig.27. Note that these forces and moment are then

used as an input for the KF system dynamics.
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Figure 27: Estimated forces and moment generated by the propeller and rudder in the
simulated zigzag 10/30 maneuver.

For the zigzag 10/30, the proposed model suffered to capture the rapid variation of

the propeller force in surge, which certainly influenced such error towards the rudder

components. Nonetheless, the peak value for the former reached the pyDyna counterpart

and the rudder parcels more or less could follow the pyDyna behaviour.

As for the 3P estimator, the parameters are now the three drift coefficientsXββ, Yβ, Nβ,
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whose estimates are shown in Fig.28. The red line represents the direct output retrieved

from the KF method, while the green and purple lines were plot to show what would be

the expected value of the respective parameter at the specified drift range, as shown in

the graph legend.

Figure 28: Estimated parameters (Xββ, Yβ, Nβ) in the simulated zigzag 10/30 maneuver.

Yet, as they are not so direct to interpret, through applying these obtained values

in (6.1) (remembering that Cx
0 is retrieved from the 1P estimator in 7.1.1), the drift

coefficients can be obtained, which are easier to compare with the actual counterpart, as

shown in Fig.29 by plotting in the time domain.
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Figure 29: Estimated drift Cx(t), Cy(t), Cz(t) in the simulated zigzag 10/30 maneuver
plotted in time domain.

Fig.30 presents another manner to grasp a better feeling regarding the estimations

from Fig.28. By taking only the final parcel of the parameters (last 20 % of the estimation

analogously to the 1P phase in Fig.21), the average values can be taken and by plugging

again in (6.1), allowing the plot of the drift coefficients for a more broad range of drift

angles as shown in Fig.30.
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Figure 30: Estimated coefficients Cx(β), Cy(β), Cz(β) in the simulated zigzag 10/30 ma-
neuver plotted for generic drift angles.

7.1.3 Simulated maneuver

For this particular maneuver number 7, the simulated maneuver consisted in a con-

tainer ship entrance into its terminal in Guanabara Bay, Rio de Janeiro, Brazil. The major

environmental conditions affecting the maneuver were the wind, coming from a Southeast

direction with an average speed of 15 knots; and the current, going to Northwest with

the highest registered intensity in the trajectory being 0.2 knots and further decreasing

as the vessel approached a sheltered area. Fig.31 illustrates the recorded trajectory.
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Figure 31: Visual description of a simulated maneuver in Guanabara Bay.

As should be expected from a real person in charge of controlling the ship navigation,

the rudder and propeller orders (Fig.32 are not so uniform as the previous shown in Fig.19

and Fig.24).

Figure 32: List of commands given in the simulated maneuver in Guanabara Bay.

The drift angle reaches almost -20° as shown in Fig.33.
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Figure 33: Estimated drift angle in the simulated maneuver in Guanabara Bay.

The estimated velocities are shown in Fig.34 and are equally accurate as in the pre-

vious tests (Fig.20 and Fig.26).

Figure 34: Estimated velocities (u, v, r) from the simulated maneuver in Guanabara Bay.

With the same purpose to evaluate the forces and moment model that are inputted in

the KF as in Fig.27, these estimates are shown in Fig.35 now for the simulated maneuver.

If in the zigzag 10/30 maneuver the model could not represent the quick variation appeared
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in the pyDyna propeller force, here the model could almost match the pyDyna component.

In the final moments of the simulated maneuver, the propeller operated with the engine

going astern, envisioning to brake the ship. As such model was indeed not contemplated

in 4.3.1, evidently the estimation would nullify.

Figure 35: Estimated forces and moment generated by the propeller and rudder in the
simulated maneuver in Guanabara Bay.

As the estimated propeller force became better, the rudder model could be analyzed

more independently and by inspecting the forces and moments in Fig.35, the estimates
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were much more adherent here in contrast to the zigzag maneuver, even though some

discrepancies can be better seen in peak values.

From the direct UKF output, the parameter estimates are shown in Fig.36. Unexpect-

edly, the unmodelled environmental agents lead to the heavily impact in these estimates,

with the filter not even reaching a stable value at the end and further distancing from the

supposedly real values (purple and green lines).

Figure 36: Estimated parameters (Xββ, Yβ, Nβ) in the simulated maneuver in Guanabara
Bay.

Again, applying these values in (6.1), the estimated drift coefficients during maneu-

ver time can be retrieved in Fig.37. Both surge and sway coefficient estimates behaved

similarly to the pyDyna counterpart, however the error for the former became more ap-
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parently in the peaks while for the latter the estimate decoupled even more as the time

step increased. The moment estimate could barely establish a resemblance to the pyDyna

value.

Figure 37: Estimated coefficients Cx(t), Cy(t), Cz(t) in the simulated maneuver in Guan-
abara Bay plotted in time domain.

By capturing only the average values at the end portion, a more general interpolation

can be obtained as shown in Fig.38.
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Figure 38: Estimated coefficients Cx(β), Cy(β), Cz(β) in the simulated maneuver in Gua-
nabara Bay plotted for generic drift angles.

Although the estimate of Xββ diverged (Fig.36), due to the 1P estimate being accurate

(Fig.21) and the simulated maneuver exposed the vessel to low variations of drift angles

(Fig.33), the surge coefficient in Fig.38 ended being somehow very close to the real value.

The sway estimate being flipped in relation to the expected direction. At a first

glance it would appear as an inconceivable behavior, however, by recalling the setup of

the simulated maneuver (Fig.31), one can clearly see that the vessel has both current

and wind components acting in port side of ship. As a consequence, the water ends

with a pushing force in the starboard side. Due to the ship entering the channel making

a counter-clock direction curve, the hydrodynamic resistance of the water would push

it in the port side. Considering the first force is not modeled, such component would
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indubitably ending by reflecting in the drift coefficient estimate itself. Fig.39 illustrates

how these mentioned forces actuated on the ship during the maneuver.

Figure 39: Explanation for the flipped behaviour on the sway parameter.

7.2 Estimate analyses

7.2.1 Summary of results for surge coefficient at β = 0◦

Table 2 shows the compiled results obtained by the 1P estimator applied for all 10

vessels.
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Table 2: Relation of results obtained from open sea maneuver.

Maneuver Cx
0 Ĉx

0

Steady surge

speed

Percentage

error

Difference in

surge force

0 -0.0140 -0.0144 7.17 m/s 3.21 % 29.7 kN

1 -0.0114 -0.0115 7.51 m/s 1.93 % 21.1 kN

2 -0.0082 -0.0091 7.88 m/s 10.59 % 132.1 kN

3 -0.0095 -0.0098 7.87 m/s 3.74 % 51.9 kN

4 -0.0055 -0.0058 11.65 m/s 6.28 % 72.8 kN

5 -0.0102 -0.0128 10.63 m/s 21.35 % 517.8 kN

6 -0.0097 -0.0100 12.20 m/s 3.16 % 128.8 kN

7 -0.0084 -0.0088 10.44 m/s 4.41 % 95.6 kN

8 -0.0102 -0.0124 12.09 m/s 21.47 % 768.8 kN

9 -0.0101 -0.0104 12.14 m/s 3.14 % 130.4 kN

Apart from maneuvers 5 and 8 which had errors around 21 %, all others were accurate

with the third highest being maneuver 2 with 10 % error followed by maneuver 4 with 6

% error.

Both steady speed and the difference found in the surge damping force obtained from

the estimated drift coefficient Ĉx
0 are also shown, yet these data could not lead to establish

any direct strong correlation between them and the error values.

7.2.2 Drift angle analysis

One way to visualize if the approximation in (6.1) is sufficiently representative for

modeling the drift coefficients is by looking at the presented box plot in Fig.40. The

whiskers were set to englobe all data values (maximum and minimum).
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Figure 40: Data distribution of the estimated drift angles β in the real and zigzag ma-
neuvers.

As expected from the ship motion mechanics, with the propeller and rudder being

the principal responsible to excite the movement, the vessel will always tend to maintain

low values of drift angles, even in scenarios with environmental conditions, as shown by

the high data concentration around low drift angles (shorter boxes in green). In contrast,

the zigzag maneuver (ittc, 2002) produced higher drift angles and for longer duration

(bigger boxes in blue), even in scenarios without environmental conditions.

All the evaluated maneuvers for the 3P estimator presented values of β that were

most contained into the range of 10 degrees (being for one side or other), which reinforce

the validity of the approximation (6.1), at least empirically and for a considerable real

maneuver spectrum that fits within.

Another advantage of the box plot in Fig.40 is that it gives the information of the

first and third quartiles. Therewith, one can know how the data is concentrated, as the

interval delimited by these values define a 50 % percentile excluding the extremities. As

such, they can be one form to characterize a maneuver. Notwithstanding, the other 50 %

percentile related to the extremities could also influence the returned estimation, as the

values of drift coefficients would further distance the approximation (6.1) adopted. Ergo,

the analyses considered the whole spectrum of observed drift angles β.
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7.2.3 Stipulated base values for drift dependent terms

In practice, the previously mentioned concern in 7.2.2 reflects essentially in questioning

which approximation of the drift coefficients should be accepted as being the ”true value”

to compare with the obtained estimates. In contrast to the Cx
0 , in which its value could

be simply compared against the real surge coefficient Cx at zero degrees, depending on

which interval is taken, the approximation (6.1) for the drift dependent terms Xββ, Yβ, Nβ

results in different values. Visually, such problem can be seen in Fig.41 and Fig.42, as

the slope of the linear interpolation is heavily shifted according to the considered angle

interval.

Figure 41: Comparison of sway drift coefficient derivatives for different values of angles.

Figure 42: Comparison of yaw drift coefficient derivatives for different values of angles.

For each maneuver, the recorded maximum and minimum observed drift angles were

taken to then define a range to search the maximum and minimum drift dependent terms
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Xββ, Yβ, Nβ. Taking also the maneuver 7 as illustrate this procedure, Fig.43, Fig.44 and

Fig.45 show how these intervals impact on the estimation analysis.

Figure 43: Surge coefficient visual analysis for the simulated zigzag 10/30 maneuver 7.

Figure 44: Sway coefficient visual analysis for simulated zigzag 10/30 maneuver 7.

Figure 45: Yaw coefficient visual analysis for simulated zigzag 10/30 maneuver 7.
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Due to having a single value to be compared with a certain range of possible values,

an obtained estimate was considered sufficiently accurate if it was contained inside the

expected range. If outside, another criterion of being tolerable close to one of the extrem-

ities was added (less than 20 % from any extremity). The flowchart in Fig.46 exposes

more clearly the criteria to evaluate the obtained estimates.

Figure 46: Flowchart to evaluate obtained estimates.

7.2.4 Tabled results for drift dependent terms

Tab.3 shows the obtained results from the 3P estimator applying the aforementioned

procedure in Fig.46 applied for all vessels in the zigzag 10/30 maneuvers, while Tab.4 for

the simulated maneuvers.

The first criterion for each maneuver has three possible outcomes: ”higher”, ”lower”

(referring to the direction where the estimate falls short, meaning it fails) or X(when the

estimate is inside the acceptable range, indicating an accurate estimation). By passing

through this, the second criterion becomes unnecessary, in these cases, the * represents

exactly that; otherwise, the error percentage towards the closest border (minimum or

maximum value) is given. Lastly, if a case has a Xor has an error inferior than 20

% (highlighted in green), its estimate is given another Xto indicate it was sufficiently

accurate.
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Table 3: Evaluation of drift dependent terms estimates for the zigzag 10/30 maneuvers.

Vessel
Inside range? Error towards borders Is accurate?

Xββ Yβ Nβ Xββ Yβ Nβ Xββ Yβ Nβ

0 higher lower lower 159 % 3.13 % 2.12 % no X X

1 higher lower lower 222 % 1.32 % 84.8 % no X no

2 higher lower lower 98.1 % 0.12 % 36.7 % no X no

3 higher X X 104 % * * no X X

4 higher lower lower 269 % 58.6 % 13.1 % no no X

5 higher X X 39.2 % * * no X X

6 lower X lower 17.0 % * 26.8 % X X no

7 higher X X 87.4 % * * no X X

8 lower X lower 60.2 % * 51.7 % no X no

9 lower X lower 77.8 % * 46.9 % no X no

Table 4: Evaluation of drift dependent terms estimates for the simulated maneuvers.

Vessel
Inside range? Error towards borders Is accurate?

Xββ Yβ Nβ Xββ Yβ Nβ Xββ Yβ Nβ

0 higher higher higher 271 % 125 % 126 % no no no

1 higher X X 58.4 % * * no X X

2 higher higher lower 101 % 52.6 % 51.3 % no no no

3 higher higher higher 71.0 % 33.7 % 11.3 % no no X

4 higher X X 84.1 % * * no X X

5 higher lower lower 183 % 25.1 % 82.1 % no no no

6 higher lower lower 135 % 68.1 % 17.2 % no no X

7 higher lower lower 157 % 78.1 % 20.2 % no no no

8 higher higher lower 267 % 74.2 % 91.5 % no no no

9 higher lower X 67.4 % 76.4 % 28.0 % no no X

With the exception of the vessel 4, for the zigzag 10/30 maneuver, all other vessels

could have their sway term Yβ accurately retrieved according to the adopted criteria.

For the yaw term Nβ, the success rate drop by 4 mismatches and finally the surge term

Xββ ended with the vessel 6 being the single pièce de résistance, including both set of

maneuvers, achieving an error of 17 % to the lower extremity.

As for the simulated maneuvers, the rate drop notably for both sway and yaw, reached
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2 and 4 accurate estimations respectively, indicating the high influence due to unmodelled

environmental forces. Being said, at the current state, at least, the method should not be

chosen in the context of port or restricted waters maneuvers.

Notwithstanding, the method overall showed mainly good experimental results in re-

trieving the sway parameter Yβ and above average for the yaw parameter Nβ in zigzag

maneuvers. In practice, this could infer in a good prospectus towards maneuvers with

standardized variations such as sea-trials in open waters and with low incidence of envi-

ronmental agents.

As for the surge parameter Xββ, in contrast to Cx
0 , the estimates were far from ideal,

most probably indicating some flaws regarding the validity of the method.



PART V

CONCLUSION
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8 OVERVIEW OF THE OBTAINED RESULTS

8.1 Accuracy level and limitations encountered

The approximation in (6.1) allowed the application of two distinct estimators: the

1P (6.2.1) and the 3P (6.2.2). Notwithstanding, the applicability of these estimators was

well delimited in a real scope scenario, with the former acting mainly in open seas (7.1.1)

while the latter in confined port areas in which some maneuvering was required (7.1.3) or

even in trial tests (7.1.2).

Recalling that the open sea maneuver (7.1.1) consisted in moving the ship purely in

the longitudinal direction with a constant thrust rotation, eventually it is expected that

the system will find an equilibrium of forces moving forward (propeller force) and forces in

opposite direction, acting as a resistance against the motion (hydrodynamic resistance).

In this scenario, assuming the latter as a parameter to be found in the KF point-of-view

(1P estimator), it showed as a viable approach theoretically and also empirically, due to

the satisfactory accuracy levels found in 7.2.1, with the worst estimates reaching the 20%

mark (Tab.2).

On the other hand with the simulated maneuvers (7.1.3), the ship was continuously

exposed to external environmental agents such as wind, current and waves. As these

effects were neglected in the current proposed model, the 3P estimator incorporated some

of their influence in the parameters estimates, as briefly shown in 7.1.3 with the sway

force.

Intending to control these aforementioned externalities, a standard sea-trial maneuver

was proposed, the zigzag 10/30 (7.1.2). It achieved a better estimation of the Yβ, given

the adopted evaluation methodology (Fig.46). Still, the yaw parameter did not achieve

the same level of success, presenting partially acceptable estimates. Some hypotheses to

justify it recall in the expanded terms derived in A.1.2 and A.1.3, as they could lead

to some exaggerated influence of the sway parameter Yβ in the calculation of the yaw

moment; in the limitations around the simplification itself (6.1); or even in the sensibility
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of the moment itself, that is more dependent on the different forces on the bow and stern

of the ship and the hull format and details.

Regarding the surge parameter Xββ, the adopted parabola approximation (6.1), al-

though apparently good enough once one already has the complete surge drift coefficient

curve, in the context of parameter to be retrieved by a KF methodology faced some major

problems. Firstly, as the values around the vertex showed a broad opening, adding to a

limited exposition of drift angles, the parabola could easily be misinterpreted as a con-

stant value. Secondly, the tested maneuvers faced the problem of not handling the correct

inputted forces of the propeller thrust (Fig.27), which also incurred error in the rudder

force, ending by affecting the surge estimate itself. Finally, even by correcting these pre-

vious problems, Xββ presents in association with the quadratic of the drift angle, thus

incurring a even further error if the latter is not sufficiently excited. In a scenario where

it could be directly measured and used as an input for the system, perhaps it would not

be much relevant, but as it is obtained in-maneuver by the composition of surge and sway

speeds (4.27), which are also estimated, the final value could easily be corrupted by some

noise, that is even worsen when elevated by two.

8.2 Related developed works

Throughout this research, three correlated papers were developed:

• A Standards-Based Digital Twin of an Experiment with a Scale Model

Ship: This work proposed some standards to be adopted in a DT, envisioning not

only current but also future implementation with different degrees of maturities.

As an illustration to how some of the concepts could be applied, a study case was

presented, using a scaled model Platform Supply Vessel (PSV) operated with a

Dynamic System (DP) control (fonseca et al., 2022).

• Digital Twin of a Maneuvering ship: Real-time Estimation of Derivatives

and Resistance Coefficient Based on Motion Sensors: A first attempt to

tackle the same problem presented any DT implementation, the representation of the

model. The scope was delimited in a maneuvering ship scenario and the approach

was to simplify the hydrodynamic forces and moment into slow-varying parameters

in an EKF estimation problem (uehara sasaki et al., 2021).

• Digital Twin of a Maneuvering ship: Real-time Estimation of Drift and

Resistance Coefficients Based on Ship Motion and Rudder and Propeller
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Commands: An evolution of the previous work, the model had been expanded to

incorporate modular formulations for the propeller and rudder dynamics as well the

filter changed to an UKF (uehara sasaki; de mello; tannuri, 2022).

8.3 Results in DT point-of-view and future steps

Envisioning future DT applicability, the proposed method achieved limited success.

By opting to utilize as few real-time information and few specific characteristics of the

ship, the rudder and propeller dynamics could be well represented. At the same time, such

models enhanced interpretability, as usually other maneuvering models used in parameter

estimations loosely incorporate these terms.

The methodology could be proven feasible as partial information regarding the drift

coefficients could be retrieved in real-time maneuver, in contrast to the usual CFD runs or

captive tests. Evidently not proposing as a replacement to then, specially given the future

improvements that shall be made in the mathematical model (environmental agents and

the damping forces), the method can be implemented as a rapid analysis tool apart from

the traditional monitoring aspect of DT technologies.

Towards a more general formulation that could tackle some of the observed limitations

encountered in this work, future works shall investigate these aspects:

• Environmental agents

– Wind modeling: ships are equipped with wind transducers that can retrieve

some information regarding the gust and direction of the relative wind. Thence,

expanding the modeling to incorporate this aspect is fairly feasible in a real

DT application.

– Wave modeling: although there is no fully reliable equipment inboard that can

retrieve information of the incident waves in a ship, there is on-going research

to use the vertical motions of the vessel to estimate the incident waves (ship-

buoy analogy, for example (bisinotto et al., 2022)). This information about

waves can be included in the models adopted in DT and improve parameter

estimation.

– Current modeling: ships have some capability to retrieve relative water velocity,

yet they usually rely on instruments based in Acoustic Doppler Current Profiler

(ADCP), which requires detecting the bottom of the sea. As such, they are not
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very accurate and can have problems with high depth profiles. Analogous to

the waves, by extrapolating current model information, tackling the modeling

aspect becomes feasible in the DT framework.

• Estimation method:

– Machine learning approaches: some implementations were already discussed in

3.2, nevertheless their effectiveness can lead to positive prospectus. Regarding

interpretability issues mentioned in 3.3, methods mixed with some physical

knowledge shall be preferable for a DT context, when some other complex

analysis is taken.

– Estimator choice: this work opted for the UKF as the tool for retrieving online

the parameters. Perhaps investigating other possibilities such as the Particle

Filter or even assimilating some techniques from post-processing analysis for

towing experiments could elevate the degree of accuracy of this same model.
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APPENDIX A – EQUATION

DERIVATION

A.1 Damping simplification

Recalling the formulation in (4.29):

Γu(ν) = −1

2
ρT

∫ L/2

−L/2
Cx(βcrx)V

2
crxdx

Γv(ν) = −1

2
ρT

∫ L/2

−L/2
Cy(βcrx)V

2
crxdx

Γr(ν) = −1

2
ρT

∫ L/2

−L/2

(
Cy(βcrx)V

2
crx − Cy(ψcr)V 2

cr

)
xdx− 1

2
ρTL2Cz(ψcr)V

2
cr

(A.1)

The mentioned relative velocity term Vcrx that reaches the section x of the ship can

be written as:

~Vcrx =

(
urx

vrx

)
=

(
u

v + rx

)
−

(4.3)︷ ︸︸ ︷
JΘ(η)−1~Vc|NED

=

(
u

v + rx

)
−

[
cosψ − sinψ

sinψ cosψ

]−1(
V NED
x

V NED
y

)

=

(
u− V NED

x cosψ − V NED
y sinψ

v + rx+ V NED
x sinψ − V NED

y cosψ

)
(A.2)

While the relative drift angle at the section x:

tan βcrx =
v + rx

u

for small angles︷ ︸︸ ︷
≈ βcrx (A.3)

The quadratic term V 2
crx is then:
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V 2
crx = (u− V NED

x cosψ − V NED
y sinψ)2 + (v + rx+ V NED

x sinψ − V NED
y cosψ)2

= u2 + (V NED
x cosψ)2 + (V NED

y sinψ)2 − 2u(V NED
x cosψ + V NED

y sinψ)

+ 2V NED
x cosψV NED

y sinψ

+ (v + rx)2 + (V NED
x sinψ)2 + (V NED

y cosψ)2 + 2(v + rx)(V NED
x sinψ − V NED

y cosψ)

− 2V NED
x sinψV NED

y cosψ

= u2 + (V NED
x )2 + (V NED

y )2 − 2u(V NED
x cosψ + V NED

y sinψ)

+ (v2 + 2vrx+ r2x2) + 2(v + rx)(V NED
x sinψ − V NED

y cosψ)

(A.4)

Considering a scenario without any external currents, V NED
x = V NED

y = 0, thus (A.4)

can be reduced to:

V 2
crx = u2 + (v2 + 2vrx+ r2x2) (A.5)

The main equations used in the 3P estimator were developed from (4.28) assuming

the simplification in (6.1):

Cx(β) = Cx
0 +Xβββ

2

Cy(β) = Yββ

Cz(β) = Nββ

(A.6)

A.1.1 Surge force

The surge hydrodynamic component is described by:

Γu(ν) = −1

2
ρT

∫ L/2

−L/2
Cx(βcrx)V

2
crxdx (A.7)

By incorporating the simplification in (6.1) along with (A.3) and (A.5):
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Γu(ν) = −1

2
ρT

∫ L/2

−L/2

((
Cx

0 +Xββ

(
v + rx

u

)2
)

(u2 + (v2 + 2vrx+ r2x2))

)
dx

= −1

2
ρT

(
Cx

0

∫ L/2

−L/2
(u2 + (v2 + 2vrx+ r2x2)dx

+Xββ

∫ L/2

−L/2

(
v + rx

u

)2

(u2 + (v2 + 2vrx+ r2x2)dx

)
= −1

2
ρT

(
Cx

0

(
L(u2 + v2) +

1

12
L3r2

)
+Xββ

(
L
v2

u2
(u2 + v2) +

1

12
L3r2 +

1

2
L3 v

2

u2
r2 +

1

80
L5 r

4

u2

))
Γu(ν) = −1

2
ρLT (Cx

0 +Xβββ
2)(u2 + v2)− 1

24
ρL3T (Cx

0 +Xββ)r2

− 1

4
ρL3T Xβββ

2r2 − 1

160
ρL5TXββ

r4

u2

(A.8)

For a scenario with movement only in surge direction (v = r = β = 0):

Γu(ν) = −1

2
ρLTCx

0u
2 (A.9)

A.1.2 Sway force

The sway hydrodynamic component is described by:

Γv(ν) = −1

2
ρT

∫ L/2

−L/2
Cy(βcrx)V

2
crxdx (A.10)

Again by incorporating the simplification in (6.1) along with (A.3) and (A.5):

Γv(ν) = −1

2
ρT

∫ L/2

−L/2

(
Yβ

(
v + rx

u

)
(u2 + (v2 + 2vrx+ r2x2)

)
dx

= −1

2
ρT

Yβ
u

∫ L/2

−L/2

(
u2v + v3 + 2v2rx+ vr2x2 + u2rx+ v2rx+ 2vr2x2 + r3x3

)
dx

= −1

2
ρT

Yβ
u

∫ L/2

−L/2

(
u2v + v3 + u2rx+ 3v2rx+ 3vr2x2 + r3x3

)
dx

Γv(ν) = −1

2
ρLTYββ(u2 + v2)− 1

8
ρL3TYββr

2

(A.11)
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A.1.3 Yaw moment

Finally, the yaw hydrodynamic component is described by:

Γr(ν) = −1

2
ρT

∫ L/2

−L/2

(
Cy(βcrx)V

2
crx − Cy(βcr)V 2

cr

)
xdx− 1

2
ρTL2Cz(βcr)V

2
cr (A.12)

As Vcr is simply Vcrx at midships x = 0:

V 2
crx − V 2

cr = 2vrx+ r2x2 (A.13)

Analogous to the surge and surge previous derivations, by replacing (A.1), (A.3) and

(A.5) in (A.12), its integral term becomes:

∫ L/2

−L/2

(
Cy(βcrx)V

2
crx − Cy(βcr)V 2

cr

)
xdx =

=

∫ L/2

−L/2

(
Yβ

(
v + rx

u

)
(u2 + (v2 + 2vrx+ r2x2))− Yβ

v

u
(u2 + v2)

)
xdx

= Yβ

∫ L/2

−L/2

(
vx

u
(2vrx+ r2x2) +

rx2

u
(u2 + v2 + 2vrx+ r2x2)

)
dx

= Yβ
1

u

∫ L/2

−L/2

(
2v2rx2 + vr2x3 + u2rx2 + v2rx2 + 2vr2x3 + r3x4

)
dx

= Yβ
1

u

∫ L/2

−L/2

(
u2rx2 + 3v2rx2 + 3vr2x3 + r3x4

)
dx

=
1

80
L5Yβ

r3

u
+

1

12
L3Yβru+

1

4
L3Yβ

rv2

u

(A.14)

Rejoining with (A.12):

Γr(ν) = −1

2
ρTL2Nββ(u2 + v2)− 1

160
ρL5TYβ

r3

u
− 1

24
ρL3TYβru−

1

8
ρL3TYβ

rv2

u
(A.15)
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A.2 Surge current coefficient derivate in time

The drift coefficient can be calculated by:

β = arctan
(v
u

)
(A.16)

As both u, v are functions in time, β would also be. By derivating through the chain

rule:

(tan β)′β̇ =
v̇

u
+
−vu̇
u2

β̇ = cos2 (β)
uv̇ − vu̇
u2

(A.17)

From the approximation adopted in (6.1), we can derivate in time:

Cx(t) = Cx
0 +Xβββ

2(t)⇒ Ċx(t) = 2Xβββ(t)β̇(t)

Ċx = 2Xβββ cos β2uv̇ − vu̇
u2

Ċx = 2Xβββ
uv̇ − vu̇
u2 + v2

(A.18)
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APPENDIX B – SIMULATION AND

ANALYSES DATA

B.1 Vessel data

In this section the data used from each vessel is described:

Table 5: Data for the vessel 0 used in the maneuver.

Vessel no. 0 Vessel class Bulk carrier

General dimensions LOA 254 m Beam 43 m Draft 11.5 m

Propeller

dimensions

Diameter DP (m) 7.5

Rudder

dimensions

Area SR (m2) 60

Wake fraction wP 0.0 Wake fraction wR 0.0

Center of

pressure xP (m)
-119.0

Center of

pressure xR (m)
-124.0

Rigid-body

terms

Mass m (t) 1.08× 105

Added mass

terms

pure surge Xu̇ (t) -6.23 x 103

Inertia Iz (t.m2) 4.52× 108 pure sway Yv̇ (t) -5.30 x 104

pure yaw Nṙ (t.m2) -2.55 x 108

sway-yaw Yṙ (t.m) -2.86 x 106

yaw-sway Nv̇ (t.m) -2.86 x 106

Figure 47: Current coefficients of the vessel 0 used in the maneuver.
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Figure 48: Curves for the rudder drag and lift coefficients (left) and propeller thrust
constant (right) of the vessel 0 used in the maneuver.

Table 6: Data for the vessel 1 used in the maneuver.

Vessel no. 1 Vessel class Bulk carrier

General dimensions LOA 300 m Beam 50 m Draft 17.8 m

Propeller

dimensions

Diameter DP (m) 8.2

Rudder

dimensions

Area SR (m2) 70

Wake fraction wP 0.0 Wake fraction wR 0.0

Center of

pressure xP (m)
-140.0

Center of

pressure xR (m)
-145.0

Rigid-body

terms

Mass m (t) 2.22× 105

Added mass

terms

pure surge Xu̇ (t) -1.20 x 104

Inertia Iz (t.m2) 1.25× 109 pure sway Yv̇ (t) -1.65 x 105

pure yaw Nṙ (t.m2) -7.45 x 108

sway-yaw Yṙ (t.m) -4.99 x 105

yaw-sway Nv̇ (t.m) -4.99 x 105

Figure 49: Current coefficients of the vessel 1 used in the maneuver.

Figure 50: Curves for the rudder drag and lift coefficients (left) and propeller thrust
constant (right) of the vessel 1 used in the maneuver.
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Table 7: Data for the vessel 2 used in the maneuver.

Vessel no. 2 Vessel class Tanker ship

General dimensions LOA 278.5 m Beam 51 m Draft 17.2 m

Propeller

dimensions

Diameter DP (m) 8.3

Rudder

dimensions

Area SR (m2) 50

Wake fraction wP 0.0 Wake fraction wR 0.0

Center of

pressure xP (m)
-127.4

Center of

pressure xR (m)
-133.0

Rigid-body

terms

Mass m (t) 1.84× 105

Added mass

terms

pure surge Xu̇ (t) -1.03 x 104

Inertia Iz (t.m2) 8.70× 108 pure sway Yv̇ (t) -6.80 x 104

pure yaw Nṙ (t.m2) -5.10 x 108

sway-yaw Yṙ (t.m) -2.49 x 107

yaw-sway Nv̇ (t.m) -2.49 x 107

Figure 51: Current coefficients of the vessel 2 used in the maneuver.

Figure 52: Curves for the rudder drag and lift coefficients (left) and propeller thrust
constant (right) of the vessel 2 used in the maneuver.
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Table 8: Data for the vessel 3 used in the maneuver.

Vessel no. 3 Vessel class Tanker ship

General dimensions LOA 278.5 m Beam 48 m Draft 17.2 m

Propeller

dimensions

Diameter DP (m) 8.3

Rudder

dimensions

Area SR (m2) 60

Wake fraction wP 0.0 Wake fraction wR 0.0

Center of

pressure xP (m)
-127.4

Center of

pressure xR (m)
-133.0

Rigid-body

terms

Mass m (t) 1.84× 105

Added mass

terms

pure surge Xu̇ (t) -1.03 x 104

Inertia Iz (t.m2) 8.70× 108 pure sway Yv̇ (t) -6.80 x 104

pure yaw Nṙ (t.m2) -5.10 x 108

sway-yaw Yṙ (t.m) -2.49 x 107

yaw-sway Nv̇ (t.m) -2.49 x 107

Figure 53: Current coefficients of the vessel 3 used in the maneuver.

Figure 54: Curves for the rudder drag and lift coefficients (left) and propeller thrust
constant (right) of the vessel 3 used in the maneuver.
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Table 9: Data for the vessel 4 used in the maneuver.

Vessel no. 4 Vessel class Container carrier

General dimensions LOA 244 m Beam 32.2 m Draft 12.5 m

Propeller

dimensions

Diameter DP (m) 7.6

Rudder

dimensions

Area SR (m2) 51

Wake fraction wP 0.0 Wake fraction wR 0.0

Center of

pressure xP (m)
-110.0

Center of

pressure xR (m)
-115.0

Rigid-body

terms

Mass m (t) 6.24× 104

Added mass

terms

pure surge Xu̇ (t) -4.34 x 103

Inertia Iz (t.m2) 2.40× 108 pure sway Yv̇ (t) -3.10 x 104

pure yaw Nṙ (t.m2) -2.05 x 108

sway-yaw Yṙ (t.m) -7.51 x 105

yaw-sway Nv̇ (t.m) -7.51 x 105

Figure 55: Current coefficients of the vessel 4 used in the maneuver.

Figure 56: Curves for the rudder drag and lift coefficients (left) and propeller thrust
constant (right) of the vessel 4 used in the maneuver.
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Table 10: Data for the vessel 5 used in the maneuver.

Vessel no. 5 Vessel class Container carrier

General dimensions LOA 300 m Beam 48 m Draft 13.7 m

Propeller

dimensions

Diameter DP (m) 9.3

Rudder

dimensions

Area SR (m2) 74

Wake fraction wP 0.0 Wake fraction wR 0.0

Center of

pressure xP (m)
-137.0

Center of

pressure xR (m)
-145.0

Rigid-body

terms

Mass m (t) 1.34× 105

Added mass

terms

pure surge Xu̇ (t) -1.88 x 104

Inertia Iz (t.m2) 7.93× 108 pure sway Yv̇ (t) -6.50 x 104

pure yaw Nṙ (t.m2) -8.67 x 108

sway-yaw Yṙ (t.m) -2.61 x 106

yaw-sway Nv̇ (t.m) -2.61 x 106

Figure 57: Current coefficients of the vessel 5 used in the maneuver.

Figure 58: Curves for the rudder drag and lift coefficients (left) and propeller thrust
constant (right) of the vessel 5 used in the maneuver.
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Table 11: Data for the vessel 6 used in the maneuver.

Vessel no. 6 Vessel class Container carrier

General dimensions LOA 366 m Beam 51 m Draft 15.0 m

Propeller

dimensions

Diameter DP (m) 9.0

Rudder

dimensions

Area SR (m2) 58

Wake fraction wP 0.0 Wake fraction wR 0.3

Center of

pressure xP (m)
-164.7

Center of

pressure xR (m)
-173.5

Rigid-body

terms

Mass m (t) 1.96× 105

Added mass

terms

pure surge Xu̇ (t) -1.68 x 104

Inertia Iz (t.m2) 1.62× 109 pure sway Yv̇ (t) -2.50 x 105

pure yaw Nṙ (t.m2) -1.30 x 109

sway-yaw Yṙ (t.m) -2.92 x 106

yaw-sway Nv̇ (t.m) -2.92 x 106

Figure 59: Current coefficients of the vessel 6 used in the maneuver.

Figure 60: Curves for the rudder drag and lift coefficients (left) and propeller thrust
constant (right) of the vessel 6 used in the maneuver.
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Table 12: Data for the vessel 7 used in the maneuver.

Vessel no. 7 Vessel class Container ship

General dimensions Length Overall (LOA) 335 m Beam 51 m Draft 13.8 m

Propeller

dimensions

Diameter DP (m) 9.3

Rudder

dimensions

Area SR (m2) 80

Wake fraction wP 0.0 Wake fraction wR 0.0

Center of

pressure xP (m)
-155.0

Center of

pressure xR (m)
-160.0

Rigid-body

terms

Mass m (t) 1.62× 105

Added mass

terms

pure surge Xu̇ (t) -2.05 x 104

Inertia Iz (t.m2) 1.13× 109 pure sway Yv̇ (t) -8.05 x 104

pure yaw Nṙ (t.m2) -1.38 x 109

sway-yaw Yṙ (t.m) -3.42 x 107

yaw-sway Nv̇ (t.m) -3.42 x 107

Figure 61: Current coefficients of the vessel 7 used in the maneuver.

Figure 62: Curves for the rudder drag and lift coefficients (left) and propeller thrust
constant (right) of the vessel 7 used in the maneuver.
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Table 13: Data for the vessel used in the maneuver 8.

Vessel no. 8 Vessel class Container carrier

General dimensions LOA 366 m Beam 51 m Draft 12.8 m

Propeller

dimensions

Diameter DP (m) 9.0

Rudder

dimensions

Area SR (m2) 62

Wake fraction wP 0.0 Wake fraction wR 0.0

Center of

pressure xP (m)
-164.7

Center of

pressure xR (m)
-173.5

Rigid-body

terms

Mass m (t) 1.59× 105

Added mass

terms

pure surge Xu̇ (t) -1.01 x 104

Inertia Iz (t.m2) 1.37× 109 pure sway Yv̇ (t) -7.10 x 104

pure yaw Nṙ (t.m2) -8.47 x 108

sway-yaw Yṙ (t.m) -1.98 x 106

yaw-sway Nv̇ (t.m) -1.98 x 106

Figure 63: Current coefficients of the vessel 8 used in the maneuver.

Figure 64: Curves for the rudder drag and lift coefficients (left) and propeller thrust
constant (right) of the vessel 8 used in the maneuver.
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Table 14: Data for the vessel 9 used in the maneuver.

Vessel no. 9 Vessel class Container carrier

General dimensions LOA 368 m Beam 51 m Draft 14.8 m

Propeller

dimensions

Diameter DP (m) 9.0

Rudder

dimensions

Area SR (m2) 78

Wake fraction wP 0.0 Wake fraction wR 0.3

Center of

pressure xP (m)
-164.7

Center of

pressure xR (m)
-173.5

Rigid-body

terms

Mass m (t) 1.92× 105

Added mass

terms

pure surge Xu̇ (t) -6.20 x 103

Inertia Iz (t.m2) 1.66× 109 pure sway Yv̇ (t) -1.00 x 105

pure yaw Nṙ (t.m2) -9.22 x 108

sway-yaw Yṙ (t.m) -2.20 x 106

yaw-sway Nv̇ (t.m) -2.19 x 106

Figure 65: Current coefficients of the vessel 9 used in the maneuver.

Figure 66: Curves for the rudder drag and lift coefficients (left) and propeller thrust
constant (right) of the vessel 9 used in the maneuver.

B.2 Brief description of the real maneuvers

The simulated maneuver 0 was made in Santos Bay in a special conditioning without

any external environmental condition. A bulk carrier was positioned on the entrance of

the channel and the maneuver consisted in navigating towards one of the most internal

terminal as shown in Fig.67.
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Figure 67: Simulated maneuver number 0 on Santos Bay scenario.

Maneuver 1 was conducted in a navigation channel near to access Itaguáı port in Rio

de Janeiro, Brazil. Due to the surroundings islands, the channel makes a fairly accentuated

curve to exit towards open seas. In the simulated scenario, there was a incident wind from

Northeast with an average speed of 15 knots, currents going to West with 1.1 knots and

waves from the Southwest with 0.3 meters height and period of 10 seconds. The ship was

also a bulk carrier and an illustration of the maneuver can be seen in Fig.68.
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Figure 68: Simulated maneuver number 1 on the navigation channel to exit Itaguáı port.

Maneuver 2 was placed on the same location of the maneuver 1, but in a more inner

portion of the channel, closer to the terminal port in another portion with an accentuated

curve. The environmental conditions were set with a wind coming from West with an

average of 15 knots, current going to Southeast with 0.8 knots and waves coming from

West with 0.2 meters height and 8 seconds period as shown in Fig.69. The ship was

entering towards the terminal area in the North. Both maneuvers 2 and 3 were done in

Tanker ships.
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Figure 69: Simulated maneuver number 2 on the navigation channel to access Itaguáı
port.

Placed in the exact same location of the maneuver 2, the maneuver 3 is done in the

other way, simulating an outbound maneuver. The environmental conditions were set

with a wind coming from North with an average of 18 knots, current going to West with

1.2 knots and waves coming from Northeast with 0.2 meters height and 8 seconds period

as shown in Fig.70.
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Figure 70: Simulated maneuver number 3 on the navigation channel to exit Itaguáı port.

Maneuver 4 consisted in an inbound maneuver in the Vitória Bay towards the termi-

nal. In the most exposed area to the East, the wave were mainly coming from Northeast

with 1 meter height and 9 seconds period, such value gradually decrease in the sheltered

portion in the West until its effects become negligible. The current was going mainly

towards East with 0.4 knots and wind coming from Southwest with 22 knots average as

shown in Fig.71. Starting from here, all maneuvers onward were conducted with container

ships.

Figure 71: Simulated maneuver number 4 on Vitória Bay scenario.
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Maneuver 5 simulated an entrance into the Santos Bay similarly to the maneuver 0,

however, focusing in the entry portion where there is an accentuated curve which both

current and wave exert more influence. In the most unsheltered area, the wind is coming

from Southwest with 18 knots, wave from Southeast with 1.6 meters height and 12 seconds

period, and current going towards East with 1 knot at the entrance section. Fig.72 better

contextualize the maneuver.

Figure 72: Simulated maneuver number 5 on Santos Bay entry channel scenario.

Maneuver 6 was set in the Suape port, in the most southern beach of Cabo de Santo

Agostinho, in the state of Pernambuco, Brazil. Due to the draft of the container, the vessel

had to strictly remain into the channel, avoiding the shallow areas around in North and

South. At the same time, the wind was actuating from Southeast with 15 knots, current

going to Northeast with 0.8 knots and wave coming from Southeast with 1.7 meters

height and 10 seconds period. After the breakwater, these conditions were reduced. An

illustration of the scenario can be seen in Fig.73.
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Figure 73: Simulated maneuver number 6 on the navigation channel to access Suape port.

Figure 74: Simulated maneuver number 7 on Guanabara Bay scenario.

Maneuver 8 was simulated in the Paranagua Bay, in the Brazilian state of Paraná,

starting in the most further point of the entry channel up until the terminal region. The

conditions in the most unsheltered zone are wind coming from East with 15 knots, current

entering the channel going to Northwest with 1.6 knots and wave coming from Southeast

with 1.4 meters height and 13 seconds period as shown in Fig.75.
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Figure 75: Simulated maneuver number 8 on Paranagua Bay scenario.

Maneuver 9 simulated an entrance into the Salvador port, in the Brazilian state of

Bahia. The maneuver started from the access channel in the South and essentially was

fairly simple as the only concerning points were the anchored vessels. The incident wind

from Southeast was on average 16 knots with a current going to North with 2.3 knots.

The maneuver for this work ended just before the usage of tugboats as shown in Fig.76.
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Figure 76: Simulated maneuver number 9 on Salvador Port scenario.
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