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Abstract

Biogas is a promising renewable and distributed source of energy derived from the

anaerobic treatment of organic residues. Different production routes using biogas have

been proposed in the literature, such as power and heat cogeneration, biomethane or

hydrogen production. However, few studies have evaluated the technical, economic and

environmental performance of these production routes in the Brazilian context. In addi-

tion, although biogas can provide substantial benefits for the environment, its application

may be restricted to large industrial facilities due to the lack of efficient conversion sys-

tems at small facilities. An interesting technology alternative for biogas conversion is the

use of high temperature fuel cells, such as solid oxide fuel cells (SOFC), due to their high

efficiency and modularity. However, the influence of operational parameters in the opti-

mization of revenues, efficiency and environmental impact has been seldom studied for

these novel polygeneration systems. Thus, this thesis aims to develop a systematic frame-

work to design, evaluate and optimize biogas production and conversion systems, with a

modern approach to modelling and optimization. The research discuss and compare the

technical, economic and environmental performance of different biogas conversion routes

(electricity, methane and hydrogen) based on the principles of exergoeconomic analysis.

Next, different designs for fuel cell systems working with biogas to produce electricity

and hydrogen optimized for exergy efficiency and net present value or electricity costs.

The results indicate that hydrogen production using biogas is the most profitable produc-

tion route and its efficiency/economic return can be improved by integrating this process

with fuel cells. Moreover, the distributed generation of electricity using fuel cells requires

further reductions in equipment costs to be economically viable at competitive interest

return ratios.

Keywords: biogas, fuel cell, hydrogen, exergy, optimization.





Nomenclature

Greek letters

α : transfer coefficient (-)

β : exergy coefficient (-)

ε : porosity (-)

η : overpotential (V) or efficiency (-)

γ : exergy factor (-) or linear constant

(-)

λ : percent of theoretical air (%)

µ : reaction constant (1/h)

ν : stoichiometric coefficient (-)

ρ : gas-liquid transfer rate

(kgO2/m3.d or kmol/m3.d)

σ : conductivity (1/Ω.m)

τ : tortuosity (-)

Symbols

A : area (m2)

B : exergy (kJ/kg)

Ḃ : exergy transfer rate (kW)

b : specific exergy (J/mol or kJ/kg)

C : heat capacity (kW/kg.K) or total

year costs (USD)

C̄ : cold utility set

c : surface concentration (mol/m2) or

specific costs (USD/kWh, kWh/kWh

or gCO2/kWh)

cp : specific heat capacity at constant

pressure (J/mol.K)

c̄ : Average unit exergy costs (kJ/kJ

or gCO2/kJ)

COD : chemical oxygen demand

(kgO2/m3)

D : depreciation in a year (USD)

Dij : binary diffusivity (m2/s)

Dij,eff : effective binary diffusivity

(m2/s)

DiM : Knudsen diffusivity (m2/s)

Dv : diffusion volumes (-)

E : voltage (V)

Eact : activation energy (J/mol)

F : Faraday constant (s.A/mol) or cost

factor (-)

f : load factor or cost factor (-)

fusd/eur: USD/EUR exchange ratio

(USD/EUR)

FU : fuel utilization efficiency (-)

G : Gibbs free energy (kJ/kg)

g : gravity (m/s2)

H : enthalpy (kJ/kg)

Ḣ : enthalpy transfer rate (kW)

h : specific enthalpy (kJ/kg) or elec-

trode height position (m)



HHV: higher heating value (kWh/kg)

HRT : hydraulic retention time (d)

I : inhibition factor (-)

Ji : molar flux (mol/m2.s)

j : current density (A/m2)

Keq : equilibrium constant (-)

Ks : half velocity constant (kgO2/m3

or kmol/m3)

Kh : gas-liquid equilibrium constant

(mol/m3.bar)

kLa : gas-liquid transfer coefficient

(1/d)

LHV : lower heating value (kJ/kg)

LCOE: levelized cost of electricity

(USD/kWh)

LCOP: levelized cost of product

(USD/kg or USD/kWh)

ṁ : mass flow rate (kg/s or kg/h)

Mco2 : carbon dioxide emissions

(gCO2/s)

Mi : molar weight (g/mol)

Mij : molar weight factor (g/mol)

MY : methane yield (Nm3/CH4.kgCOD)

N: total number

NPV: net present value (USD)

n : number/quantity

ṅ : molar flow rate (mol/s)

P : pressure (Pa or bar)

Q : heat transfer rate (kW)

R : gas constant (kJ/kg.K) or cascade

heat transfer rate (kW)

r : reaction rate (kgO2/m3.d or

kmol/m3.d)

rp : mean pore radius (m)

S : soluble concentration (kgO2/m3)

or total sales in a year (USD)

T : temperature (K) or total taxes in

a year (USD)

TPC: total plant costs (USD)

TOC: total overnight cost (USD)

t : time (h or d)

ThOD : theoretical chemical oxygen

demand (gO2/mol or kgO2/m3)

U: overall heat transfer coefficient

(W/m2.K)

V : volume (m3)

v : velocity (m/s)

V̇ : volumetric flow rate (m3/d)

VS : volatile solids concentration

(kg/m3)

W: power (W) or weight (lb)

WACC: weighted average cost of cap-

ital (-)

X : bacteria (solids) concentration

(kgO2/m3)

x : molar fraction (-)



Ẇ : work (kW)

y : binary variable or activity coeffi-

cient (-)

Z : concentration (kmol/m3 or

kgO2/m3) or temperature factor

z: mass fraction or relative height (m)

Superscript and subscript

0 : reference

act : activation

B : biofuel for the utility system

C : chemicals or Consumption

cat: catalyst

cell: fuel cell (total)

ch : chemical

CO2 : Carbon dioxide emissions

conc : concentration

d : distribution stage

dest : destroyed

e : electrons or end-use stage

epcc: engineering procurement and

construction cost

elec: electricity

ex : exergy

exp : exported

F : fuel

f : final

fg : condensation/evaporation

ger : generated

i : counter “i”

in : imported or inlet

j : counter “j”

k : temperature interval “k” or kinetic

K : last temperature interval

l : subsystem

ln: logarithmic mean

M : last hot utility

m : hot utility “m”

min : minimal

N : last cold utility

n : cold utility “n” or year “n”

nr : non-renewable

O&M : operation and management

ohm : ohmic

op : operation

oxy: hydrogen oxidation

owner: owner costs

P : biofuel to market or product

p : potential or process

ph : physical

process: process contingency

project: project contingency

q : item “q”



r : reaction

S : soluble or service

s : source, sulfur or supply stage

smr : steam methane reforming

T : total

t : target or transformation stage

ut : utility

X : insoluble

w : water or work

wgs : water-gas shift
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1

1 Introduction

The anaerobic digestion of organic substances produces a gaseous mixture of methane,

carbon dioxide and impurities (e.g., H2S, siloxanes, water) called biogas. This alternative

energy source supplies 1.7% of the world’s renewable energy in 2018, with a growing trend

of 11.5% per year [1]. In addition, the current energy supplied by anaerobic digestion

represents only 6.1% of the total energy that could be generated from organic wastes [2].

Thus, biogas has a unexplored potential that could increase energy supply and reduce

greenhouse gas (GHG) emissions by treating the organic fraction of solid wastes and

wastewater. The production and usage of biogas could improve the overall efficiency of

different economic sectors by offering new products derived from methane (e.g., hydrogen

and natural gas substitute).

Biogas is a flexible source of renewable energy that can provide electricity continuously,

store energy or supply methane for several purposes. Although there are different options

to produce methane (e.g., gasification and methanation), anaerobic digestion is the leading

technology for renewable methane generation in the present moment [2]. Thus, biogas

has special features that complements other energy sources (renewable and fossil derived)

and could be used to solve modern problems in the energy sector.

Biogas has difficult obstacles to surpass in order to attain its full potential. Since biogas

can be produced from multiple sources for different purposes, each scenario presents some

particularities. For instance, a successful case for a company or country may not be

reproducible in a different environment if not carefully examined. Analogously, equipment

for natural gas applications and traditional waste management may not be optimized for

biogas systems, energy integration and distributed generation. Thus, a large potential

for renewable energy may remain as non-viable opportunities without the development of

novel systems for biogas production and usage.

Lastly, as any other renewable energy source, biogas also generates specialized jobs and

opens new opportunities for entrepreneurship that create positive social impacts, such as

those proposed by the circular economy.
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1.1 The development of biogas in Brazil

A recent report indicates that electricity is the main end-use of biogas in Brazil (73%),

followed by heat (8%), biomethane (19%) and mechanical energy (0.1%)[3]. Figures 1.1

and 1.2 show the historical data for biogas production and installed capacity of power

generation according to data published by CIBIOGÁS [4] and the Brazilian Electricity

Regulatory Agency (ANEEL) [5], respectively. Biogas production has been exponentially

rising since 2015 (approx. 23% p.a.) and reached an installed capacity of 270 MW

(electricity) in 2020.

Figure 1.1: Yearly biogas production in Brazil from 2003 to 2020
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Figure 1.2: Installed capacity of power generation using biogas by year and feedstock
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It can be observed that the municipal solid waste is responsible for the majority of

power generation capacity. This can be explained by the relatively low costs of produc-
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ing biogas in landfills [2] and the establishment of the clean development mechanism by

the United Nations. Thus, landfills can achieve lower electricity costs since they receive

financial compensation to dispose solid wastes and to avoid methane emissions. In addi-

tion, landfills receive huge amounts of organic matter regularly and, therefore, rarely have

problems with fluctuations in biogas production.

The distributed generation using biogas has been growing exponentially since a 2015

update in the net-metering program [6, 7], as it can be observed in Fig. 1.3. This

new regulation permits a reduction in the electricity bill of energy producers (<5 MW)

in proportion to the amount of power they provided to the grid. Since the electricity

prices have been rising in the last few years, as illustrated in Fig. 1.4 [8], the distributed

generation has become more attractive regarding economic aspects.

Figure 1.3: Installed capacity of power generation using biogas by year and type
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Figure 1.4: Average electricity prices in Brazil from 2012 to 2020
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The open data of ANEEL [5], illustrated in Fig. 1.5, also shows that the majority of
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biogas projects have an installed capacity between 50 and 100 kW. This pattern could be

assigned to two main factors: the distribution of organic residues and the net-metering

system. Although a smaller unit may incur in higher specific prices due to the economy

of scale [2], feedstock may only be available at limited quantities or at low concentrations.

Moreover, even if there is potential for large biogas production, the financial compensation

in the net-metering system is restricted by the electricity consumption of the producer.

Thus, investing in a large unit may only be viable for dedicated power plants, which

requires large capital investments and may have lower economic returns (electricity prices

are more competitive). On the other hand, there is a lack of efficient options for power

generation below 50 kW using conventional technologies (e.g., internal combustion engines

or micro turbines). For instance, Figure 1.6 shows the efficiency of internal combustion

engines and micro-turbines by installed capacity for comparison.

Figure 1.5: Power generation units using biogas by installed capacity, feedstock source

and type

Power plant Distributed generationType100101102103104

Installed
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y (kW) Agriculture wasteAgroindustrialForestMunicipal solid waste
Source: [5]

Although the majority of biogas plants are small (<100 kW), as shown in Fig. 1.5, the

main fraction of power generation can be attributed to large units (>5 MNm3/year) [3].

Figures 1.7 and 1.8 also depict this distribution according to data reported by CIBIOGÁS

[3].

1.1.1 The potential of biogas production in Brazil

The Brazilian Energy Research Office (EPE) estimates that the conversion of organic

wastes from agriculture, livestock and cities in Brazil could provide approximately 75.7

million toe of energy in 2019 [14]. This represents a potential of 25.1 GW of electricity,

which is approximately 80 times higher than the current scenario shown in Fig.1.3. Figure

1.9 illustrates the assessment of biogas potential by source and shows that the most
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Figure 1.6: Efficiency of internal combustion engines (ICE) and micro-turbines
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Figure 1.7: Distribution of total biogas production and production units grouped by scale
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Figure 1.8: Distribution of total biogas production and production units grouped by end-

use
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promising feedstocks are wastes from maize, cattle livestock, sugarcane and municipal

solid waste.

Figure 1.9: Biogas potential using wastes from agriculture, livestock and cities

0 5 10 15 20 25

Maize

Sugarcane

Soybean

Cattle

Urban

Poultry
Rice

Swine
Cotton
Wheat

Cassava
Bean

18.84

12.66

11.22

13.93

11.65

3.38
1.22
0.91
0.76
0.75
0.36
6 · 10−2

Available energy capacity (Mtoe)

S
ou

rc
e

Source: [14]

It is important to highlight that the major sources of organic wastes in Fig. 1.9 do not

correspond with the main feedstock used for electricity generation of Fig. 1.2. There is

a number of reasons which could explain such contrast between potential and installed

capacity. For instance, the seasonality of annual crops may affect the quantity of wastes

available along the year and large storage capacities may be necessary to maintain constant

operation of biogas plants. In addition, the predominant model of agriculture and cattle

farming in Brazil uses extensive areas of land, which difficult the collection of wastes

for energy purposes. These characteristics, seasonality and dispersion, may increase the

costs and financial risks of using agriculture and livestock wastes, which diminishes the

investment interest in these areas. Organic wastes can also be used for other purposes

such as animal feeding and land fertilizer, which may be more economic attractive end-

use. In addition, in several agriculture applications, it is usual to dispose crop wastes in

the cultivated land to recover a portion of the macro-nutrients taken from the land by

the crops. Thus, the total amount of crop wastes available for biogas production may be

restricted by the balance of soil nutrients.

Data reported by CIBIOGÁS [4] indicate that agriculture wastes are the main feedstock

for the majority of biogas production units, as it is shown in Fig. 1.10. However, their

share in the total volume of biogas produced is much smaller than those generated by

urban wastes and domestic wastewater.
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Figure 1.10: Distribution of biogas plants and production per feedstock source
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1.1.2 Future prospects for biogas in Brazil

The National Energy Plan 2050 [15] foresees that biogas will be responsible for the ma-

jority of technological development in the bioenergy sector in the following decades, as

illustrated in Fig. 1.11. Since biogas development in Brazil has strong correlations with

public policies, it is fair to assume that government influence can drive future trends. In

recent years, the major novelty in the Brazilian national police for renewable energy is the

RenovaBio program, which compensates biofuel producers with decarbonization credits

(CBIOs). The biofuel producer receives credits based on the quantity of energy supplied

and a fuel score according to a life-cycle analysis.

Figure 1.11: Future technological developments related to biomass energy
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In this system, biomethane production using biogas can attain one of the highest scores

of energy-environmental efficiency (NEEA), as it is shown in Fig. 1.12. The score aims to

estimate the emissions avoided compared with fossil fuels consumption, therefore biofuels

with higher scores receive more credits. The high performance of biomethane can be

explained by the low GHG emissions of biogas production and usage in comparison with

diesel and natural gas. In 2020, only 8 biogas plants (1% of the total number of biogas

plants) have reported to produce biomethane as their main product, which is estimated

to represent 19% of the total biogas production in Brazil [3]. According to the Brazilian
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Ministry of Science, Technology, Innovation and Communication (MCTIC), the devel-

opment of biofuel production from biogas requires the development and optimization of

technologies and industrial processes [16].

Recently the Brazilian government approved a new legislation for the natural gas market

(PL 4476/20), which aims to increase flexibility and competitiveness in the sector [17].

According to the Brazilian Biogas Association (ABIOGÁS), the possible benefits for the

natural gas commercialization would also be applicable to the biomethane derived from

biogas [18]. Thus, it is possible that these changes could indirectly promote new business

focused on commercializing biomethane for the grid or the industry.

Figure 1.12: Box plot of energy-environmental efficiency (NEEA)for biofuel producers and

importers for each biofuel
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1.1.3 Major criticisms of biogas

The total energy that could be produced from biogas is usually assessed to be much lower

than other biomass sources. For instance, the installed capacity for electricity generation

from biomass in Brazil in 2021 is approximately 15.7 GW, in which biogas power plants

represent less than 2% [20]. A similar argument could be made for biofuel production,

in which one may argue that only a small fraction of the current consumption could

be replaced using biogas derivatives. For instance, the International Agency of Energy

estimates that the total biogas potential could supply 20% of the global natural gas

consumption [2]. However, a recent study of EPE [14] indicates that the energy potential

of biogas in Brazil is approximately 75.7 Mtoe, more than double the internal energy offer

of natural gas in 2019 (35.9 Mtoe) [21]. It is important to highlight that these studies

only consider the biogas derived from wastes and not energy crops (e.g., maize, sugarcane,
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wood), which are currently the major sources of biomass energy.

This observation leads to a recurring problem in biogas literature: the uncertainties of

biogas production and potential. Since data of composition and biodegradability may be

unknown or widely variable, the estimation of biogas potential usually relies on average

conversion factors or generalized assumptions. Biogas production is very sensitive to the

constitution of organic waste and operational parameters, therefore it is very common to

find differences between predictions and experimental values.

Lastly, it is important to highlight that biogas production is not the only option to reuse

organic wastes. In fact, the production of animal rations and organic fertilizers competes

with biogas production for some feedstocks with excellent qualities. For example, poultry

litter is used as nitrogen source for organic fertilizers despite having a high potential for

methane production. Another example is the use of distillers grains, which are byproducts

of ethanol production in biofuel plants and brewers, as animal ration. Thus, although

biogas production could benefit from using certain organic wastes, this practice could

affect established practices on agriculture and industry. A similar criticism can be made

for using energy crops for biogas production. This could greatly increase the potential

of this energy source and solve several operational problems (e.g., reliability, feedstock

supply), but requires fertile land that could be used for other practices.

1.2 Hydrogen market expectations

Hydrogen gas has been promoted as a global energy vector in the last decades, a future

scenario often described as the hydrogen economy. Recently, research interest in hydrogen

has been resurged due to concerns about grid stability and carbon emissions from different

sectors (e.g., iron and steel, chemicals, transportation) [22]. For instance, the surplus

electricity produced from renewable sources could be stored as hydrogen and reused on

demand or as fuel for transportation sectors in which electrification may be inefficient

(e.g., ships, trucks and airplanes). Today, hydrogen is mostly produced from natural gas

for ammonia production and oil refining. Since biogas is the leading source of renewable

methane in the world, anaerobic digestion can contribute for green hydrogen production

with minor changes to existing infrastructure and technology.

The hydrogen transition from chemical input to energy vector will require the devel-

opment of efficient systems of fuel cells and electrolyzers. These technologies can also

be used in biogas plants to increase efficiency of power generation, especially at small

scales, produce hydrogen or increase methane production by using methanation. For ex-

ample, hydrogen can be used to convert carbon dioxide into methane using chemical or

biological catalysts [23]. Thus, research advances in these technologies could promote new
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opportunities for biogas plants increase their efficiency and economic revenues.

1.3 Objectives

Biogas has an enormous potential for distributed energy production and technological

development to be explored in the near future. The development of biogas systems can

increase the sustainability, efficiency and economic profitability of agriculture, industry

and wastewater treatment. Today, landfills are responsible for the majority of biogas pro-

duction in Brazil, while the distributed generation at small scales (< 100 kW) is the most

common type of biogas plant. However, the lack of efficient conversion systems at micro-

scale (< 50 kW) combined with the seasonality and distributed nature of organic residues

may be significant barriers for new biogas businesses. On the other hand, recent pub-

lic policies supporting renewable methane and the development of hydrogen technologies

may promote new opportunities for biofuel production and efficient electricity generation

using biogas.

Based on the current scenario, the research of efficient systems for biogas conversion

into power and biofuels on small and distributed scales will play an important role to

overcome technological challenges. One promising option is the use of fuel cell systems

fueled with biogas, since they are able to achieve higher efficiencies at small scales and

produce hydrogen as a byproduct. For instance, the co-production of electricity, heat,

methane or hydrogen may increase the efficiency of biogas conversion and end-use, while

providing by-products for different markets. Thus, the general objective of this thesis is

to develop a systematic framework to simulate and optimize different configurations of

biogas systems for electricity and biofuel production. In specific, this research will focus

on fuel cell systems to achieve high power conversion efficiencies and flexible hydrogen

production, as well as, conventional biomethane production using CO2 separation. In this

way, it is intended to analyze and propose optimal designs in the technical, economic and

environmental perspectives.

1.3.1 Specific objectives

• Develop a thermodynamic model (mass, energy and entropy) of power plants using

fuel cells working with biogas, embracing different configurations, feedstock and

products.

• Analyze the economic and environmental costs of the possible systems, as well as

the relationship between these parameters and the efficiency of the thermodynamic

processes involved.
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• Build the framework to link optimization algorithms with the studied problems,

in order to determine optimal relationships between the selected thermodynamic,

economic and environmental parameters.

• Evaluate how uncertainties in the biogas production and in the economic scenario

could influence design choices and optimal operation.

1.4 Outline

This thesis is organized into four major parts: introduction & objectives, theoretical

background & methods, analysis & results and conclusions. Figure 1.13 depicts a graphical

outline of this thesis. The following chapters 2 to 4 present the theoretical background of

the processes and methods that are studied in this thesis. They provide an introduction

to the subjects of biogas (chapter 2), methane reforming, fuel cells (chapter 3) and process

design and analysis (chapter 4). Next, chapters 5 to 7 discuss the major novelties of this

research compared with the established literature. These analysis can be divided into

two minor categories: macro analysis (chapter 5) and system level analysis (chapters 6

and 7). The first group is more focused on the comparison of different production routes,

while the second group is dedicated to design and optimize fuel cells systems working with

biogas. Finally, chapter 8 summarizes the main results of this thesis and chapter 9 discuss

the main conclusions and achievements of this research work and includes suggestions for

future works in this research area.
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Figure 1.13: Graphical outline of this thesis
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2 Biogas fundamentals

Biomass conversion by anaerobic digestion is a promising alternative to provide renewable

energy with relatively low energy consumption. Besides the potential to upgrade organic

residues, this process can also reduce greenhouse gas emissions in waste management and

produce an alternative fertilizer from the digestate. In general, the main challenges of

biomass digestion projects are the low energy density of organic wastes and the economic

viability of biogas production. Moreover, in the small and distributed production scale,

the efficiency of conventional cogeneration systems may be still significantly limited. Thus,

the development of techniques to improve productivity and economic return of products

derived from biogas are essential to increase the renewable energy offer from biomass

digestion. In view of these remarkable advantages, this chapter focuses on a critical review

of the biomass digestion and biogas conversion technologies, as well as their underlying

theoretical principles.

2.1 Overview

In this thesis, a facility that produces biogas and converts it to electricity and/or biofuels

is called a biogas plant. The conventional design of these units can be divided into five

major processes, as shown in Fig. 2.1.

Figure 2.1: Processes in a conventional biogas plant
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The feedstock pretreatment prepares the organic residues to be more easily converted

into biogas. For instance, depending on the local legislations and waste source, it is

necessary to disinfect, grind, correct the pH or dilute the feedstock. Next, chemical

reactors partially convert organic substances into biogas through anaerobic digestion.

This process also produces more bacteria and reduces the organic load of wastewaters

and residues. Since biogas naturally contains impurities that could damage or reduce the

efficiency of downstream equipment, separation processes are used to remove H2O, H2S,

siloxanes, among others substances. Finally, biogas is converted into other products such

as heat, electricity and biofuels, while a portion of biogas energy may be recovered to

meet certain demands of the internal process in the biogas plant.

It is important to highlight that the organic feedstock properties (e.g., temperature,

pH, solids concentration) and biogas composition may significantly alter the plant design.

2.2 Anaerobic digestion

Biogas is a gaseous mixture of methane, carbon dioxide and other contaminants (e.g.,

water, hydrogen sulfide, siloxanes, ammonia and air) produced by the anaerobic digestion

of organic material. This process naturally occurs in the absence of oxygen and consists in

the degradation of organic material catalyzed by different bacteria groups. As described in

Fig. 2.2, anaerobic digestion can be divided into five major conversion steps: hydrolysis,

acidogenesis, acetogenesis, methanogenesis and sulfate reduction.

Figure 2.2: A simplified diagram of anaerobic digestion
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Solid biomass is a complex organic material that can be converted into simple organic

components (e.g., sugars, long-chain fatty acids and amino acids) by hydrolysis. This
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process is catalyzed by exoenzymes produced by bacteria and may achieve different degrees

of conversion depending on the substrate. For instance, lignocellulose and lignin are

examples of recalcitrant organic material in anaerobic digestion reactors due to their

strong molecular bonds [24]. Next, the acidogenesis bacteria converts the dissolved organic

molecules into short chained acids (e.g., acetic, propionic and butyric acids), carbonate

and hydrogen.

Acetate, hydrogen and carbonate are produced from these intermediary organic sub-

stances in a process called acetogenesis. These products are the main substrates for

methanogenesis, the process of methane synthesis. The acetogenesis and methanogenesis

bacteria groups are strongly connected by the hydrogen concentration. For example, if the

methanogenesis process is disturbed, hydrogen concentration increases and inhibits the

acetogenesis bacteria, which causes an accumulation of organic acids [25]. On the other

hand, sulfur reduction is a process that competes with methanogenesis for substrates to

produce hydrogen sulfide (H2S). Hydrogen sulfide can decrease the biogas production,

while the high concentration of sulfur can inhibit other bacteria groups [26]. This alter-

native conversion step is especially important for industrial wastewater, which can contain

high concentrations of sulfur components.

In sum, anaerobic digestion converts biomass into biogas, intermediary organic com-

ponents (e.g., organic acids, sugars, amino acids, long-chain fatty acids and inert) and

bacteria biomass. Moreover, this process reduces the concentration of organic pollutants

(e.g., chemical and biological oxygen demand) and can neutralize the pH of the effluent.

However, anaerobic digestion depends on the symbiotic interaction between different bac-

teria groups, which may be disturbed by the environment, i.e. operating conditions of

the diverse components of the biogas plant. Anaerobic reactors are usually designed to

enhance the methanogenesis process, since it develops a key role in hydrogen equilibrium

and are quite sensitive to environmental changes [27].

2.2.1 Environmental requirements

Anaerobic digestion has certain requirements to develop and sustain an operation at

stable conditions. These conditions are directly related with the growth and death of

the bacteria groups previously mentioned. As the name of the process implies, there

should be an absence of oxygen to avoid the death of anaerobic organisms. Although

some bacteria present in anaerobic digestion may be facultative anaerobes, the process

can not be developed with significant concentrations of oxygen.

The bacteria growth and death rate are dependent on the reactor temperature. Since

this relationship may vary for each species, the anaerobic digestion has three different

temperature ranges with optimal growth conditions: psychrophilic (4-15 ◦C), mesophilic
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(20-40 ◦C) and thermophilic (45-70 ◦C) [25]. In theory, the higher temperature ranges

provide higher bacteria growth rates and, consequently, higher rates of biogas and sludge

production. However, the operation at higher temperatures leads to higher energy con-

sumption and less stability, since there are fewer bacteria species that can withstand

high temperatures [27]. Thus, the mesophilic temperature range is the usual operation

condition for anaerobic digestion reactors.

Bacteria biomass is composed of several chemical elements, thus it is expected that

these elements are required as nutrients to their growth. In general, important nutrients

are carbon, nitrogen, phosphor, sulfur, potassium, calcium and magnesium. The propor-

tion of recommended nutrients varies depending on the source, since the composition of

bacteria varies and experiments are subjected to uncertainties. As an example for the

main nutrients, a mass ratio of 500-1000 C : 15-20 N : 5 P : 3 S is considered sufficient

for anaerobic digestion [28].

The pH influences the bacteria cell homeostasis and the dissociation equilibrium of acids

and bases, which directly and indirectly affect the anaerobic digestion. For instance,

hydrolysis and acidogenesis bacteria are more active in relatively low pH (5-6), while

methanogenesis bacteria develop strictly in pH close to neutral (7) [27]. Thus, in practice,

the pH in anaerobic reactors is controlled to be maintained at neutral with a chemical

supplement (e.g., CaO, CaOH, NaOH), or by recycling the effluent. In this last scenario,

the anaerobic digestion increases the bicarbonate (HCO3
–) concentration by decomposing

organic material [26].

The majority of toxic inhibitions in anaerobic digestion are associated with acids or

bases and, thus, are indirectly related with the pH. The main examples are undissoci-

ated acids (e.g., acetic, butyric and propionic acids), dissociated hydrogen sulfide (HS–)

and ammonia (NH3). The concentration equilibrium of these substances is highly de-

pendent on the pH value, thus a small variation in pH can lead to significant changes

in the anaerobic digestion. Other reported toxic materials are heavy metals (e.g., lead,

cadmium, copper, zinc) and complex substances found in wastes from specific areas, such

as disinfectants, antibiotics and pesticides.

2.2.2 Modelling methods

From the energy perspective, the methane production per unit of organic material, methane

yield (MY), is the most important variable in anaerobic digestion since it is directly pro-

portional to power or biofuel production. Thus, it is important to determine the theoreti-

cal limits of biomass conversion based on its general characteristics to design and evaluate

biogas production plants.

In wastewater treatment, the total solids are all substances derived from wastewater
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after water removal (dried wastewater). These solids can be classified depending on if they

can be filtered (suspended or dissolved) or ignited at 500 ◦C (volatile or fixed). Since there

is no simple test to verify if a solid has organic components, it is usual to assume that the

solids that can be ignited at 500 ◦C, the volatile solids (VS), are organic substances [29].

Thus, these classifications are directly linked with the availability of organic material for

anaerobic digestion.

Another approach to the classification of wastewater quality is the concentration of

oxygen demand, which is the quantity of oxygen necessary to oxidize the wastewater un-

der certain conditions. There are two types of oxygen demand measurements: chemical

(COD) and biological (BOD). The first uses potassium dichromate (K2Cr2O7), while the

second uses microorganisms to oxidize the wastewater. In general, COD values are higher

than BOD because potassium dichromate can oxidize complex organic material that mi-

croorganisms would take a long time to convert. Thus, COD is an indirect measurement

of the total organic concentration, while BOD represents the easily digestible fraction

of biomass present in wastewater. Moreover, based on the definition of COD, it is also

possible to derive a theoretical oxygen demand (ThOD) for a generic organic substance

(CcHhOoNnSs), as described in the Eqs. (2.1) and (2.2) [30].
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− 3n

4
+ 1.5s
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(2.2)

The chemical oxygen demand (COD) is the theoretical basis for most anaerobic diges-

tion models, since it is commonly agreed that COD is conservative for ideal anaerobic

processes. This assumption allows us to determine the theoretical limit of conversion of

biomass to methane, since methane (CH4) ideally would correspond to 64 g of O2/mol

of CH4. Thus, by converting the units with the ideal gas law, the maximum methane

yield is approximately 0.35 Nm3/kg of COD. It is also possible to extend the analysis to

common organic substances in order to evaluate the theoretical yield of different groups.

For instance, Figure 2.3 shows the specific methane yield (Nm3 of CH4/kg of biomass)

per carbon fraction (kg of C/kg of biomass) of the major organic substances present in

anaerobic digestion. The overall trend shows that organic matter with high concentration

of carbon has a higher specific methane yield.

It is important to highlight that, especially for anaerobic digestion, biomass is often

available at high moisture content or significantly diluted. Thus, the maximum specific
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Figure 2.3: Theoretical results of specific methane yield per carbon fraction
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methane production can be significantly lower in total mass basis depending on the hu-

midity, as it can be observed in Fig. 2.4. In this figure, the average values of theoretical

methane yields reported in Fig. 2.3 for sugars, amino acids and long chain fatty acids

are assumed. These results are in accordance with values reported by Jende, et al. [31]

for methane yields of carbohydrates, proteins and fats. In addition, as it can be deduced

from Fig. 2.2, COD can not be totally converted into methane, since at least a por-

tion of the organic material has to be converted into bacteria biomass and intermediary

compounds (e.g., acids, sugar, amino acids). Moreover, a significant fraction of organic

matter in anaerobic reactors has a slow conversion or is difficult to hydrolyze (e.g., cellu-

lose, hemicellulose, lignin). Thus, the actual biogas production of a certain feedstock is

only a fraction of its theoretical methane yield.

Figure 2.4: Effect of the humidity in the maximum specific methane production
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Feedstock supply and production scale

A feedstock can be classified by its origin (e.g., industrial, agriculture, etc.), by its proper-

ties (e.g., percentage of solids, concentration of organic compounds) or by its productivity

(e.g., methane or biogas yield). In theory, any organic substance or mixture could be used

to produce biogas via anaerobic digestion under the suitable conditions. In practice, the

organic wastes from agriculture, livestock, industries and cities are the main sources of

feedstock for anaerobic digestion. These options are usually available free of charge or

with negative costs (e.g., waste disposal in landfills) and their conversion may incur into

other benefits or revenues (e.g., energy, fertilizer, irrigation).

Differently from fossil fuel resources, biomass is a seasonal product and wastes have a

variable production and quality. Uncontrolled changes in quality and quantity of organic

material are not ideal for operation of anaerobic reactors. These uncertainties could lead

to reductions on methane production, frequent start-ups and partial load inefficiencies

[32].

In order to overcome this issue and to achieve a constant supply of feedstock, it is

common to use materials from different sources (co-digestion) and, if possible, with high

specific methane production (e.g., energy crops and industrial wastes). Besides the reduc-

tion of uncertainties, this practice can also enhance nutrient proportions (C:N:P:S) and

increase the reactor specific production (Nm3 of CH4/m3 of reactor) providing higher

economic return.

Table 2.1 shows the biogas and methane yield for different feedstock used in anaerobic

digestion. It is important to notice that the reported values of methane yield for a

feedstock type may vary due to the concentration of water or organic solids (volatile

solids). For instance, the methane yields presented in Table 2.1 are relatively lower than

most theoretical values presented in Fig. 2.3. The main reason for these differences

is the high humidity of these feedstock, as previously exemplified in Fig. 2.4. Other

losses can be traced back to the organic fraction in total solids and the production of

intermediary substances in anaerobic digestion (e.g., bacteria, volatile acids). Moreover,

the experimental conditions for each reference source may not be equal, thus average

values of methane yield should be always verified.

Since most feedstock have a low specific production of methane, a significant amount

of wastes is necessary to achieve high biogas production rates. Thus, in general, biogas

plants rely on different feedstock sources (e.g., co-digestion and centralized plants) to

achieve high and stable energy production.
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Table 2.1: Average methane yield of some common feedstock

Feedstock Organic solids Average CH4 yield Sources

(% wet mass) (Nm3/kgos) (Nm3/twet)

Cattle slurry 6.3-8.0 0.15-0.21 9.6-16.8 [33, 27, 34, 35]

Poultry manure 16.0-30.0 0.28-0.31 48.0-91.6 [33, 27, 36]

Pig slurry 2.9-6.0 0.25-0.35 9.9-15.0 [33, 27, 36]

Maize silage 31.4-32.2 0.25-0.34 80.8-106.6 [27, 31]

Municipal solid waste 19.3-36.1 0.19-0.33 63.2-68.6 [31, 37]

Influence of operational variables in methane production

As it may be expected, the production rate of methane is directly related with the amount

of biomass available for anaerobic digestion. Thus, the concentration of organic substances

and their residence time are important variables in the operation of anaerobic reactors.

The first parameter is usually given by the concentration of volatile solids (g of volatile

solids/m3) or the chemical oxygen demand (kg of O2/m
3), while the second one is rep-

resented by the hydraulic retention time (HRT). The hydraulic retention time (HRT),

Eq. (2.3), is the ratio of the reactor volume (Vreactor) per volumetric flow rate of wastes

entering the reactor (V̇in).

HRT =
Vreactor

V̇in
(2.3)

Although higher production rates of methane can be achieved with higher influent

flow rate, the specific methane yield tends to decrease at low HRT. Figures 2.5 and 2.6

illustrates the influence of HRT and COD in the methane production per organic load

(methane yield, Nm3/kgO2) and per reactor volume (volumetric yield, Nm3/(d.m3
reactor)).

As it can be observed, high HRT values can produce more methane from a fixed feedstock

source, but this limits the volumetric flow rate of influent and reduces the volumetric yield.

On the other hand, higher COD concentrations favors both methane and volumetric yields.

Bacteria have a limited rate of conversion of biomass that is proportional to their con-

centration, which has a maximum value depending on the reactor design [38]. Therefore,

for high flow rates, the existing bacteria may not be sufficient to convert all degradable or-

ganic substances. This can also occur for sudden increases in the feedstock concentration,

which may lead to a disturbance in the equilibrium of acidogenesis and methanogenesis.

In drastic situations, the biogas production can be diminished and a reconditioning time

may be necessary.

Thus, since the reaction rates are proportional to the concentration of bacteria, some

anaerobic reactors with continuous operation are designed for maximum retention of bac-
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Figure 2.5: Influence of HRT and COD on methane yield (MY) for vinasse anaerobic

digestion at 35 ◦C, 1.01 bar, pH 7.0 and 0.05 gSO4
2– /gO2
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Figure 2.6: Influence of HRT and COD on volumetric yield (VY) for vinasse anaerobic

digestion at 35 ◦C, 1.01 bar, pH 7.0 and 0.05 gSO4
2– /gO2
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teria biomass (e.g. UASB). The simplest approach to model the rate of a reaction cat-

alyzed by bacteria is to use the Monod equation, as described in Eq. (2.4). The Monod

equation estimates the reaction rate of a reaction catalyzed by bacteria (r) based on a

constant reaction rate (µ), a half velocity constant (Ks) and the concentrations of bacteria

(Zx) and substrate (Zs). The effect of bacteria biomass concentration (ZX) is illustrated
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in Fig. 2.7 using the Monod equation, Eq. (2.4), and data reported by Rosen and Jepps-

son [39] (µ = 8 d−1 and KS = 0.15 kgCOD.m−3). It is important to notice that an increase

in solids retention may lead to a reduction in the reactor useful volume and, consequently,

reduce the hydraulic retention time. Thus, the concentration of bacteria biomass can not

provide an unlimited increase in the reaction rate, as the Figure 2.7 may suggest.

Figure 2.7: Reaction rate of acetate conversion for different concentrations of bacteria

(ZX) (Eq. 2.4)
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r = µ
ZS

Ks + ZS
ZX (2.4)

Another design choice for anaerobic reactors related with the kinetics of anaerobic

digestion is the temperature (T). For instance, high temperatures have higher rates of

conversion for chemical, biological and physical processes (as it can be demonstrated by

the Arrhenius equation). However, the bacteria are quite sensitive to temperature changes

and have narrow intervals with high growth rate. Figure 2.8 illustrates the results from

a mathematical model, Eq. (2.5), validated by Zwietering, et al. [40] for Lactobacillus

plantarum. As previously mentioned, this pattern can be explained by the competitiveness

between bacteria growth and decay; growth is the dominant behavior for relatively lower

temperatures, while bacteria decay is dominant at high temperatures.

µ = 0.041 (T − 277)2 (1− e0.161(T−317)
)

(2.5)

Thus, the reactor thermal insulation and heat management directly impacts the pro-

duction rate of biogas. Higher temperatures are able to increase the productivity of biogas

production and reduce the specific costs of the reactor, but it also requires more energy

for its operation. Thus, in most cases the mesophilic temperature range (20-40 ◦C) is

employed in commercial applications.
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Figure 2.8: Example of temperature influence in the bacteria growth (Eq. 2.5)
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Modelling anaerobic reactors

Anaerobic digestion is a relatively difficult process to model due to the variability of

organic feedstock and the several reactions involved in the process. The simplest approach,

Eq. (2.6), is to assume an average methane yield (MY), as presented in Table 2.1, and

estimate the methane production (V̇CH4) as linearly proportional to the flow rate of wastes

(V̇in) and its concentration (Zs) [27]. This type of model can be used to grossly estimate

the minimum amount of organic feedstock required for an specific methane production.

However, since the average methane yields reported in literature may significantly vary

according to the source, the methane production may be imprecise.

V̇CH4 = V̇inZ
SMY (2.6)

A generic approach to model anaerobic digestion can be obtained based on the COD

(CODin) and theoretical maximum methane yield (MYmax = 0.35 Nm3/kg of O2), as

shown in Eq. (2.7). In practical applications, only a fraction of the total COD present

in wastewater is converted into methane, therefore values obtained from Eq. (2.7) can

only determine an upper limit for methane production (VCH4,max). Figure 2.9 illustrates

an example of COD balance for anaerobic digestion. The methane production calculated

from Eq. (2.7) can be partially corrected by considering the efficiency of COD removal

(ηCOD), described by Eqs. (2.8) to (2.9). However, it is important to highlight that the

difference between the influent and effluent COD concentrations (CODin and CODout,

respectively) may not reflect the actual COD removed from the wastewater, because

organic substances can accumulate (and/or decay) in the anaerobic reactor (e.g. solids
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retention).

V̇CH4,max = V̇inCODinMYmax (2.7)

Figure 2.9: COD balance for anaerobic digestion of vinasse (COD = 40 gO2/m3 and 0.05

gSO4
2– /gO2) at 35 ◦C, 1.01 bar, pH 7.0 and HRT= 5 d
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Source: [41]

MY = MYmaxηCOD (2.8)

ηCOD =

(
CODin − CODout

CODin

)
(2.9)

Equations (2.7) to (2.9) are very useful because their variables are widely reported in the

literature. However, the design and control of anaerobic digestion reactors often requires

more information about the effect of the reactor dimensions and operational variables in

the mass balance. In these cases it is possible to use a generic kinetic model to describe

anaerobic digestion. The most widely accepted model is the Anaerobic Digestion Model

N◦1 (ADM1), which consists of 19 reactions (hydrolysis, acidogenesis, acetogenesis and

methanogenesis) and 32 main variables [25]. Equations (2.10) to (2.13) exemplify the use

of the ADM1 to model a perfectly mixed reactor, as illustrated in Figure 2.10, assuming

liquid-gas phase equilibrium. Differently from conventional reactors, the balances and

stoichiometric coefficients of ADM1 are written in COD basis for organic substances and

the reaction rate is described by an Monod equation. In addition, inhibitions from pH,

NH3 and organic acids influence the reaction rate. Figure 2.11 illustrates the ADM1 results

of methane production for the anaerobic digestion of sugarcane vinasse, a wastewater from

ethanol distillation.

dZi
dt

= (Zin,i − Zliq,i)
V̇liq
Vliq
− Zgas,i

V̇gas
Vgas

+
∑
j

νi,jrj (2.10)
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Figure 2.10: ADM1 model assuming perfectly mixed reactor
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)
(2.11)

ρi = kLa (Zi −KH,iZgas,iRT ) for i ∈ {H2, CH4, CO2} (2.12)

rj =

µjZ
X
j for j ∈ hydrolysis, decay and disintegration

µj
ZSj

KS,j+Z
S
j
ZX
j Ij otherwise (acid., acet. and methanogenesis)

(2.13)

In which,

Zin,i, Zliq,i and Zgas,i: concentration of substance “i” in inlet, liquid outlet and gas

outlet [kg of O2/m3 or kmol/m3];

Vliq and Vgas: volume of the liquid and gas phases in the reactor [m3];

νi,j: calibrated coefficient for substance “i” and reaction “j” [-];

R: universal gas constant, 8.3145 [J/mol.K];

P and PH2O: total pressure and partial pressure of water [bar];

kLa: coefficient of gas-liquid transfer (1/d);

KH,i: Henry’s law equilibrium constant for substance “i” in water (kmol/m3.bar);

Ij: inhibition factor for reaction “j” [25].

The ADM1 can model the dynamic response of anaerobic digestion to feedstock vari-

ations, such as changes in flow rate, concentration, pH or temperature. Moreover, the

composition of biogas and effluent can be estimated in detail (e.g., composition and con-

centration). However, this model approach requires calibration for each waste/wastewater,

since there are a large number of model parameters. Calibrated model parameters and

data to validate models may not be widely available in the literature.
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Figure 2.11: Comparison between ADM1 and experimental results
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2.2.3 Process improvements

The most simple and effective optimization technique for methane production using anaer-

obic digestion is to control the quality of the feedstock. As it was exemplified in the

previous sections, the feedstock composition determines the maximum methane produc-

tion and its humidity is inversely proportional to the reactor productivity. For instance,

increasing the concentration of organic substances or feedstock pretreatment can greatly

improve the methane production of an anaerobic reactor, as previously shown in Fig. 2.4.

In addition, maintaining a specific ratio of macronutrients (e.g., C, N, S, P) and avoid-

ing inhibitory substances (e.g. NH4
+, SO4

–2, organic acids) or operational parameters

(e.g., too low or too high temperature) are essential to maximize bacteria growth and,

consequently, the reaction rate.

If the quality of the feedstock can not be improved, the anaerobic reactor size can be op-

timized to reduce methane production costs. High hydraulic retention times can improve

the efficiency of methane conversion, but at a certain point this benefit is outweighed by

the reactor costs, as in many other equipment. Figure 2.12 illustrates the impact of the

hydraulic retention time in the electricity costs and exergy efficiency of a biogas plant,

derived from the results of an ADM1 model [42]. As it can be observed, the minimal spe-

cific costs are close to the inflexion point in the methane yield, since after this point the

changes in MY are relatively small. In practice, anaerobic reactors are usually oversized

to favor stability of methane conversion, since feedstock quality or quantity can vary over

time.

Another improvement opportunity is to recover or repurpose the effluent derived from

anaerobic digestion, called digestate. Anaerobic digestion can not convert complex or-

ganic molecules which may represent a significant portion of the wastewater exergy. For
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Figure 2.12: Effect of hydraulic retention time and concentration in methane specific cost
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example, Figure 2.13 shows the results observed by Nogueira Nakashima et al. [43] for the

exergy balance of anaerobic digestion. In order to avoid losses, the anaerobic digestion

can be operated in stages and the solid portion of the digestate can be separated and

recycled.

Figure 2.13: Exergy balance for anaerobic digestion of vinasse (sugarcane ethanol wastew-

ater)

Feed

95%

Chemicals

2%
Heat

2%

Methane

40%

Effluent

48%

Power

3%

Source: [43]

Lastly, anaerobic digestion can also be integrated with other processes to improve heat

management. In general, anaerobic digestion requires energy to operate at mild tempera-

tures which has to be supplied from another process. Heat is usually supplied by the power

conversion process through cogeneration, but other integrations with separation, hydro-

gen production or heat pumps are also possible [42]. Another type of process integration
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is the inhibition of sulfur reduction by injecting small doses of oxygen in anaerobic diges-

tion. This effectively reduces the production of H2S and acts as a gross desulfurization

process inside the anaerobic reactor [27].

2.2.4 Commercial process examples

There are several designs for anaerobic reactors with commercial application, which can

be conveniently summarized in terms of some key characteristics [38]. These features

are related to some characteristics of the feedstock (solids concentration and feeding fre-

quency), the velocity of anaerobic digestion reactions (temperature, mixing and bacteria

biomass retention) and the number of stages/phases of the process. An ideal process

would be able to continuously convert a feedstock with high concentration of solids at

elevated flow rates with high efficiency and stability. In practice, the anaerobic reac-

tor design is strongly dependent on the solids concentration in the feedstock. Table 2.2

and Figure 2.14 show a brief summary and the schematics of the main characteristics of

three very common anaerobic reactors: the continuously stirred tank reactor (CSTR), the

upflow anaerobic sludge blanket (UASB) and the anaerobic lagoons.

Table 2.2: Main features of selected anaerobic reactors

Type
Total solids content

% wet mass

Hydraulic retention

time (days)

Relative

costs

Upflow anaerobic

sludge blanket

(UASB)

<3% 0.1-5 +++

Continuous stirred

tank reactor

(CSTR)

3-20% 15-180 ++

Anaerobic lagoons 0.5-5% 30-200 +

Source: [38, 31, 44]

2.3 Biogas conversion systems

Once produced, biogas can be converted into heat, power or energy carriers, such as

methane and hydrogen. For each transformation route, the biogas composition has to

comply with the technical and legislation limits. Figure 2.16 shows some possible scenar-

ios for biogas conversion systems and required auxiliary processes. The optimal choice
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Figure 2.14: Schematics of selected anaerobic reactors
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of purification and conversion technologies is dependent on several factors related with

biogas production (e.g., quantity, quality, variation). Moreover, cost, efficiency and envi-

ronmental impact are likely to be conflicting objectives in the design optimization [43, 45].

Figure 2.16: Main conversion options for biogas
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Source: Author

It is also important to highlight that, depending on the application, other energy sources
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may be available (e.g., biomass, solar) or it may be required to provide energy for an

auxiliary process (e.g., concentration, sanitation, refrigeration) [46]. In this way, there

are several design solutions for biogas conversion and their optimization is an ongoing

research topic. Nevertheless, there are some common features and limitations for most

designs which are discussed in the following topics.

2.3.1 Biogas pretreatment

Since some substances may reduce the operational lifetime and efficiency of certain equip-

ment, biogas requires a pretreatment process to reduce their concentration. The main

impurities removed in this step are water, hydrogen sulfide and siloxanes. Other less

common examples of harmful substances are ammonia, chlorofluorocarbons (CFCs) and

volatile organic compounds (VOCs). Air and carbon dioxide can also be considered as

impurities, but their removal is not strictly necessary in most cases, since their presence

mainly affects the equipment efficiency. As it can be observed in Table 2.3, the inlet

concentration of these impurities varies with the feedstock source. Moreover, higher op-

erational temperatures can increase water and VOCs concentration in biogas, since the

gas-liquid equilibrium pressure is directly proportional to temperature.

Table 2.3: Biogas concentration ranges for different feedstock sources

Feedstock Landfill gas Sewage Agriculture Industrial

CO2 (mol%) 15-40 20-35 25-55 35-45

H2O (mol%) - sat. sat. sat.

N2 (mol%) 0-50 3.4 0-5 trace

O2 (mol%) 0-10 0.5 0-2 trace

H2S (mol%) 0-1 0-8 0.01-30 10-45

Siloxanes (mg/m3) 0-50 0-5 trace -

Ammonia (mg/m3) 0-5 trace 0-2.5 -

CFCs (mg/m3) 0-800 0 20-1000 -

Source [47] [28] [28] [48]

The selection of an adequate pretreatment technology depends on the average loading

rate (concentration x biogas flow rate) of the impurity and the target outlet concentration.

For instance, regenerative processes (e.g., physical and chemical absorption) are highly

recommended for high loading rates of impurities to reduce operational costs with chemical

inputs [48]. In the same line of reasoning, it is also common to combine two technologies,

one for gross removal and another for fine removal, to achieve low concentrations of a

certain impurity [47]. In general, the standard solution for biogas pretreatment is a
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sequence of refrigeration and adsorption (activated carbon) processes [49]. An absorption

separation system can be introduced in cases with high loading rate of impurities, such

as industrial wastewaters, to reduce operational costs.

2.3.2 Cogeneration of heat and power

The cogeneration of heat and power (CHP) is the most common option for biogas con-

version for energy purposes in Brazil [3]. The technologies available for CHP are not

different from those applied for natural gas, but the equipment is adapted to operate with

a safe level of carbon dioxide and contaminants (e.g., H2S and siloxanes) . Among the

main options for CHP, which are described in Table 2.4, the internal combustion engines

(ICEs) and microturbines are the most consolidated technologies in biogas power plants.

The first is able to reach relatively high efficiencies for power generation, while the second

is more flexible for heat cogeneration and higher tolerance of sulfur concentration in the

fuel [50].

Table 2.4: Summary of the main technologies for CHP from biogas

Characteristic Gas engine Micro-turbine Fuel cells

Power range (kW) 80-2000 30-1000 100-3000

Power efficiency (%) 36-43 26-36 42-47

Equipment cost

(USD2015/kW)
938a 1455b 3200-6500c

Installation cost

(USD2015/kW)
662a 1069b 1500-1700c

Fixed operation and

maintenance cost

(USD/kW.y)

20.00a 18.22b 332.00d

Variable operation and

maintenance cost

(USD/kWh)

0.011a 0.014b 0.045d

a based on a commercial system of 300 kW; b based on a commercial system of 250 kW;

c assumed 2500 USD/kW higher cost to operate on biogas than on hydrogen; d based on a

commercial system of 200 kW;

Source: [51, 52, 9, 10, 11, 12, 13]

ICEs and microturbines are commercially available in a wide variety of sizes and their

power generation efficiency tends to be higher for larger power generation units, as il-

lustrated in Fig. 1.6. Furthermore, as many industrial equipment, microturbines and
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ICEs also tend to have a lower specific cost ($ per installed kW) for larger units due

to the economy of scale. However, the biomass readily available might not be sufficient

to achieve the biogas production necessary for power generation at large scales. Thus,

several opportunities for power generation from agriculture and domestic wastes may not

be fully exploited due to their relatively small scale of biogas production. For instance,

while the power generation capacity of microturbines can be relatively small, the total

amount of fuel consumption is similar to gas engines because the efficiency is quite low.

In addition, the low efficiency also diminishes the expected economic return from power

generation.

In this context, fuel cells are foreseen as an interesting alternative for power generation

due to its high efficiency and modular framework. Fuel cell systems can be dimensioned to

specific biogas production flow rates, which maximizes the system availability and reduces

fuel losses that otherwise would required to be flared. These advantages, modularity and

high efficiency, could allow expand the number of distributed generation plants to lower

installed capacities (<100 kW) and increase the economic return of biogas production.

However, the capital cost of fuel cell systems is still substantially higher than conventional

options, as it can be observed in Table 2.4. The reduction of production costs of fuel

cells is an ongoing research target alongside with the increase of operating lifetime (since

catalysts losses their activity with time). For instance, the 2020 technical targets of the

US Department of Energy for fuel cells working with biogas is 1400 USD/kW [52], which

are very close to costs for gas engines and micro-turbines. In addition, the effective use

of fuel cells for biogas conversion will require significant research efforts to optimize fuel

processing units and the energy integration of the co-generated heat.

Heat management for anaerobic digestion

Heat represents the majority of the energy available in CHP systems, therefore the proper

utilization of this resource is crucial to achieve technical viability. Since anaerobic diges-

tion is usually performed at temperatures above the environmental conditions, heat is

necessary to maintain operational conditions. Fortunately, heat is required to keep de-

vices at low temperatures (35-55 ◦C) allowing an easy integration of the waste heat from

the CHP system. The reactor heat loss is dependent on its design (dimensions and ma-

terials), operational and environmental temperatures [29]. Thus, day-night cycles and

climate seasons create a variable heat demand for anaerobic digestion that has to be well

managed to avoid disturbances in the bacteria growth. Otherwise, a failure in the heat

management could lead to a cascade effect by producing sub-optimal temperature con-

ditions and, consequently, reducing biogas production and available heat. In rare cases,

such as industrial wastewater, the effluent may be at high temperatures and only require
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cooling for continuous operation [46].

It is important to highlight that, if heat has to be directed for anaerobic digestion to

sustain a constant operation condition, in reality, only a portion of the available heat

in CHP systems is a possible exportable product (e.g., for distributed heating, steam).

Moreover, this fraction is higher for affluent wastes with high concentration of organic

substances, since a higher specific production of methane (m3CH4 /m3 of waste) can be

achieved (as previously shown in Figure 2.4). Based on these factors, a higher concen-

tration of degradable substances in the influent waste leads to more available heat and,

consequently, to a more profitable biogas plant.

Energy integration with waste treatment

Apart from steam generation for distributed heating or other industrial processes, the

cogenerated heat can also be used to improve the waste treatment. For example, heat can

be used to reduce the water concentration of the effluent and sludge in order to reduce

transportation costs of these residues [46]. Dried sludge can also be used as a biomass

resource to provide extra heat or syngas, by using pyrolysis or gasification techniques

[29]. Another option is to use steam in the pre-treatment of waste influent, increasing

the hydrolysis rate and, consequently, the biogas production [27]. In this way, these

practices can substantially increase the energy efficiency of the biogas plant and reduce

the environmental impact of its byproducts (e.g., sludge, digestate). However, the systems

can become quite complex and difficult to operate.

2.3.3 CO2 separation

It is possible to produce a natural gas substitute from biogas, often called biomethane,

by simply removing the CO2 and other impurities. This process can achieve significantly

high energy efficiencies (> 90%) since it avoids methane combustion, one of the major

sources of irreversibilities in CHP systems [43]. Although natural gas has a lower value

specific value ($/kWh) compared with electricity, the high efficiency of CO2 separation

makes this production route financially attractive. Biomethane also can be used as biofuel

for transportation and a diesel fuel substitute, allowing to reduce fossil fuel dependency

in the production chain of biofuels [45]. The composition requirements for biomethane

may change depending on the local legislation, as it can be observed in Table 2.5 for the

Brazilian context.

Differently from other renewable alternatives for natural gas, biomethane production

does not rely on catalysts or chemical reactors such as methanation, gasification and

pyrolysis. Furthermore, most purification processes have relatively low energy demands,
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Table 2.5: Biomethane composition requirements in Brazil

Region

Characteristics unit North Northeast Other

Higher heating value MJ/m3 34-38.4 35-43 35-43

Wobbe index MJ/m3 40.5-45 46.5-53.5 46.5-53.5

CH4 (min) % mol 90 90 90

O2 (max) % mol 0.8 0.8 0.8

CO2 (max) % mol 3 3 3

CO2+O2+N2 (max) % mol 10 10 10

H2S (max) mg/m3 10 10 10

S (max) mg/m3 70 70 70

H2O dew point (max) ◦C -39 -39 -45

HC dew point (max) ◦C 15 15 0

Source: [53]

which varies for each technology as it can be seen in Table 2.6 and 2.7. The design

choice for biogas purification depends on several factors, such as production size, cost,

contaminants tolerance, methane concentration and methane loss.

Table 2.6: Overview of the main CO2 removal processes: scale, purity and losses

Technology
Scale

(Nm3
biogas/h)

Methane purity

(vol. %)

Methane loss

(%)

Pressure swing

adsorption
>100 83 - 99 1.5 - 10

Water scrubber 250 - 660 96 - 99 0.5 - 2

Physical absorption >100 93 - 99 1 - 4

Chemical absorption >100 97 - 99 0.1

Membrane >130 78 - 99 1 - 15

Cryogenic 161 - 600 >97 0.1 - 2

Source: [54, 55, 56]

The purification systems costs are heavily influenced by the production size of the biogas

plant [55], therefore, biomethane production is generally considered only for large biogas

production scales. Moreover, the operational costs can be diminished for biogas plants

next to a natural gas infrastructure, by avoiding excessive transportation and storage

costs. Although all available technologies are relatively efficient, the amount of methane

lost slightly varies for each process and, therefore, the final biomethane production can
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Table 2.7: Overview of the main CO2 removal processes: demands and losses

Technology

Power

demand

(kWh/Nm3*)

Heat demand

(kWh/Nm3*)

Capital cost

(USD/kWh)

Operational

costs

(USD/kWh)

Pressure swing

adsorption
0.16 - 0.35 0 332 - 1080 0.01-0.03

Water scrubber 0.20 - 0.30 0 761 - 950 -

Physical absorption 0.23 - 0.33 0.1 - 0.15 332 - 1260 0.01

Chemical absorption 0.06 - 0.17 0.4 - 0.8 343 - 569 0.01 - 0.02

Membrane 0.18 - 0.35 0 376 - 685 0.01 - 0.02

Cryogenic 0.18 - 0.25 0 512 - 1248 0.05 - 0.07

*Biogas flow rate

Source: [54, 55, 56]

be higher for certain options. It is important to highlight that some purification processes

may require an additional step to achieve the natural gas specifications. For instance,

biomethane requires a dehumidifier after the CO2 removal in a water scrubber.

2.3.4 Hydrogen production

Molecular hydrogen is an important chemical input for the industrial sector that mainly

relies on natural gas for its production. Moreover, this substance is a promising energy

vector, since it has a high energy density (per mass) and could be produced from several

substances that contain hydrogen atoms. Although there are several alternatives for

hydrogen production, the main renewable options available are based on water electrolysis

and biomass conversion. Since water electrolysis may only be justifiable as a form of energy

storage for solar and wind energy, due to energy losses in hydrogen transformation and

the carbon footprint of electricity, biomass conversion has a strategic advantage in this

market field.

Hydrogen gas can be produced from biogas without requiring an upstream CO2 removal

process. In fact, carbon dioxide is a methane reforming agent and, therefore, its presence

can be beneficial for the chemical reactions. Furthermore, hydrogen could also be pro-

duced in the solid oxide fuel cells operating with biogas, providing a valuable by-product

[57]. Thus, biogas could potentially be an important source of renewable hydrogen, re-

ducing CO2 emissions and increasing operational revenues of anaerobic digestion plants

[45]. However, the system would still require a downstream CO2 removal process and,

depending on the hydrogen molar fraction, the separation process may not achieve a high
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efficiency.
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3 Methane reforming and fuel cells

fundamentals

The use of renewable energy sources for hydrogen production is an alternative to increase

the efficiency of power generation and decarbonize the production of some important

chemical products (e.g., methanol, ammonia, synthetic natural gas). Today, methane

reforming is the main process for hydrogen production, which is mainly used in refiner-

ies and in ammonia production. However, in order to efficiently use hydrogen for power

and heat cogeneration, the study and development of fuel cell systems is indispensable.

Among the different types of fuel cells available, solid oxide fuel cells stand out by their

high efficiency, fuel flexibility and cogeneration possibilities allowed by their high oper-

ational temperature. Thus, this chapter presents a brief introduction about the process

of hydrogen production by methane reforming and the basics of fuel cell systems, with

emphasis on solid oxide fuel cells.

3.1 Methane reforming

The methane reforming processes are classified based on the main reactants involved.

Table 3.1 shows the usual name given for each reform process according to the main

reacting species. The main products of methane reforming are hydrogen (H2), carbon

monoxide (CO) and carbon dioxide (CO2). The gas produced in methane reforming, the

synthesis gas (syngas), may also include water (H2O(v)) as well as the excess oxygen (O2)

and inert nitrogen gas (N2), if air is supplied to reforming.

The main goal in methane reforming is to achieve a high conversion ratio of CH4 and a

high concentration of H2 using the minimal amount of energy. Different conditions may be

desirable for applications different from hydrogen production (e.g., ammonia or methanol

production). The main design limitations for the process are related to the deactivation

of catalysts (e.g., provoked by contaminations, soot formation or catalysts sintering) and

the reactor cost, which is connected to the reaction rates and yields. Thus, as it may

be expected, commercial applications of methane reforming tend to make design choices

which would favor the aforementioned specifications under these constraints.
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Table 3.1: Types of reforming processes and main reacting species

Species

Type CH4 CO2 H2O O2

Dry X X - -

Steam X X X -

Partial oxidation X X - X

Autothermal (Oxidative steam) X X X X

Source: Author

3.1.1 Chemical reactions

There is not an unique way to convey the reactions of methane reforming. One possible

way is shown in the reactions R 3.1 to R 3.4.

CH4 + H2O(v) −−⇀↽−− CO + 3 H2 (R 3.1)

CO + H2O(v) −−⇀↽−− CO2 + H2 (R 3.2)

CH4 + 2 O2 −−⇀↽−− CO2 + 2 H2O(v) (R 3.3)

2 CO −−⇀↽−− CO2 + C(s) (R 3.4)

Two or more of these reactions can be combined to represent a particular chemical

process. For example, the dry reform reaction can be obtained by combining the steam

reform (R 3.1 and water gas shift (R 3.2) reactions:

CH4 + CO2 −−⇀↽−− 2 CO + 2 H2 (R 3.5)

In addition, the partial oxidation reform can be described by combining the reactions

R 3.1, R 3.2 and R 3.3:

CH4 +
1

2
O2 −−⇀↽−− CO + 2 H2 (R 3.6)

Lastly, at high temperatures, methane decomposition into hydrogen and carbon (R 3.7)

may be more predominant than the Boudouard reaction (R 3.4):

CH4 −−⇀↽−− C(s) + 2 H2 (R 3.7)
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Thus, the reactions (R 3.1-R 3.4) can be used to model the equilibrium composition of

any reforming type shown in Table 3.1. The usual conditions of temperature and pressure

for the reactions (R 3.1) to (R 3.4) are presented in Table 3.2.

Table 3.2: General technical conditions for methane reforming reactions

Reaction ID

Starting

temperature

(◦C)

End

temperature

(◦C)

Reaction

pressure

(MPa)

∆Hr

(kJ/mol)

Steam methane

reforming
R 3.1 500 870 2.0 234.66

Water gas shift

(Low temperature)
R 3.2 220 250 2.0 -37.19

Water gas shift

(High temperature)
R 3.2 350 420 2.0 -36.48

Methane oxidation R 3.3 300 1400 0.1 -646.83

Boudouard reaction R 3.4 - - - -172.54

Methane

decomposition
R 3.7 - - - 74.9

Source: [58]

In practical applications, steam methane reforming is the most common technique to

produce hydrogen at large scales, since the theoretical yield of hydrogen per methane

is the highest (4 H2/CH4). However, this reaction is highly endothermic (as shown in

Table 3.2) and, therefore, requires the consumption of heat at high temperatures. In

general, this energy is mostly supplied by the combustion of gases purged in the hydrogen

purification. Nevertheless, this option requires an effective energy integration with other

processes to avoid excessive consumptions of fuel in the reformer.

Partial oxidation uses low concentrations of oxygen to produce hydrogen in an exother-

mic reaction (as shown in Table 3.2). Some advantages of this process are: a simplified

heat management, higher resistance to contaminants (e.g., sulfur and olefins), higher con-

centration of CO and the reduced dependency of catalysts [58]. However, the theoretical

yield of hydrogen production is quite low (2 H2/CH4) and, therefore, partial oxidation

is usually less attractive than steam reforming for hydrogen production. Moreover, the

available heat energy has to be integrated with other processes to avoid excessive losses,

since the reforming is exothermic, and the hydrogen purification process may be more

complex [59]. For instance, if air is used as a reforming agent, nitrogen gas (N2) can

not be simply separated from the synthesis gas as steam can be by phase separation.

In general, nitrogen is separated prior to the reforming in an air separation unit, which
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increases the energy consumption in auxiliary processes.

A possible in between solution is the oxidative steam reforming, also called autothermal

reforming, in which steam and oxygen are used as main reforming agents. In this process,

the methane partial oxidation is able to supply energy for the steam reforming reaction

to ideally achieve a thermoneutral global reaction. In practice, this point of operation

is difficult to attain due to a number of uncertainties (e.g., heat losses, reaction kinetics,

fuel composition) and the usual approach is to achieve an exothermic global reaction by

providing an excess of oxygen (relative to the partial oxidation reaction) [58].

Lastly, another option is the dry reforming of methane, in which carbon dioxide could

be used as the main reforming agent. This process can achieve high yield of hydrogen pro-

duction with a low consumption of water, which could greatly benefit the energy balance

of the overall process. However, the chemical equilibrium of a mixture of CH4-CO2 highly

tends for soot formation in practical temperatures and reasonable concentrations of CO2.

This undesirable side product can rapidly deactivate catalysts and shorten the reformer

lifetime, which turns the overall idea impractical. Several researchers have been trying

to develop new catalysts which could resist soot formation, but commercial applications

are scarce [60]. Some possible options for practical applications of dry reforming would

be to include a carbon dioxide recycle or other reforming agents to reduce the possibility

of soot formation. However, apart from cases in which carbon dioxide is already present

in the fuel (e.g., biogas) the benefits provided by the insertion of carbon dioxide may not

overcome disadvantages in hydrogen purification.

3.1.2 Catalysts contaminants

The methane steam reforming reactions require catalysts, often made of nickel oxides, to

achieve practical conversion levels and manageable operational conditions [60]. Ideally,

catalysts are required to have a high specific area, low pressure drop and high mechanical

resistance, especially at high temperatures [58].

Catalysts efficiency can be negatively affected by excessive temperatures and contam-

inants. High temperatures can reduce the active area of the catalyst by causing the

sintering of the material. On the other hand, catalysts contaminants can be derived from

the feedstock, such as sulfur, olefins, halogen compounds and heavy metals, or produced

during the reforming reactions, as in the case of soot. Among these contaminants, sulfur

concentration and soot formation are the most reported sources of catalyst deactivation

in hydrogen production using natural gas. For instance, concentrations as low as 0.1 ppm

can form a deactivating layer in steam reforming reactors [58].

The contaminants derived from the feedstock are separated or eliminated prior to the

reforming reactions, similarly as done for other energy conversion purposes (e.g., adsorp-
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tion and absorption separation). For example, since methane reforming has a very strict

limit for sulfur concentration, natural gas is reacted with hydrogen to convert S to H2S,

which is removed by reacting with zinc oxide at 350-400 ◦C to form zinc sulfide [60].

On the other hand, changing operational temperature and reactants composition are the

main design choices to avoid soot formation in methane reforming. In general, chemical

equilibrium estimates are used to define operational regions in which carbon formation

is unlikely to occur [61]. For instance, Figure 3.1 illustrates the influence of temperature

in the equilibrium constant of the two important reactions of soot formation. It can be

observed that the usual temperature range of steam reforming, 500-870◦C (Table 3.2), is

also the less favorable range for soot formation.

Figure 3.1: ln(K0
eq) for carbon formation reactions
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3.1.3 Chemical equilibrium

The design choices for methane reforming can be better understood by analyzing the

equilibrium and kinetics of the involved reactions (R 3.1-R 3.4). The synthesis gas from

commercial reformers and water shift reactors usually corresponds to the estimates from

chemical equilibrium with a slight deviation in the equilibrium temperature (usually 5

to 20 K lower than the final temperature) [58]. Thus, the chemical equilibrium of R 3.1-

R 3.4 can be used to derive insights about the influence of operational conditions in the

efficiency of methane reforming.

Figure 3.2 shows the natural logarithm of the equilibrium constant at the reference

pressure (100 kPa) for different methane reforming reactions and temperature. It can be

observed that steam methane and dry reforming is more favorable (ln(Keq) > 1) at high

temperatures (above 650-670 ◦C) while water gas shift has an opposite trend. On the

other hand, the partial oxidation is a highly active reaction for the temperature range of
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200-1000 ◦C.

Figure 3.2: ln(K0
eq) for methane reforming reactions
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As it can be deduced from the chemical equilibrium condition (Eq. 3.1), the hydrogen

concentration is affected by the equilibrium constant (Kr

∣∣
T,P0

), the molar concentration

of other species (xj and xi) and operational pressure (P), depending on the stoichiometric

coefficients (νi and νj). In general, the process is divided into at least two steps with differ-

ent temperature levels to optimize the hydrogen production from methane. High pressures

affect negatively the hydrogen production, since the majority of reforming equations in-

creases the number of moles in the mixture. However, most commercial plants operate at

high pressures (1.5 to 3 MPa) due to synergies with hydrogen purification and storage,

as well as increments in the reaction rate, which decreases the rector volume and leads

to lower costs of production [60]. For instance, a pressure swing adsorption separation

requires syngas at high pressures and compressing the fuel upstream requires less energy

than compressing syngas, since the molar flow rate of the former is lower.

Kr

∣∣
T,P0

=
Πk
jx

νj
j

Πk
i x

νi
i

(
P

P0

)∑
j νj−

∑
i νi

(3.1)

Another important variable that can be deduced from Eq. (3.1) is the water concen-

tration, since it affects the equilibrium of steam methane reforming and it is required for

water gas shift reaction. Moreover, by reducing the concentration of carbon monoxide,

steam can also reduce the formation of soot. For example, Figure 3.3 depicts the mini-

mal steam to carbon ratio for steam reforming considering only graphite form of carbon.

Since whisker carbon can also be formed during the steam reforming, the actual minimal

ratio of steam to carbon are slightly higher than those of Figure 3.3 [62]. Thus, methane

reforming usually operates with steam to carbon ratios far superior than stoichiometric

values (e.g., 2.5 to 6 in molar basis) [58]. The downside of high concentrations of wa-
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ter is the increase in energy required to preheat the reactants and to sustain the steam

reforming reactions, which can reduce the overall efficiency of the system.

Figure 3.3: Minimal steam to carbon ratio to avoid carbon (graphite) formation
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3.1.4 Commercial production systems

In general, as previously mentioned, hydrogen is obtained by converting natural gas using

steam methane reforming. Figure 3.4 shows an example of a commercial scale plant

for hydrogen production, which can be divided into four major steps: desulfurization,

reforming, conditioning and hydrogen separation. In general, the overall process is able

to produce 2.25-2.5 moles of H2 per mole of CH4 [58, 63].

Figure 3.4: Hydrogen production plant using steam reforming
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In the desulfurization process, sulfur components are removed by reacting it with zinc

oxide at 350-400 ◦C to form zinc sulfide and avoid catalyst poisoning (< 0.1 ppm of

sulfur) [60]. In cases in which sulfur is bounded with organic molecules, a pre-step of
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hydrogenation (reacting with hydrogen gas) can be performed to convert organic derived

sulfur into hydrogen sulfide, which can be separated in the zinc oxide beds. Next, steam

is added to natural gas according to the concentration of carbon (e.g., 2 to 6 molar ratio

of steam to carbon) and the reforming process occurs in two steps: a pre-reforming and

the main reformer [58]. Pre-reforming consists in a reforming process at relatively low

temperatures (below 700 ◦C) and generally without external heat supply, which allows

the selective conversion of higher hydrocarbons and, thus, reduces the chances of soot for-

mation and abrupt temperature differences in the main reformer. Moreover, the absence

of higher hydrocarbons also reduces the risk of steam cracking (which occurs in steam-

natural gas mixtures above 550 ◦C), allowing the reactants mixture to be preheated to

higher temperatures (e.g., 650 ◦C) [60].

The main reformer usually consists in several rows of tubes impregnated with catalysts

that receive heat from the combustion of purge gases from hydrogen separation. The

syngas mixture leaves the reformer at high temperatures and with composition close

to the chemical equilibrium for 5-20 ◦C below the actual temperature [58]. Since the

concentration of carbon monoxide in syngas is high, which is undesirable for hydrogen

production, the mixture is conditioned using the water gas shift reaction. The current

standard process uses only one reactor at relatively high temperatures for this reaction

(350-450 ◦C) without heat supply, but older designs also use a second reactor at lower

temperature levels (220-250 ◦C) [58]. Finally, after these processes, the water vapor is

condensed and hydrogen is separated using a pressure swing adsorption system. This

process is largely employed because it can achieve high purities of hydrogen and benefits

from the high pressure of hydrogen, which is usually required for its end-use. Hydrogen

recovery efficiency is usually between 72-78% for PSA systems, but this value can vary

depending on the initial concentration of hydrogen and the pressure difference [65].

3.2 Fuel cell systems

A fuel cell is an equipment able to convert chemical energy into electrical energy in a

continuous and direct way by consuming a certain fuel (usually hydrogen). The reduction

of conversion steps allows fuel cells to achieve higher efficiencies than traditional engines,

while the fuel supply enables continuous operation, differently from batteries.

A fuel cell is mainly composed of two electrodes with catalyst deposits, one electrolyte

and some interconnections as illustrated in the Fig. 3.5. The fuel and oxygen are phys-

ically separated and react in certain regions where electrodes, catalyst and electrolyte

are connected, the triple phase region. This process generates an electrical potential dif-

ference, which causes ions to pass through the electrolyte from one electrode to another,
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while electrons are forced to move by the interconnections generating an electrical current.

Since the voltage provided by a single cell is insufficient to drive an equipment (< 1V),

several cells are arranged in series (a stack) using interconnectors to deliver high voltage

differences. In this way, the fuel cell is able to supply electrical power in an efficient

process.

Figure 3.5: Components of a single planar cell with solid electrolyte

Interconnector
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Source: [66, 67]

The maximum electrical efficiency of a fuel cell (ηFC,max) can be estimated by the Gibbs

free energy of reaction (∆Gr

∣∣
T,P

) and the enthalpy of reaction (∆Hr

∣∣
T,P

), as described

in Eq. (3.2) and illustrated in Fig. 3.6. As it can be observed, the efficiency of fuel cells

are far superior than Carnot engines for relatively low temperatures and this theoretical

advantage decreases at high temperatures. In practice the electrical efficiency is deter-

mined indirectly by measuring the voltage provided by a fuel cell (E) at certain current

densities (j), since these parameters are related with the specific power (w) delivered by

the cell (Eq. 3.3).

ηFC,max =
∆Gr

∣∣
T,P

∆Hr

∣∣
T,P

(3.2)

w = Ej (3.3)

The ideal voltage provided by a hydrogen fuel cell (E0) can also be estimated by the

Gibbs free energy of reaction (∆Gr

∣∣
T,P

) and Faraday constant (F) by Eq. (3.4). However,

in real applications, the voltage provided by a fuel cell is dependent on the current density,

as illustrated in Fig. 3.7, since this variable is related with the rate of reactions occurring
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Figure 3.6: Ideal efficiency of fuel cells vs. Carnot efficiency for different temperatures
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in the electrodes (charge and ion transfer rate). It is common to categorize the effects of

current density in three types (overvoltages): activation, ohmic and concentration.

E0 =
∆Gr

∣∣
T,P

2F
(3.4)

Figure 3.7: Experimental voltage and power density of a PEM fuel cell (80◦C, 1 atm, 20%

wt. Pt/C)
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The activation overvoltage (ηact) describes the voltage losses due to the activation energy

of the reactions occurring in each electrode. This irreversibility is predominant for low

current densities and it is related with the effectiveness of catalysts and the reaction

mechanism. The activation overvoltage can be described by the Butler-Volmer equation

(Eq. 3.5), which can be simplified for special cases as described in Eq. (3.6) [66]. Different
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representations of the Butler-Volmer equation have been reported by a number of authors,

since the values can alter depending on the materials and reactions involved [68].

j = j0
0

[
cr
c0
r

exp

(
α

2F

RT
ηact

)
− cp
c0
p

exp

(
(α− 1)

2F

RT
ηact

)]
(3.5)

Where,

j0
0 : exchange current density at a “standard concentration” [A/m2];

cr and cp: actual surface concentration of reactants and products [mol/m2];

c0
r and c0

p: reference surface concentration of reactants and products [mol/m2];

α and ηact: transfer coefficient [-] and activation overpotential [V].

j ≈

j0
2F
RT
ηact for j << j0

j0 exp
(
α 2F
RT
ηact
)

for j >> j0
(3.6)

Next, the ohmic overvoltage (ηohm) comprises the heat produced by the charge transfer

in the electrolyte and interconnectors, which can be estimated by the Ohm’s laws as

described in Eq. (3.7). The resistance (R) can be estimated from the conductivity (σ)

and thickness (l) of the materials or experimentally measured, Eq. (3.8), while the active

area of the cell (A) is usually known from manufacturing.

ηohm = (jA)R (3.7)

R =
l

σ
(3.8)

The concentration overpotential (ηconc) is related with the lower concentration of reac-

tants in the triple phase region, where the reaction actually happens, compared with inlet

streams. These differences arise from the mass transfer (convection in feeding channels

and diffusion in electrodes) and reactant consumption across the fuel cell. For instance,

at high current densities, the consumption of reactants demanded by the fuel cell can sur-

pass the mass transfer rate and cause the “starvation” of the cell, halting the operation.

The concentration of reactants impact on the Gibbs free energy of reaction (often called

Nernstian effects) and the exchange current density in the Butler-Volmer equation, thus

altering the activation overvoltage. The concentration overvoltage can be estimated by

analyzing the mass transfer of reactants in the fuel cell or by observing the limit current

density (jL), as described in Eq. (3.9) [66].

ηconc =
RT

2F

(
1 +

1

α

)
ln

(
jL

jL − j

)
(3.9)
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Thus, the operational voltage of a fuel cell can be estimated based on the theoretical

maximum and accounting for activation, ohmic and concentration losses, as exemplified in

Eq. (3.10). In practice, other types of minor losses could also occur, such as parasitic losses

from fuel cross-over, unwanted side-reactions and failures in electric insulation [66, 67].

Moreover, catalyst efficiency also reduces with operational time, which impacts negatively

in the overvoltage losses.

E = E0 − ηact − ηohm − ηconc (3.10)

It is important to highlight that a high operational voltage is not sufficient to guar-

antee that the operation of a fuel cell is efficient, since only a portion of the fuel may

be converted. In fuel cell systems it is common to use the fuel utilization efficiency

(FU), as shown in Eq. (3.11), to describe the amount of fuel converted in the fuel cell

(ṅfuel,consumed) compared with the total fuel available (ṅfuel,total) [69]. As it can be ob-

served, this parameter is related with the size of the fuel cell (surface area) and operational

parameters (e.g., current and fuel flow rate). A low fuel utilization efficiency may lead

to great losses of unconverted fuel, while high values may reduce the concentration of

H2/CO and, consequently, reduce the conversion efficiency (concentration overvoltage).

In general, for systems focused in producing electricity, it is advantageous to work with

high fuel utilization efficiencies (e.g., 0.8 to 0.9).

FU =
ṅfuel,consumed
ṅfuel,total

(3.11)

3.2.1 Fuel cell types and applications

There are several types of fuel cells which are usually divided by their range of operational

temperature and by their electrolyte. The main types of fuel cells and their characteristics

are shown in Table 3.3. As it can be seen in Table 3.3, the reactions promoted in each

electrode and the ion exchanged through the electrolyte vary according to the type of

fuel cell. Moreover, fuel cells operating at lower temperature levels can only operate with

hydrogen (and in special cases, liquid alcohols), while high temperature fuel cells can use

syngas derived from different hydrocarbon sources. Today, the most prominent fuel cells

in the market are based on solid electrolytes, such as the proton exchange membrane

fuel cell (PEMFC) and the solid oxide fuel cell (SOFC). The use of a solid electrolyte

enables fuel cells to have simpler designs and operation, while achieving a high degree of

reliability.

The PEMFC works at low temperatures and with pure hydrogen using noble catalysts

(Pt) for transportation or portable equipment. This fuel cell was envisioned as an alter-
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Table 3.3: Main characteristics of selected fuel cell types

Characteristic Alkaline

Proton

exchange

membrane

Phosphoric

acid

Molten

carbonate
Solid oxide

Temperature 60-90 ◦C 50-90 ◦C 160-220 ◦C 620-660 ◦C
800-1000
◦C

Fuel H2(pure) H2 H2

CO and

H2

CO and

H2

Oxidant O2(pure) Air/O2(pure) Air Air Air

Contaminants
CO, CO2

and H2O

S and CO

(>10 ppm)

S (>0.5%)

and CO

(>50 ppm)

S (>0.5

ppm)

S(>1.0

ppm)

Ion exchange OH– H+ H+ CO3
2– O2–

Internal

reforming
No No No Yes Yes

Heat

cogeneration
No No Yes Yes Yes

Electrolyte*

KOHaq in

a SiC

matrix

Nafion H3PO4(aq)

Li2CO3(l)

and

K2CO3(l)

in a

LiO-AlO2

matrix

Yttria-

stabilized

zirconia

ZrO2(Y2O3)

Electrodes*
Ni/C or

Pt/C
Pt/C Pt/C

Ni (anode)

and NiO

(cathode)

Ni-YSZ

cermet

(anode)

and

SrLaMnO3

(cathode)

Interconnector* Ni Steel C Ni-Cr alloy
Cr alloys

or cermet

Source: Adapted from [70, 66, 67]

native for internal combustion engines on utilitarian vehicles, since it could reduce local

emissions and fuel consumption, but its adoption has been quite small compared with

electric batteries. The lack of a dedicated hydrogen infrastructure, concerns with envi-

ronmental sustainability and the high price of noble catalysts are significant barriers for
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widespread adoption. On the other hand, SOFC are high temperature fuel cells dedicated

for combined heat and power generation (CHP) that can use hydrogen or hydrocarbons

(e.g. natural gas or biogas) as fuel. The high operating temperatures allows the use

of ceramic materials as electrodes and electrolyte, enhances the contaminants tolerances

and creates synergies with fuel reforming and cogeneration. However, conversion systems

based on SOFCs are significantly more complex and require more auxiliary equipment

and temperature resistant materials for interconnectors and sealing components.

Although SOFCs seem to address the major drawbacks of PEMFCs by working with

less expensive materials and flexible options of fuel, their adoption also has been limited.

Traditional CHP solutions, such as combined cycle power plants or diesel engines, can be

highly efficient (40-50%) at large scale with lower investment costs, which undermines the

potential advantages of fuel cells. Thus, SOFCs have been targeting problems in which

conventional technologies are infeasible or inefficient, such as the micro-CHP market for

domestic households and distributed power generation.

Recently fuel cells interest have resurged with the possibility of large scale production

of hydrogen from renewable power for energy storage purposes [22]. In the long run this

could provide sustainable and affordable fuel for CHP and heavy transportation (e.g.,

aviation, maritime and cargo) that would require efficient fuel cell systems. Moreover,

the possibility of operating reversible fuel cells, which could act as electrolyzers for en-

ergy storage or fuel cells for energy supply, could lead to an increased adoption of this

technology to promote smart grids. In summary, the expectations for the future of fuel

cells systems are certainly lower than previous waves of enthusiasm, but the development

path today seems clearer and attainable in a few years.

3.2.2 Solid oxide fuel cell systems

As previously mentioned, solid oxide fuel cells are strong competitors for micro-CHP due

to their high efficiency compared with other established options. Figure 3.8 illustrates the

main parts of a simple SOFC system and their interconnections.

The solid oxide fuel cells usually work with hydrocarbon mixtures such as natural gas

or biogas, which require a purification step to remove possible contaminants (e.g., sulfur

and siloxanes). Then, the fuel needs to be reformed into hydrogen and carbon monoxide

to be converted into electricity in the fuel cell stack. This reforming process requires a

reforming agent which can be supplied from the environment (e.g., air or water) or by

recycling a portion of the exhaust gases from the fuel cell (which may contain water and

carbon dioxide). Moreover, the reforming process demands a lot of heat energy at high

temperatures (500-800 ◦C) which may be provided externally, indirectly or directly by

the fuel cell.
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Figure 3.8: Simplified flowsheet of a SOFC system
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A reforming process which operates externally to the fuel cell resembles the methane

reforming for hydrogen production. The indirect option is to physically connect the fuel

reformer with the fuel cell, allowing heat transfer between the two components. On the

other hand, in the direct reforming the fuel oxidation and methane reforming occurs

simultaneously in the fuel cell stack. The design choice of fuel reforming impacts on the

number of equipment and the hydrogen concentration in the fuel cell stack. Today, the

most advantageous option seems to use anode gas recycle and internal reforming (with a

pre-reforming stage) to supply fuel for the fuel cell [72].

The unconverted portion of fuel is usually reacted with a portion of the depleted air to

supply energy for other processes (e.g., reactants preheating or reforming) through heat.

Since this process is highly irreversible and can impact negatively in the overall efficiency,

different options have been proposed in several studies. The most common alternative is

to recycle a portion of the anode exhaust gases to increase the fuel use ratio and facilitate

the reforming process [72]. Other options include combining the fuel cell system with a

gas turbine cycle or with a hydrogen purification unit [57, 73].

It is important to highlight that, apart from these main components illustrated in Fig.

3.8, a fuel cell system also requires an inverter and a control system. Although these

equipment may have a limited influence in the system efficiency, the overall cost of a fuel

cell can be greatly influenced by them [67].
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4 Methods overview

The development of new processes for energy conversion requires the conception and

evaluation of different design options in order to choose the best arrangement of variables

(e.g., technologies, dimensions and operational variables) for a certain objective (e.g.,

economic, technical or environmental) respecting technical specifications.

Thus, several guidelines have been proposed to complete this task for specific types of

processes, mostly based on heuristic knowledge. The main drawback of this approach is

the need of human experience and conceptualization to design and optimize solutions,

which significantly hinders the possibilities to apply mathematical optimization. On the

other hand, computer algorithms can automate a number of important choices in process

design, such as those regarding the heat exchanger network and utilities consumption.

The use of these algorithms allows the engineer/researcher to focus only in the modelling

aspects of the core process (e.g., chemical reactions, purification, pressure changes, etc.),

while the plant design can be partly automated based on an optimization problem. In

this chapter, the fundamentals of pinch technology, exergy method, economic analysis and

optimization are presented. In this thesis, pinch technology and exergy analysis are the

main techniques employed to design and evaluate energy conversion processes, therefore

this chapter presents some fundamental concepts of these two methods.

4.1 Pinch technology

The design of efficient heat exchanger networks can reduce the excessive consumption of

energy resources to produce power and biofuels. However, this design can be complex

and counter-intuitive for systems with several flow streams. Thus, different methods have

been developed to assist the design of heat exchanger networks, among which the pinch

technology is one of the most referenced one [74].

In brief, the pinch technology method simplifies the heat network into a linear program-

ming problem (LP) in order to determine the minimal energy requirement for the analyzed

system. In general, pinch analysis is used to compare the minimal energy requirement

with the energy consumption and utility system cost of existing designs. However, the

principles of pinch analysis can also be used to size utility systems and process units in
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order to maximize operating revenues. In addition, pinch analysis can also be used to

derive possible heat networks following certain constrains (e.g., minimal number of units)

and heuristic guidelines.

4.1.1 Minimal energy requirement

In a pinch problem, streams are the material flows that may be heated (cold streams)

or cooled (hot streams) from its source temperature (Ts,i) to a target one (Tt,i). This

temperature change is associated with a heat transfer (Q̇i) or a mean heat capacity is

assumed (Ci). An important distinction of the pinch technology is that energy transfer is

assumed as linearly proportional to temperature, as denoted in Eq. (4.1).

Q̇i = Ci (Tt,i − Ts,i) (4.1)

If a heat transfer process can not be approximated by a linear function of temperature,

a general workaround is to break it into multiple linear functions. For heat transfer

processes with phase transitions (∆T = 0), it is usual to assume a small temperature

difference (e.g., T s − T t = 1 K) to artificially create a function with temperature. For

instance, the heating of water at 1 bar from 25 ◦C to 150 ◦C can not be represented

by a single linear function since the process includes a phase transition, as depicted in

Figure 4.12. However, it is possible to approximate the overall process as three subsequent

transitions: 1) from 25 ◦C to saturated liquid, 2) from saturated liquid to saturated vapor,

3) from saturated vapor to 150 ◦C.

Figure 4.1: Temperature x Enthalpy diagram for heating water at 1 bar from 25 ◦C to

150 ◦C
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Similarly, the utility systems are also modelled as streams with a specific heat capacity

(cutm), target and source temperature (Tt,m and Ts,m), Eq. (4.2). In this case, the energy
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transferred (Q̇ut
m) or the mass flow rate (ṁm) is a variable to be optimized in the problem.

Q̇ut
m = ṁut

mc
ut
m |Tt,m − Ts,m| (4.2)

Another important parameter is the minimal temperature difference for heat exchange

(∆Tmin), which may be assumed as equal for all streams (global). This parameter is

usually a heuristic value based on previous designs of similar projects, but it may also be

the result of an optimization study or technical constraint.

For instance, Figure 4.2 illustrates the influence of the logarithmic temperature dif-

ference (∆Tln) in the heat exchanger area (A) assuming an average coefficient of heat

transfer (U), as described by Eq. (4.3). The value of ∆Tmin has a similar effect in the

heat exchanger area, an increment in this parameter tends to decrease the cost of heat ex-

changers. On the other hand, higher values of ∆Tmin also reduce the amount of heat that

can be exchanged between two streams, which may lead to higher consumption of utility

systems (operating costs). As an example, Figure 4.3 illustrates the effect of the ∆Tmin

in the amount of heat transferred from a hot gas (200 kW, from 200 ◦C to 120 ◦C) to

evaporate water (200 kW, at 100 ◦C). It can be observed that if minimal temperature dif-

ference is <20 ◦C the two streams can meet their cooling and heating demands, otherwise

other streams/utilities will be required to design a working heat exchanger network.

Figure 4.2: Influence of the logarithmic temperature difference in the heat exchanger area

(U = 1.1 kW/m2.K, Q = 10 kW)
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Q̇ = (UA)∆Tln (4.3)

Since heat can only be transferred from a higher temperature level to a lower one

according to the second law of thermodynamics, the pinch method introduces the concept

of heat cascade. In this model, the temperature range of heat transfer is divided into
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Figure 4.3: Influence of ∆Tmin in the heat transfer of two streams
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multiple intervals that are shifted proportionally to the ∆Tmin and the stream type. This

ensures that a hot stream can always transfer heat to a cold stream at a same temperature

interval or below it. The specific method to determine the temperature intervals and the

shift temperature (Tshifted) varies. For instance, the method proposed by Grimes [75]

consists in the following steps:

1. Reduce the temperature of hot streams and utility systems by the minimal temper-

ature difference for heat exchange.

T hotshifted = T hot −∆Tmin

T coldshifted = T cold

2. List all temperature sources from all streams and utilities in decreasing order.

3. Create the temperature intervals from pairs of subsequent temperatures from the

aforementioned list.

Figure 4.4 depicts the heat cascade for the examples in Figure 4.3 following the methods

proposed by Grimes [75]. As it can observed, the heat cascade separate the streams into

intervals where heat can be exchanged between: 1) hot stream in an interval “k” and any

cold stream from an interval below it; or 2) a cold and hot stream from the same interval.

Thus, the heat cascade allows to easily identify the heat transfers that are technically

feasible under the constraint of minimal temperature difference. It is important to notice

that the temperature target temperature for the cold stream in Fig. 4.4 is modelled as

101 ◦C in order to determine the heat cascade.
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Figure 4.4: Heat cascade for examples in Figure 4.3
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Each temperature interval of the heat cascade can be examined as a virtual thermody-

namic system subjected to the principle of energy conservation, as depicted in Figure 4.5.

in which R is the residual heat load from a temperature interval. Thus, the optimization

problem to determine the minimal energy requirement can be described as the Eq. (4.4),

subjected to the constraints of energy conservation, Eq. (4.5), and variable limits, Eqs.

(4.6)-(4.9) [76]. Equation (4.9) derives from the fact that there is no temperature interval

above the first one and the all heat demands should be fulfilled by the last temperature

interval.

Figure 4.5: Virtual thermodynamic system of a temperature interval of the heat cascade
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min
ṁhot,utm ,ṁcold,utn

M∑
m

K∑
k

Q̇hot,ut
m,k +

N∑
n

K∑
k

Q̇cold,ut
n,k (4.4)

Subjected to,

Rk −Rk−1 −
M∑
m

Q̇hot,ut
m,k +

N∑
n

Q̇cold,ut
n,k =

H∑
h

Q̇hot
h,k −

C∑
c

Q̇cold
c,k (4.5)
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Q̇hot,ut
m,k , Q̇cold,ut

n,k ≥ 0 (4.6)

Q̇hot
h,k, Q̇

cold
c,k ≥ 0 (4.7)

R0 = RK = 0 (4.8)

Rk ≥ 0 (4.9)

Where,

Q̇hot,ut
m,k and Q̇cold,ut

n.k : heat transfer rate from hot and cold utilities (“m” and “n”) at

temperature interval “k” [W];

Q̇hot
h,k and Q̇cold

c,k : heat transfer rate from hot and cold streams (“h” and “c”) at

temperature interval “k” [W];

Rk: residual heat load from the temperature interval “k” [W].

As previously mentioned, Equation (4.4) can be rewritten in a cost basis by multiplying

the energy consumption by their respective specific costs (cm) as denoted in Eq. (4.10).

The minimal energy requirement does not guarantee a design with maximum efficiency

or minimal cost since it only minimizes the utilities consumption in energy basis. Specific

costs can be used to change the objective function from energy basis to an exergy basis

or economical basis in order to maximize efficiency or minimize costs, if necessary.

min
ṁhot,utm ,ṁcold,utn

M∑
m

chot,utm Q̇hot,ut
m +

N∑
n

ccold,utn Q̇cold,ut
n (4.10)

Determining Q̇k

The minimization of energy requirement demands the determination of the heat transfer

available at each temperature interval (Q̇ut
k e Q̇k), as denoted in Eq. (4.5). One may argue

that this process is straightforward and, therefore, may be omitted from the explanation of

the optimization problem. However, since this process is fundamental to the development

of computer algorithms and this problem is rarely explained in literature, a brief exposition

of a possible solution seems relevant.

For every temperature interval, it is necessary to determine if a specific stream or

utility exchanges heat or not. The simplest way is to verify the if a stream or utility does

not exchange heat at a particular temperature interval defined by pair of high and low
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temperatures (T highk and T lowk ). This happens when both target and source temperatures

(Ts and Tt) are mutually below or above the temperature interval. This condition can be

expressed with logical operators as denoted in Eq. (4.11).

[
(Tt ≥ T highk ) ∧ (Ts ≥ T highk )

]
∨
[
(Tt ≤ T lowk ) ∧ (Ts ≤ T lowk )

]
(4.11)

If the expression in Eq. (4.11) is false, than the stream or utility has some energy

transfer at that particular temperature interval. In this case, there are four possibilities

to how the stream/utility crosses the temperature interval, as depicted in Fig. 4.6, which

determines the high and low temperatures of a stream “i” inside an interval “k” (T highi,k

and T lowi,k ). Equations 4.12-4.13 summarize the possibilities and how this affects the heat

load.

Figure 4.6: Four possible interactions between streams and a temperature interval “k”
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Q̇k,i = Ci(T
high
i,k − T lowi,k ) (4.12)

T highi,k =

min(Ts,i, T
high
k ) if it is hot stream/utility

min(Tt,i, T
high
k ) if it is cold stream/utility

(4.13)

T lowi,k =

max(Tt,i, T
low
k ) if it is hot stream/utility

max(Ts,i, T
low
k ) if it is cold stream/utility

(4.14)

4.1.2 Sizing utilities and process units

The mathematical framework presented in the previous subsection can be extended to

determine the optimal size of utility and process units. This can be achieved by modelling

these units as linear systems composed of streams (resources, products, heat and power)

which share a common sizing factor. For instance, a simple gas burner can be modelled as

two cold streams with a variable mass flow rate of fuel (ṁfuel), as described in Eq. (4.15)
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for data presented in Table 4.1. In addition, power (W ) and CO2 emissions (ṁCO2) can

also be assumed as linearly proportional to the mass flow rate of fuel (Eqs. 4.16 and 4.17)

Table 4.1: Streams of a simple gas burner

Description w [kJ/kgfuel] c [kJ/kg.K] Ts [◦C] Tt [◦C]
γCO2

[kgCO2/kgfuel]

Heating

(radiation)
- 28.0 1001 1000 -

Heating

(convection)
- 18.9 1000 160 -

Blower 28.2 - - - -

Flue gases

emission
- - - - 2.74

Q̇hot,burner
i = ṁfuelci(Ts,i − Tt,i) (4.15)

Ẇ burner
i = ṁfuelw (4.16)

ṁburner
CO2

= ṁfuelγ
burner
CO2

(4.17)

In some particular cases, the choice of the utility system can affect the process layout

and alter the heat cascade. For example, Figure 4.7 illustrates a problem in which a finite

biomass resource should be converted into hydrogen using gasification. The heat demands

of the process plant should be supplied internally by the combustion of biomass or syngas.

Since the amount of biomass available is constant, the choice of the furnace fuel can impact

on the size of the gasification and/or hydrogen production units and, consequently, affects

the heat cascade. Thus, the optimal solution that maximizes the production of hydrogen

requires the design of the process layout and utility system together.

One possible solution for this type of problem is to separate the process plant into units

that can be scaled linearly with the mass flow rate of the main resource [77]. This process

is analogous to the definition of utility systems described previously, however in this

case an additional linear constraint is needed to represent the mass balance of resources.

Equations (4.18) to (4.21) exemplify this type of constraint for the problem illustrated in

Figure 4.7. It is important to notice that the mass flow rate of products is proportional

to the mass flow rate of resources by a certain factor (γ), since the system is assumed

linear (Eq. 4.21). Once again, these additional linear constraints can be included in pinch
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Figure 4.7: Example problem of a hydrogen production from biomass
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problem to determine the optimal sizes of the utility and process units (according to the

mass flow rate of resources)

ṁb,gasif. + ṁb,burner = ṁb (4.18)

ṁs,hyd. + ṁb,burner = ṁs (4.19)

ṁs = γgasifṁb,gasif. (4.20)

ṁH2 = γhyd.ṁs,hyd. (4.21)

In a general form, one can rewrite the heat cascade constraint derived from pinch

principles (Eqs. 4.22 to 4.28) in order to include linear systems instead of just streams.

As it can be observed, each linear system is associated with a scale factor (fω) that may

represent the consumption of a certain resource.

Rk −Rk−1 +
Ωu∑
ωu

fωuQ̇ωu
k,0 =

Ωp∑
ωp

fωpQ̇
ωp
k,0 (4.22)

Q̇ωu
k,0 =

Mωu∑
m

Q̇cold,ωu
m,k −

Nωu∑
n

Q̇hot,ωu
n,k (4.23)

Q̇
ωp
k,0 =

Hωp∑
h

Q̇
hot,ωp
h,k −

Cωp∑
c

Q̇
cold,ωp
c,k (4.24)

Q̇hot,ωu
m,k , Q̇cold,ωu

n,k ≥ 0 (4.25)

Q̇
hot,ωp
h,k , Q̇

cold,ωp
c,k ≥ 0 (4.26)
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R0 = RK = 0 (4.27)

Rk ≥ 0 (4.28)

In which,

Q̇hot,ωu
m,k and Q̇cold,ωu

n.k : reference heat transfer rate from hot and cold utilities (“m”

and “n”) at temperature interval “k” [W];

Q̇
hot,ωp
h,k and Q̇

cold,ωp
c,k : reference heat transfer rate from hot and cold streams (“h” and

“c”) at temperature interval “k” [W];

Q̇ωu
k,0 and Q̇

ωp
k,0: reference net heat transfer rate at temperature interval “k” for utility

ωu and process ωp units [W];

Rk: residual heat load from the temperature interval “k” [W].

Each time that a resource and/or product is distributed along different processes and/or

utilities a new linear constraint associated is created due to the principle of mass con-

servation. This type of constraint can be represented as exemplified in Equation (4.29).

In addition, the mass flow rate of products is assumed to be linearly proportional to the

mass flow rate of a resource (ṁωi
r ) or to a reference value (ṁωi

p,0), as described by Eqs.

(4.30) and (4.31). It is important to highlight that, if a resource is finite or a specific

amount of products should be attained, an extra linear constraint needs to be included

in the problem (e.g.,
∑O

o f
ωoṁo = cte. ). Common examples of these type of constraints

are when biomass available is finite or when the overall system should not import power

from the grid.

I∑
i

fωiṁωi
i =

O∑
o

fωoṁωo
o (4.29)

ṁωi
p = γωip,rṁ

ωi
r (4.30)

ṁωi
p = fωiṁωi

p,0 (4.31)

In most cases, the objective function of this modified pinch problem can be described

as the operating revenues. In other words, the difference between the costs of products

and resources, as exemplified in Eq. (4.32).

min
fωu ,fωp

R∑
r

(crṁr)resource −
P∑
p

(cpṁp)product (4.32)
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4.1.3 Minimal number of heat exchanger units

The minimal energy requirement does not provide the complete design of a heat exchange

network. This process can be complicated and full of technical restrictions, such as cost,

location, materials, etc. Thus, the ideal heat exchanger network is usually unattainable

by automated procedures such as computer algorithms and math optimization. On the

other hand, it is possible to determine optimal solutions for simplified versions of this

complex problem. Among the different approaches is the minimization of heat transfer

units, which aims to provide a workable solution with reduced costs by minimizing the

number of equipment necessary in the network [74, 76]. Since the cost of a large equipment

may be lower than two (or more) smaller equipment due to the economy of scale, this

design approach may indirectly produce a heat exchanger network closer to the minimal

cost.

The minimization of heat exchanger units uses the information given by the minimal

energy requirement (MER) to produce an optimal solution. It is important to notice that

the residual heat will be zero at a pinch point by definition. Moreover, if there is no

heat transfer between two temperature intervals, then it is possible to separate the heat

cascade into two independent subsystems.

The theoretical minimal number of heat exchangers for each closed subsystem (nmin)

can be derived by the graph theory [74] as denoted by Eq. (4.33). In which the nstreams

is the number of streams and s is the number of separate components, which is usually

equals one. Therefore, the minimal number of heat exchanger units is somewhat known,

the problem itself is to determine which stream pairs that exchange heat.

nmin = nstreams − s (4.33)

In order determine where the units will be placed, it is necessary to include a binary

variable for each stream pair at each subsystem “l” (yi,j,l), as expressed in Eq. (4.34).

Thus, the objective function can be written as denoted in Eq. (4.35).

yi,j,l =

1 unit between i and j streams at subset l

0 no unit between i and j streams at subset l
(4.34)

minimize
∑
l

∑
i

∑
j

yi,j,l (4.35)

As in the minimal energy requirement, the major constraint to this optimization is

the energy balance, but, differently from the previous case, the energy balance will be

applied to each stream individually. Since there is not practical differentiation between

streams and utilities in this problem, it is possible to create a new set of variables which
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include streams and utilities for hots and cold types (H̄ and C̄). In addition, the heat

transfered between each pair of streams at each temperature interval (k) can be described

as “k” matrices of hot x cold streams (Q̇i,j,k). Thus, for hot streams/utilities, the energy

balance can be described as presented in Eq. (4.36). The energy provided by a superior

temperature interval (Ri,k−1) plus the energy available at the specific temperature interval

(Q̇hot
i,k ) should be equal to the energy provided for the cold streams (

∑
j Q̇i,j,k) plus the

energy transferred for the inferior temperature interval (Ri,k). Figure 4.8 depicts the

energy balance for a hot stream “i” at a particular temperature interval “k”, as expressed

in Eq. (4.36).

Ri,k +
∑
j

Q̇i,j,k = Q̇hot
i,k +Ri,k−1 ∀i ∈ H̄, k ∈ K (4.36)

Figure 4.8: Energy balance of hot stream “i” at a temperature interval “k”
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For cold streams, the sum of energy transferred for the cold stream
∑

j Qi,j,k should

be equal to the energy required in the specific temperature interval Qcold
j,k , as denoted in

Eq. (4.37) and Figure 4.9. In addition, since the hot stream can not provide more energy

than it has or that the cold stream can receive (Q̇max
i,j,l ), this restriction should be included

as Eq. (4.38)-(4.39) [78].

∑
j

Q̇i,j,k = Q̇cold
j,k ∀j ∈ C̄, k ∈ K (4.37)

∑
k∈l

Q̇i,j,k ≤ yi,j,lQ̇
max
i,j,l ∀l ∈ L,∀i ∈ H̄, ∀j ∈ C̄ (4.38)

Q̇max
i,j,l = min

(∑
k∈l

Q̇hot
i,k ,
∑
k∈l

Q̇cold
j,k

)
∀l ∈ L (4.39)

As previously discussed, Rk and Rk−i will be null at certain conditions, such as in the

first or last temperature interval of each subsystem l of L. All variables are real positive

numbers, except for the binary coefficient y.
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Figure 4.9: Energy balance of cold stream “i” at a temperature interval “k”
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4.2 Exergy method

Exergy can be defined as “the work required to produce a material to its specific state

from materials common in the environment in a reversible way, heat being exchanged

only with the environment at temperature T0” [79, 80]. Since this definition imposes a

hypothetical reversible process, exergy can also be understood as the work obtained in

a reversible process from a material at a specific state to the common materials in the

environment, in which heat and mass are only exchanged with the environment at the

reference temperature.

4.2.1 Evaluating exergy of a material stream

In general, for the processes studied in this thesis, it is usual to exclude nuclear, magnetic,

electrical and interfacial effects in the calculation of exergy. Thus, the exergy of a certain

stream (Ḃ) may be expressed as a sum of kinetic (Ḃk), potential (ḂP ), physical (Ḃph)

and chemical (Ḃch) components, as denoted in Eq. (4.40). Figure 4.10 depicts a diagram

of the exergy components of a material at a specific state.

Ḃ = Ḃk + Ḃp + Ḃph + Ḃch (4.40)

Since kinetic and potential energies can be entirely converted into work in a reversible

way, the kinetic and potential exergies are equal to the kinetic and potential energies, as

shown in Eqs. (4.41) and (4.42) for a material point. The contribution of these exergy

components for the total exergy is negligible for most chemical processes.

Ḃk =
ṁv2

2
(4.41)

Ḃp = ṁgz (4.42)

Where,

g: gravitational acceleration, 9.81 [m/s2];

v and z: velocity [m/s] and height relative to reference [m].
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Figure 4.10: Exergy components of a material
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Physical exergy represents the work obtained in a reversible process from the material

state (T,P) to the environment temperature and pressure (T0,P0), in which heat and

mass can only be exchanged with the environment at reference temperature (T0). The

physical exergy of a stream can be determined using the energy and entropy balances for

a reversible process, as denoted in Eq. (4.43) for a generic system.

Ḃph = Ḣ − Ḣ0 − T0(Ṡ − Ṡ0) (4.43)

In which,

Ḣ and Ḣ0: state and reference enthalpies flow rate [W];

Ṡ and Ṡ0: state and reference entropies flow rate [W/K].

Chemical exergy represents the work required in a reversible process to produce a

material at the environmental temperature and pressure from the materials common in

the environment, heat transfered only with the environment at T0. Therefore, the chemical

exergy requires the definition of a reference environment (species and concentrations) from

which the exergy calculations will be based. The most widely accepted model of reference

environment is the one proposed by Szargut, Morris and Steward (1987) [80] from which

several tables of chemical exergy for pure substances are based. In general, these tabulated

values compiled by key references [81, 82] are widely accepted in the scientific community

to estimate the total exergy of a certain stream.

In special cases, the specific chemical exergy (bchi ) of a pure substance can be indirectly

determined by analyzing a reversible reaction with other materials of known chemical

exergy, as described in Eqs. (4.44)-(4.45) [83]. However, this method requires reliable
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information about the substance composition and specific gibbs free energy (gi
∣∣
T0,P0

),

which may not be available for biomass and other complex materials.

bch = −∆Gr

∣∣
T0,P0

−

[∑
i

νib
ch
i

]
co−reactants

+

[∑
j

νjb
ch
j

]
products

(4.44)

∆Gr

∣∣
T0,P0

=

[∑
j

νjgj
∣∣
T0,P0

]
products

−

[∑
k

νkgk
∣∣
T0,P0

]
reactants

(4.45)

Another common method to estimate the chemical exergy is by using correlations with

the elemental composition and lower heating value (LHV). Equations (4.46)-(4.47) exem-

plifies a method to estimate the chemical exergy of wood biomass (humid) [80].

bchwood = βdry
(
LHVhumid + h0

fgzwater
)

+ (bchs − LHVs)zs + bchashzash + bchw zw (4.46)

βdry =
1.044 + 0.2160( zh2

zc
)− 0.2499( zo2

zc
)
[
1 + 0.7884( zh2

zc
)
]

+ 0.0493( zn2

zc
)

1− 0.3035( zo2
zc

)
(4.47)

zo2
zc
≤ 2.67 (4.48)

Where,

LHVhumid and LHVs: net heating value of humid biomass and sulfur [kJ/kg];

h0
fg: specific enthalpy of water evaporation [kJ/kg];

zwater, zs, zash and zw: mass fractions of water, sulfur, ash and water;

zh2, zc and zn2: mass fractions of H2, C and N2;

bchwood, b
ch
s , bchash and bchw : specific chemical exergy of wood, sulfur, ash and water

[kJ/kg].

Lastly, the specific chemical exergy of a mixture can be calculated by using the Eq.

(4.49) [83]. This equation can be derived from the reversible work required to compress

each substance of a mixture from its partial pressure to the environmental reference P0

[82].

bch =
∑
i

bchi +RT0

∑
i

xi ln(yixi) (4.49)

Where,

bchi : specific chemical exergy of substance “i” [J/mol];
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yi: activity coefficient [-];

xi and R: molar fraction [-] and universal gas constant [J/mol.K].

Exergy method applied to anaerobic digestion

As previously discussed, the methane and biogas yield may be used to determine the

potential for energy conversion of wastewater and organic residues. However, this assess-

ment usually relies on experimental data and its connection with energy analysis may not

be straightforward. For instance, a COD balance may convey the necessary information

to analyze the treatment performance in an anaerobic reactor, but not so much for its

impact on power generation.

In this context, it is convenient to express the processes of wastewater treatment and

biogas conversion using a unique basis, such as exergy. Nonetheless, determining the

chemical exergy of organic substances is a challenging task due to its variable composi-

tion. Moreover, the concentration of organic substances in wastewaters may be too small

to obtain detailed information, such as elemental composition or concentration of com-

ponents. Thus, researchers have been using indirect methods to correlate the chemical

exergy of organic substances with the concentration of carbon or COD [84, 46]. These

correlations have different shapes depending on the substances that it uses as basis.

A more general solution for this problem can be obtained by analyzing the correlation

between the specific chemical exergy of organic groups, which were reported by Szargut

[81], and their theoretical chemical oxygen demand. Figure 4.11 shows the correlation

between these two variables using data from Szargut [81] and Eq. 4.50. In this chart, the

organic groups with nitrogen are separated from others with carbon, oxygen, hydrogen

and sulfur, since their correlation is quite different. Based on these results, it is reasonable

to assume a linear correlation between specific chemical exergy and ThOD if the concen-

tration of “organic nitrogen” is relatively low. It is important to notice that, differently

from previous analysis [84, 46], the comparison shown in Figure 4.11 uses group contribu-

tions instead of substances, therefore the chemical exergy can be negative in some cases

[81].

bch = 14.36 · 103 · ThOD (4.50)

In which,

bch: Specific chemical exergy [J/mol]

ThOD: Theoretical chemical oxygen demand [gO2/mol]
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Figure 4.11: Correlation between ThOD and specific chemical exergy for organic groups
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It is possible to estimate the chemical exergy of the wastewater using the Eq. (4.50)

and assuming that the molar concentration of water is quite close to an unit (xwater → 1).

In this case, the chemical exergy of the wastewater mixture can be reduced to Eq. (4.51),

since the term xln(x) tends to zero for x → 1 (water) and x → 0 (other substances).

Although a different correlation using quadratic polynomials or independent coefficients

may reduce correlation error in Fig. 4.11, they can not be extended to Eq. (4.51) in the

same manner as Eq. (4.50) [41]. Equation (4.51) provides a reasonable estimate for the

chemical exergy of wastewater which is practical, since the necessary information is easily

available, but should be used with caution. If detailed information about the wastewater

is available, traditional methods for evaluating chemical exergy should be preferred.

Ḃch
wastewater ≈ ṅwaterb

ch
water + V̇ (14.36 · 103 · CODtotal) · 103 +

∑
i

ṅib
ch
i,inorganic (4.51)

Where,

Ḃch
wastewater: chemical exergy flow rate of wastewater [W ];

V̇ : volumetric flow rate [m3/s];

CODtotal: total chemical oxygen demand [gO2/l];

ṅi: molar flow rate of substance “i” [mol/s].

Figure 4.12 (left) exemplifies the accuracy of results from Eq. (4.51) assuming a flow

rate of 1L/s of an ideal solution of water and acetic acid at different concentrations. As

it can be observed, the results obtained from Eq. (4.51) are quite close to those obtained

from the traditional method, but diverge for concentrations higher than 100 gO2/l. On
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the other hand, as it can be seen in Figure 4.12 (right), huge errors are obtained if the

chemical exergy of the organic substance is neglected. Thus, the Eq. (4.51) may be used

to estimate the exergy of wastewaters with COD concentrations below 100 gO2/l and low

nitrogen concentration in organic components.

Figure 4.12: Comparison of exergy rate results
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4.2.2 Exergy balance

Besides the value associated with material streams, exergy can also be transferred by heat

or work. By definition, exergy associated with work (Ḃw) and work (Ẇ ) are numerically

equal, as denoted in Eq. (4.52), since one can be entirely converted into another (e.g.,

elevation of a weight). On the other hand, according to the second law of thermodynamics,

the energy transfer associated with heat can only be partially converted into work and,

consequently, exergy. Thus, the exergy transfer associated with a heat transfer (Ḃq) can

be calculated using Eq. (4.53), which can be derived from the energy and entropy balances

of a reversible heat engine.

Ḃw = Ẇ (4.52)

Ḃq =

∫ (
1− T0

T

)
dQ̇ (4.53)

The exergy balance for an open system can be described as in Eq. (4.54). It is important

to highlight that exergy is not a conservative quantity and, therefore, a sink variable called

exergy destruction (Ḃdest) is required to express the exergy balance as an equation. Exergy

destruction is directly proportional to the entropy generation (Ṡger), as denoted by Eq.

(4.55), and it can be understood as a measurement of the work potential lost due to
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irreversible processes in the analyzed system. Therefore, this parameter can be used to

pinpoint the equipment that incorporate the main inefficiencies of an overall system.

dB

dt
=
∑

Ḃo,out −
∑

Ḃi,in + Ẇ −
∑
q

[∫ (
1− T0

Tq

)
dQ̇q

]
+ Ḃdest (4.54)

Ḃdest = T0Ṡger (4.55)

Another important parameter in exergy analysis is the efficiency, which may have an

specific definition for a particular process/equipment. A general definition of efficiency

(η), often called “rational efficiency”, is the ratio of exergy outputs by exergy inputs as

shown in Eq. (4.56). However, this definition may not provide a meaningful parameter to

evaluate and compare a particular process/equipment with others that share similarities.

This discussion appears in a number of publications and several guidelines have been

proposed to define efficiencies [85, 86].

η =

∑
exergy outputs∑
exergy inputs

= 1− Bdest∑
exergy inputs

(4.56)

4.2.3 Exergy based costs

In the analysis of an industrial unit it is usual to express the costs (c) of a particular prod-

uct in a certain basis. For instance, electricity costs are generally reported as USD/kWh,

while hydrogen costs are presented as USD/kg or USD/kWh. Likewise, exergy can also

be used as a common basis for electricity, heat, products and fuels. Equation (4.57) ex-

emplifies a cost balance using exergy as a common basis, assuming that the equipment

costs can be levelized (Cequipment) [83].

∑
i

ciḂi,in + Ċequipment =
∑
o

coḂo,out (4.57)

As it may be deduced from Eq. (4.57), the exergy based costs are indeterminate for

a system with multiple products, assuming that the costs of all inputs and equipment

are known. There are two major guidelines to solve this problem: (i) assume that one

or more output share the same costs that an input (ii) assume that the costs of one or

more outputs are equal. These guidelines may be referenced as extraction and equality

methods, respectively [87, 83]. In addition, the cost of outlet streams may be defined as

zero if it can be considered as process loss. A complete explanation of the rationale of

these assumptions can be consulted in Refs. [87, 83, 85].

In Equation (4.57), cost refers as the monetary value paid to produce/acquire a particu-

lar stream, work or heat. However, it is also possible to rewrite this equation defining cost
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as the amount of emissions or exergy consumed to produce/acquire a particular material,

work or heat [88, 89]. An advantage of this method is the possibility to encapsulate and

reuse results of a particular production route in the form of cost. The results of exergy

and emission costs of work, heat and chemical products can be used to evaluate the costs

of other products.

4.3 Economic analysis

Investment costs can be estimated using correlations between equipment costs and its

main characteristics (e.g., mass flow rate, size, temperature, pressure, etc.). Equation

(4.58) describes a simple correlation between purchased equipment costs (PEC) and a

specific characteristic dimension (S) based on reference values (PEC0 and S0). In general,

the correlation presented in Eq. (4.58) is not linear (α 6= 1) since the specific costs

of an equipment tend to be lower for larger equipment (economy of scale). Moreover,

the correlations are only valid for a specific time frame (usually a year) and, therefore,

extrapolations for other periods have to consider the effects of economic inflation. The

simplest approach is to use inflation indexes such as the Chemical Engineering Plant Cost

Index (CEPCI)[90], as exemplified in Eq. (4.59).

PEC = PEC0

(
S

S0

)α
(4.58)

PECy = PECy0

(
CEPCIy
CEPCIy0

)
(4.59)

In which,

PECy and PECy0: estimated equipment cost for year “y” and reference year “y0”

[USD];

CEPCIy and CEPCIy0: Chemical Engineering Plant Cost Index for year “y” and

reference year “y0” [-].

The purchased cost of equipment is only a fraction of the total overnight cost (TOC)

required to build and run a new facility. Additional investment costs can be attributed to

installation, engineering procurement, construction labor and contingencies. Since these

values are difficult to estimate for the preliminary design of production plants, usually

the total investment costs is estimated using average cost factors (fi). Equation (4.60)

exemplifies the estimation of the total overnight costs based on the equipment costs and
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average costs factors.

TOC =

(∑
i

PECi

)
finstallfepccfprocessfprojectfowner (4.60)

Besides evaluating the investment costs, the economic analysis needs to estimate the

revenues considering taxes and include the effects of time in the cash flow (CFn). One of

the most common methods to evaluate the economic rentability of a project is to calculate

its net present value (NPV). Equation (4.61) shows the mathematical definition of net

present value. This method allows to compare the future income of a certain project over

a certain number of year (n) with its present investment cost based on an appropriated

interest ratio (WACC). If a project has a positive NPV the investment can be considered

as profitable, otherwise the project would not be able to attain a minimal interest return

ratio. In addition, two different project can be compared based on their net present values,

since the one with higher NPV is able to acquire more value for an investor.

NPV =
∑
n

CFn
(1 +WACC)n

(4.61)

Another type of economic analysis is to estimate the levelized cost of a certain product

such as electricity or a biofuel. For instance, Equation (4.62) shows the mathematical

equation used to determine the levelized cost of electricity (LCOE) of a power plant.

The calculation of the levelized cost is simpler than the NPV because it does not require

to estimate the income cash flows, only yearly costs (Cn). This value is very useful to

compare results among different production routes of a certain product (e.g., electricity,

hydrogen or methane) since these values are widely reported in the literature.

LCOE =

∑
nCn(1 +WACC)−n∑
nWnet(1 +WACC)−n

(4.62)

4.4 Optimization

In most problems, efficiency and profitability are conflicting objectives [85]. For instance,

a larger heat exchanger would be more effective to transfer heat between two streams, but

it would also cost more. Thus optimizing a production plant solely based on efficiency

or costs may not provide a good understanding on the trade-offs between technical and

economic benefits. A more complete optimization can be achieved using a multi-objective

optimization algorithm, such as the Non-dominated Sorting Genetic Algorithm II (NSGA-

II)[91]. In this method, multiple objective functions can be optimized simultaneously

based on the principles of natural selection, in which a random population of process

conditions is “evolved” along a predefined number of generations. Figure 4.13 illustrates
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the optimization overview employed in some the analysis of this thesis, while Fig. 4.14

exemplifies the type of results of this method.

Figure 4.13: Overview of the optimization process
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Figure 4.14: Example of Pareto frontier results
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At each generation, pairs of individuals (e.g., set of operating conditions or design

choices) are selected based on a ranking system to create offsprings, which inherit features

from the original pair (“parents”). These offsprings are randomly modified to increase

the diversity of the population of solutions, a process called “mutation”. At the end of a

generation the best and more diverse individuals from the previous population (“parents”)

and its offsprings are selected to form a new population and continue the cycle.

The NSGA-II is extremely versatile and can be used to optimize two or more objective

functions (e.g., exergy efficiency and NPV) for a production plant. The results of the

optimization can be illustrated as a Pareto frontier, as depicted in Figure 4.14, which

describes the limit where no further improvement of an objective function is possible for

a fixed value of another objective function.

The main disadvantage of this method is the computational time required to find opti-

mal solutions. Since each generation requires the simulation of all population of process
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designs, the optimization process can require a significant amount of time for a complex

process model.
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5 Macro analysis of biogas conversion

routes

Biomass residues can be converted into electricity and biofuels in order to increase the

efficiency and revenues of biorefinery plants, but this requires the integration of different

energy intensive processes. In other words, the requirements of work and heat from

additional waste/fuel conversion processes should be internally supplied whenever possible

in order to minimize the operational costs of these technologies.

Currently, anaerobic digestion and gasification are the main alternatives to convert

organic residues into biofuels and electricity. However, few studies have explored the

energy integration possibilities between these technologies and compared different pro-

duction pathways. In addition, the technical and environmental competitiveness of prod-

ucts derived from biomass wastes have rarely being compared against their non-renewable

counterparts.

Thus, in this chapter, different process layouts combining anaerobic digestion and gasi-

fication are proposed to produce methane, hydrogen or electricity from sugarcane wastes

(bagasse and vinasse). The energy integration of these designs are optimized using a mixed

integer linear optimization problem (MILP) based on the principles of pinch technology,

which aims to maximize the operational revenues. Moreover, a comparative assessment

between the total (cT ) and non-renewable (cNR) unit exergy costs and specific CO2 emis-

sions (cCO2) of the electricity, methane and hydrogen produced from sugarcane vinasse

and bagasse is presented and compared with the conventional (fossil fuel-based) supply

chains.

Among the waste upgrade alternatives considered in this analysis, methane production

is able to maximize the exergy flow rate of products in the transformation stage (52.4-

58.6 MW), since it requires fewer resources and separation steps compared with the other

alternatives. On the other hand, the co-production of hydrogen and electricity can sub-

stantially increase the transportation service in the end-use stage (51.7-52.1%) and the

operational revenues (2706-2889 EUR/h). These results indicate that methane produc-

tion is the most efficient production route (biomass to fuels), but hydrogen and electricity

achieve better performance indicators (technical, economic and environmental) when the
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analysis includes the end-use of biofuels and electricity (biomass to transportation ser-

vice).

The exergy destruction in the proposed designs can be mainly attributed to vinasse

disposal, since a significant fraction of its organic wastes are inert to anaerobic digestion.

Other important sources of irreversibilities are the bagasse gasifier and utility systems, due

to the irreversible reactions occurring in these processes (e.g. combustion). In addition,

the non-renewable unit exergy costs and specific CO2 emissions for the transportation

service in all cases analyzed are 3.1 to 4.7 times lower compared with conventional fossil

fuels (i.e., diesel, gasoline, natural gas and hydrogen).

5.1 Context

The transportation sector is responsible for a significant portion of energy consumption

and greenhouse gas emissions in the world. In 2016, this economic sector produced a

quarter of emissions (8 GtCO2) in the world, a number that has been steadily increasing

in the last years [92]. In Brazil, for instance, the transportation sector already accounts for

45.8% of carbon dioxide emissions and 32.7% of the energy demand of the country [93]. An

alternative to improve the sustainability of this sector is the gradual replacement of fossil

fuels by biofuels and electricity. The expansion of these energy resources is expected to

reduce or eliminate the CO2 emissions derived from fossil fuel combustion. However, these

improvements in the end-use stage may be offset by inefficiencies in upstream processes

(e.g., supply, transformation, distribution) and their dependence on resources derived

from non-renewable energy sources [94].

In the recent years, biofuels represented almost 70% of renewable energy production in

the world [95] and biomass was responsible for 25.5% of Brazilian domestic energy supply

[96]. This contribution could be further increased if biorefinery wastes were converted

into valuable energy products. In this way, the energy consumption and greenhouse

gas emissions of biomass processing plants could be reduced alongside with the waste

disposal cost and their environmental impact. In Brazil, the production of biofuels and

electricity from sugarcane wastes may be a promising source of renewable energy, since

this biomass resource is responsible for 17% of the domestic energy supply in the country

[93]. Traditionally, bagasse biomass is used to provide combined heat and power to the

sugarcane mill, whereas vinasse is generally used as an alternative fertilizer in sugarcane

crops [97]. However, these practices are still fairly inefficient and can be replaced by

improved energy conversion processes [98, 99].

In this context, gasification and anaerobic digestion are prominent research topics

among the available technological routes for waste to energy conversion [100]. Accord-
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ingly, these technologies could lead to higher production yields [101] and reduced the size

of treatment plants [102]. Aside from the potential improvements for the existing ethanol

production framework, this alternative would not require another biomass source or the

expansion of the cultivation area, while the amount of wastes discarded in the environment

could be significantly reduced [46]. For example, Palacios-Bereche et al. [101] observed

a substantial increase in exergy efficiency with the addition of the enzymatic hydroly-

sis of sugarcane bagasse and anaerobic digestion of effluents to the traditional sugarcane

distillery. Moreover, Silva Neto et al. [103] demonstrated that biogas production could

increase the amount of renewable energy produced from sugarcane and potentially reduce

CO2 emissions by replacing natural gas or diesel.

Previous studies have already investigated the use of lignocellulosic biomass for syn-

thetic natural gas [104], hydrogen and electricity production [105]. These studies highlight

the importance of energy integration to attain highly efficient plant designs. However,

the impact of the upstream processes in the efficiency and carbon footprint of products

derived from industrial wastes has been rarely studied. The usual approach is to consider

the wastes as fully renewable resources, a hypothesis that can underestimate the fossil fuel

dependency of biofuel production. On the other hand, the effect of the end-use efficiency

of biofuels in the overall efficiency and carbon dioxide emissions was also seldom ana-

lyzed. For instance, Piekarczyk et al. [106] investigated the influence of the cumulative

consumption in the production route of several biofuels. It was observed that the energy

source (e.g., biomass, coal, electricity) used in the utility systems has a strong impact

in the efficiency and thermo-ecological indicators for biofuels. Flórez-Orrego et al. [107]

proposed an exergoeconomy methodology to evaluate the unit exergy costs (total and

non-renewable) and specific CO2 emissions of different fuels. Their findings indicate that

biofuels, such as ethanol and biodiesel, require relatively more resources (in exergy basis)

than their fossil-derived correspondents, but the major portion of these energy inputs

can be considered as renewable. Moreover, in a next study, Flórez-Orrego et al. [108]

estimated that only a small percentage of the exergy available in fuels (5-34%) is actually

converted into transportation service.

These literature gaps in conjunction can promote misleading conclusions in the com-

parison of conversion routes from wastes to biofuels and electricity. Thus, this chapter

presents a thermodynamic evaluation of possible processes combining anaerobic digestion

and gasification to capitalize sugarcane vinasse and residual bagasse by using a system-

atic approach of energy integration and exergy analysis. In order to fulfill gaps in current

literature, the biomass supply, transformation, fuel distribution and the end-use are also

included in this analysis to promote different perspectives for the same problem. Moreover,

the exergoeconomic methodology proposed by Flórez-Orrego et al. [107] is employed to
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examine the possible improvements in environmental indicators compared with petroleum

derived fuels.

5.2 Process description

In Brazil, sugarcane is usually processed in mills annexed with an ethanol distillery to

produce sugar, ethanol and electricity as depicted in Figure 5.1. The main by-products

of this conventional design are the surplus bagasse and a wastewater derived from the

ethanol distillation called vinasse. The first is sold to other industries as an alternative

fuel, while the second is dispersed in sugarcane fields to provide mineral supplementation

for new crops. Although these are well-established designs and practices, they certainly

undermine the potential of bagasse and vinasse, which could be used to produce more

biofuels and/or electricity.

Figure 5.1: Conventional scenario for sugarcane ethanol industry
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Figure 5.2 illustrates the scenario investigated in this research work, a revamp design in

which vinasse and surplus bagasse are converted into biofuels and electricity in a separated

waste upgrade plant (WUP). The waste upgrade plant aims to reduce losses in waste

disposal and add commercial value to sugarcane residues, but requires the design of a

integrated system with unknown connections.

The sugar and ethanol production plant (SEP) consumes bagasse in the utility system

to match its energy demands, while the waste upgrade plant (WUP) uses either bagasse,

purified syngas or vinasse-derived biomethane as fuels. Both production plants, SEP and

WUP, have independent utility systems that internally provide electricity and heat by

using a Rankine cycle with an extensive waste heat recovery system. The waste upgrade

plant can be divided into four sub units which are combined to produce three different

products from vinasse and bagasse are considered: electricity, methane and hydrogen. In
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Figure 5.2: Waste upgrade scenario for sugarcane ethanol industry

Methane/
Hydrogen/
Electricity

Residual
Bagasse

Sugarcane

Vinasse

Electricity

Cold water

Bagasse

Heat
Ethanol and 
sugar mill

Utility systemUtility system
Sugarcane

field
Sugarcane

field

Sugar &
Ethanol

Surplus electricity

MarketMarket

$
Market

$

Gasification
plant

Gasification
plant

Biogas
plant

Biogas
plant

Aux. Utility system

Digestate

?

? ?

Waste 
upgrade 

plant

Source: Author

addition, the surplus electricity produced in SEP may be used to partially supply the

demand of the WUP.

Table 5.1 summarizes the different scenarios analyzed in this study: a conventional

scenario, as shown in Figure 5.3 (a), and other five cases for different configurations of

the waste upgrade concept, illustrated in Figure 5.3 (b).

Table 5.1: Summary of proposed cases for biofuels and electricity production

Case

Parameter Base E M1 M2 H1 H2

Sugar and ethanol plant

Sugar production Yes Yes Yes Yes Yes Yes

Ethanol production Yes Yes Yes Yes Yes Yes

Surplus electricity production Yes Yes Yes Yes Yes Yes

Waste upgrade plant

Gaseous biofuel produced - No CH4 CH4 H2 H2

Surplus electricity production - Yes Yes Yes Yes Yes

Surplus electricity from SEP to WUP - No No Yes No Yes

Source: [45]
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Figure 5.3: Overview of biofuel and electricity production scenarios: (a) Base case (b)
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5.2.1 Sugar and ethanol process plant

The main processes of a conventional sugar and ethanol process plant in Brazil are il-

lustrated in Figure 5.4. Once sugarcane is harvested and transported to the mill, the

feedstock has to be cleaned and sliced in preparation for the extraction process. Sugar-

cane juice and fibers (bagasse) are separated in milling rolls with the addition of water

to increase the sucrose extraction. After extraction, sugarcane juice is subjected to a

sequence of treatment and concentration processes (e.g. filtration, clarification, evapora-

tion), while bagasse is stored and used as fuel to produce steam and electricity. In order to

produce sugar, the sucrose in the concentrated juice has to be crystallized, separated and

dried. On the other hand, ethanol is produced by the fermentation of a mixture of juice,

molasses (by-product of sugar production) and syrup (concentrated juice). The resulting

products of fermentation are separated by a distillation process, forming the hydrated

ethanol and a wastewater called vinasse. In general, vinasse is an undesired by-product

which is repurposed in the irrigation of sugarcane fields (fertirrigation).

The main parameters of the annexed distillery considered in this study are shown in

Table 5.2 and a detailed description of these processes is provided in Refs. [107, 109].
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Figure 5.4: Simplified flowsheet of an sugar and ethanol production plant
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Table 5.2: Key parameters of the annexed distillery

Parameter Value

Sugarcane milling rate 500 t/h

Sugar production rate 64.8 kg/tsugarcane

Hydrated ethanol production rate 40 l/tsugarcane

Surplus electricity 8.45 kWh/tsugarcane

Surplus bagasse 53.28 kg/tsugarcane

Vinasse production rate 552 l/tsugarcane
Source: [107, 109, 45]

5.2.2 Vinasse conversion: biomethane and hydrogen production units

The vinasse separated in the ethanol distillation column is at temperatures higher than

ambient (60 ◦C) and presents a low pH (3.75-5) [96], which are not ideal environmental

conditions for anaerobic bacteria cultures. Thus, vinasse must be first cooled down and

mixed with a recycled digestor effluent (15:1 effluent to influent flow ratio) [110] for tem-

perature and pH correction, as illustrated in Figure 5.5. Mesophilic anaerobic digestion

(35 ◦C) is conducted in an upflow anaerobic sludge blanket (UASB) reactor, as widely

practiced in vinasse treatment plants [111]. The treated vinasse is temporarily stored
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in lagoons to be distributed to sugarcane crops (fertirrigation) by means of channels,

diesel-fueled pumps or special trucks. On the other hand, biogas is desulfurized using

a cold sodium hydroxide solution (10g NaOH/L; 15 ◦C) in order to avoid corrosion in

downstream equipment. The caustic solution flow rate is adjusted to guarantee a max-

imum output H2S concentration (200 ppmv). The remaining biogas impurities, mainly

CO2 and H2O, are physically absorbed by using a Selexol process to achieve commercial

specifications. This technology consists of a high pressure column absorber (30 bar, 25
◦C) using a mixture of dimethyl ethers of polyethylene glycol (DEPG). The rich solution

is partially regenerated by releasing the CO2 gas at lower pressures (1 bar) and higher

temperatures (60 ◦C). The purged gas may still contain a portion of methane and, thus,

it has to be burned to avoid environmental damages.

Figure 5.5: Flowsheet of biomethane production from vinasse
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In the hydrogen via vinasse unit, Figure 5.6, biomethane is depressurized (20 bar) to

enhance the production of a H2 and CO rich mixture by using steam reforming process.

The highly endothermic steam reforming reaction requires a large heat duty above 700 ◦C.

To avoid excessive formation of carbon that could affect the performance and lifetime of

catalyst, the molar steam to methane ratio is set as 3 [112]. Two sequential high (390 ◦C)

and a low (212 ◦C) temperature shift reactors are used to increase hydrogen concentration

through the water-shift exothermic reaction. In this step, the hydrogen rich mixture is

intercooled by using a heat recovery system in order to control the maximum attainable

reaction temperature [113]. The additional CO2 produced is removed by using physical

absorption and a pressure swing adsorption (PSA) system. At last, purified hydrogen is

compressed (200 bar) with intercooling for commercialization.
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Figure 5.6: Flowsheet of hydrogen production from biomethane
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5.2.3 Bagasse conversion: gasification, biomethane and hydrogen

production units

Figure 5.7 shows the gasification process and the water gas shift sub-unit assumed in

this study. The bagasse as-received from the sugarcane mill has a large moisture content

(50%) which must be reduced to less than 10% in a rotary dryer that consumes power

and heat provided by the utility systems as well as recovers heat from the gasifier flue gas

[114]. Bagasse is also chipped in an energy intensive process that may require between

1-3% of the total energy embodied (lower heating value basis) in the consumed biomass

[115]. The bagasse ultimate composition is set as 46.70% C, 6.02% H, 44.95% O, 0.17%

N, 0.02% S and 2.14% ash, whereas proximate analysis is considered as 50% moisture (as-

received), 14.32% fixed carbon, 83.54% volatile substances, and ash in balance [116]. The

Battelle Columbus Laboratory (BCL) indirect gasifier at atmospheric pressure avoids
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the dilution with nitrogen of the syngas produced, as the combustion and gasification

processes occur in a separate double column system (Figure 5.7) [117]. Steam is used

as the gasification medium (steam-to-biomass mass ratio 0.75), whereas the combustion

with air of a fraction of the char produced in the bagasse pyrolysis step supplies the heat

required by the endothermic drying, pyrolysis and gasification reactions.

Figure 5.7: Flowsheet of sugarcane bagasse gasification
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After the syngas produced leaves the gasifier, a thermal catalytic cracking of the tar

produced is performed. The syngas is cooled down to 400 ◦C, scrubbed with water, in

order to remove the impurities that may affect the downstream equipment, and then it

is compressed to 30 bar. At this point, the purified syngas can be converted to either

hydrogen-rich syngas or electricity and heat. As it still contains high levels of CO, a water

gas shift conversion (analogous to that described for the hydrogen production via vinasse)

helps increasing the hydrogen content simultaneously producing more CO2. On the other

hand, this is not necessary for the sake of power production and it would represent an

additional source of steam demand and irreversibility. The production of pure hydrogen

by using biomass gasification, Figure 5.8, shares some similar processes with biomethane

conversion in the vinasse route, namely, Selexol and PSA purification steps and multistage

hydrogen compression.

When methane production is intended, a portion of CO2 is removed from syngas to

obtain the desired proportion of hydrogen per carbon necessary in methanation. This

process, illustrated in Figure 5.9, consists in the conversion of hydrogen, CO and CO2 into

methane and water in three sequential reactor beds [118, 119]. The methanation reactions
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Figure 5.8: Flowsheet of hydrogen production from syngas
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are exothermic and, therefore, an interbed heat recovery system is required to avoid the

fast catalyst deterioration. For instance, the first methanator bed uses a recycle stream

combined with intercooling in order to maintain the maximum temperature below 700 ◦C.

As a result, the gas mixture produced has a high methane concentration (≥97%), which

is sent to a temperature swing adsoption system to reduce its humidity to commercial

standards.

5.3 Modelling details

Due to the intricate relationship in terms of energy and mass transfer between material

streams and unitary operations, different computational frameworks are used in order to

properly model the mass, energy and entropy balances of the studied processes. Figure

5.10 shows a visual summary of the software used to model each part of the scenarios pro-

posed in this study. For instance, the sugar and ethanol process plant (SEP) is modelled

in the Engineering Equation Solver (EES) [120], while the model for the waste upgrade

plant is developed in Aspen Plus [121]. In order to model the biogas production and

composition, the Anaerobic Digestion Model N◦1 (ADM1), with sulfur reduction reac-
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Figure 5.9: Flowsheet of methane production from syngas
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tions and calibrated parameters for vinasse digestion [25, 122], is solved in Matlab [123]

and the results linked with Aspen Plus via Microsoft Excel [46]. On the other hand, the

utility systems for the waste upgrade process plant are designed based on the Equation

Oriented (EO) approach in the OSMOSE Lua platform [124], aiming to minimize the

energy requirements and operating cost of the plant.

The results are analyzed following the exergoeconomy methodology proposed by Flórez-

Orrego et al. [107], which consists of an adaptation of the available exergy costing meth-

ods [125, 87, 126] to allocate the total and non-renewable cumulative exergy consumption

and specific CO2 emissions of fuels, chemicals and electricity. This methodology allows

to easily pinpoint connections between the quality of the energy conversion and the en-

vironmental impact in industrial processes. The software EES and Microsoft Excel are

employed in order to determine the unit exergy costs and the results for the exergy indi-

cators (e.g., efficiency, exergy destroyed).

5.3.1 Process modelling

Sugarcane composition is assumed as 70% water, 14.5% sucrose, 13.5% fiber and 2%

other solids in mass basis, while bagasse is considered as containing 50% water and 50%

fiber [109]. In addition, bagasse composition is set by using an ultimate composition

(46.70% C, 44.95% O, 6.02% H, 2.14% ash, 0.17%N and 0.02%S) and a proximate analysis
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Figure 5.10: Graphic summary of the software employed in this study
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concentration (83.54% volatile, 14.32% fixed carbon and ash in balance) [116]. On the

other hand, vinasse is approximated by a mixture of water, inorganic substances (e.g.,

KOH, KCl, NH3, among others) and organic material with average concentrations, as

proposed by Nogueira Nakashima and Oliveira Junior [46]. The vinasse temperature,

chemical organic demand and sulfate concentrations are assumed as 75 ◦C, 36 gO2/l and

0.05 gSO2−
4 /gO2, respectively.

The thermodynamic properties of the mixtures are determined by using different cor-

relations depending on their suitability. The sucrose-water solutions properties are esti-

mated based on the methodology described by Nebra and Fernandez Parra [127]. The

composition of vinasse has been estimated based on the experimental observations of Bar-

rera et al. [110] with general components (e.g., sugars, lipids, inert, etc.) modelled as

commonly observed chemical substances (e.g., glucose, linoleic acid, lignin, etc.) using

the Non-Random Two-Liquid activity model (NRTL) [46]. Meanwhile, since the biogas

desulfurization involves electrolytic reactions, the adaptation of the NRTL model for elec-

trolytes (ELEC-NRTL) is used to estimate properties of caustic solutions. On the other

hand, the Perturbed-Chain Statistical Associating Fluid Theory is used to model the

absorption via Selexol solvent (DEPG) [128]. For other unit operations, which mainly

involve gaseous substances (i.e., gasification, methanation, flare, etc.), the Peng-Robinson

EOS with Boston-Mathias modifications is used to derive their thermophysical properties

[121].

The anaerobic reactor was modelled as a continuous ideally stirred-tank reactor using

the Anaerobic Digestion Model N◦1 (ADM1) [25], a generic kinetic model for anaerobic
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digestion, with modifications and parameters adapted for sugarcane ethanol vinasse [122].

Moreover, the inlet vinasse temperature was calculated considering the reactor heat loss,

estimated by using average heat transfer coefficients [129] and a constant process tem-

perature (35 ◦C). The vinasse disposal process (fertirrigation) is modelled as a black-box

process with an average diesel consumption of 0.19 l/m3
vinasse to transport the effluent to

the sugarcane fields, based on observations from Macedo et al. [130]. In the desulfuriza-

tion unit, the process mass balance is estimated using a rate-based model and a set of

chemical reactions involving electrochemical and gas-liquid interactions [131, 132].

Gasification is modelled as composed of sequential drying, pyrolysis, reduction and

combustion processes. In order to estimate the actual yield rates of hydrogen, CO, CO2,

methane, tar, char and water in the pyrolysis reaction step, empirical correlations reported

in the literature as a function of temperature were used [133]. The tar and methane

produced, typically underestimated via the non-stoichiometric equilibrium methods, is

adjusted with a set of approach-to-equilibrium temperatures to reflect the actual syngas

composition of the gasifier [134]. Thermodynamic equilibrium is also used for modelling

the steam reforming (with temperature approach correction), water shift and methana-

tion reactors and flare combustor. Moreover, a 150% theoretical air is assumed in the

combustion of the purification purge gas.

Table 5.3 summarizes the main processes parameters assumed for the waste upgrade

plant (WUP). Pumps and compressors were modelled based on fixed isentropic efficiencies

of, respectively, 60% and 80%. Pressure swing adsorption is simplified as a black-box

model assuming a hydrogen recovery efficiency of 80% mol, based on previous works [112].

As a simplification, the adsorption systems consumptions are assumed too small regarding

the overall system and the temperature swing adsorption was assumed as lossless.

The non-renewable consumption, direct specific CO2 emissions and conversion efficien-

cies reported by Flórez-Orrego et al.[108, 135], shown in Tables 5.4, 5.5 and 5.6, are used

to determine the unit exergy costs in the cultivation, transportation, distribution and

end-use stages.

5.3.2 Energy integration and operating cost minimization

The energy integration analysis is performed by using the OSMOSE Lua platform de-

veloped by the IPESE group at EPFL, Switzerland [124]. This tool allows to determine

the most suitable utility systems and their operating conditions, that satisfy the min-

imum energy requirement (MER) with the lowest resources consumption and optimal

operating cost (water consumption, vinasse and bagasse). This computational framework

manages the data transfer with the Aspen Plus software and builds the mixed integer

linear programming (MILP) problem described in the Eqs. (5.1) to (5.5) that minimizes
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Table 5.3: Main parameters assumed for the waste upgrade plant

Parameter Value

Gasification

Pressure 1 bar

Steam to biomass ratio 0.75 (mass)

Anaerobic digestion

Temperature 35 ◦C

Effluent recycle 15:1

H2S removal

Temperature and pressure 15 ◦C / 1 bar

H2S concentration ≤ 200 ppmv

CO2 removal

Temperature and pressure 25 ◦C / 30-35 bar

CO2 final concentration 5%

Biomethane steam reforming

Temperature and pressure 25 ◦C / 15 bar

Steam/carbon ratio 3 (molar)

Water gas shift

Pressure (for biomethane conversion) 15 bar

Pressure (for syngas conversion) 30 bar

Inlet temperature (fist/second reactor) 390 / 212 ◦C

Methanation

Inlet temperatures (first/second/third reactor) 300 / 300 / 250 ◦C

Pressure 35 bar

(H2 − CO2)/(CO + CO2) inlet ratio 3

PSA and compression

Hydrogen concentration 99%

Hydrogen export pressure 200 bar

Source: [45]

the operating cost of the chemical plant [136] while satisfying the constraints of the MER

problem. In other words, the optimization problem consists of finding the load factor

(f i) of each utility unit that minimizes the operational cost function (objective function)

given by Eq. (5.1).

min
f i,yi

[
(Ḃchc)vinasse + (Ḃchc)bagasse +

∑
i

(fV̇ c)iwater −
∑
i

(fḂchc)iproduct

]
(5.1)
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Table 5.4: Non-renewable consumption and direct CO2 emissions in sugarcane supply

stage

Ratio per fuel Sugarcane (fuel)

Natural gas

consumption (Jnatural gas/kJcane) 15.05

CO2 emission (gCO2/MJcane) 2.93

Diesel

consumption (Jdiesel/kJcane) 34.19

CO2 emission (gCO2/MJcane) 0.85

Source: [108, 135, 45]

Table 5.5: Non-renewable consumption and direct CO2 emissions in the distribution stage

Fuel

Ratio per fuel Hydrated ethanol Biomethane H2

Natural gas

consumption (Jnatural gas/kJfuel) - 30.0 -

CO2 emission (gCO2/MJfuel) - 1.695 -

Diesel

consumption (Jdiesel/kJfuel) 24.5 - -

CO2 emission (gCO2/MJfuel) 0.445 - -

Electricity

consumption (Jpower/kJfuel) - 15.5 35.7

CO2 emission (gCO2/MJfuel) - 0 0

Source: [108, 135, 45]

Table 5.6: Exergy efficiencies for each fuel conversion technology

Fuel Exergy efficiency

Hydrated ethanol 8.69%

Biomethane 6.06%

Hydrogen 15.79%

Electricity 34.02%

Source: [108, 135, 45]

Subject to the following constrains:

Ω∑
i

f iQ̇i
k +Rk+1 −Rk = 0 ∀k = 1...K (5.2)
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Ω∑
i

f iẆ i + Ẇin − Ẇexp = 0 (5.3)

f iminy
i ≤ f i ≤ f imaxy

i ∀i = 1...Ω (5.4)

R1 = 0, RK+1 = 0, Rk ≥ 0 (5.5)

Where, Ḃch and c stands, respectively, for the chemical exergy flow rate and cost of the

feedstock consumed or prices of marketable fuels and electricity produced; while V̇i and

top are the amount of water consumed by unit “i” and the operational time. Furthermore,

Q and R are, respectively, the heat transfer rate and cascade heat transfer rate; and Ω is

the number of different units in the set of utility systems.

Additional equations for the mass and energy balances on each stream layer (water,

feedstock, fuels, electricity), along with the equations for modelling each one of the dif-

ferent energy technologies, are also included in the optimization problem. The optimal

utility set is determined by calculating the integer variables (yi) associated to the ex-

istence or absence of a given utility unit and the corresponding continuous load factor

(f i) of the selected utility systems. Representative Brazilian market costs for water (3.03

EUR/m3), vinasse (0.0006 EUR/kWh), and bagasse (0.0056 EUR/kWh) consumed, as

well as the selling prices of hydrogen (0.072 EUR/kWh), biomethane (0.032 EUR/kWh)

and electricity (0.06 EUR/kWh) produced are taken from literature [136, 137, 138].

5.3.3 Exergy analysis

The potential and kinetic exergy were neglected in the evaluation of the total exergy flow

rate of the streams. The chemical exergy is estimated based on the values and procedures

proposed by Szargut, Morris and Steward [80] for most mixture flows. However, specific

procedures are used to calculate the chemical exergy of sugarcane, bagasse and vinasse.

For instance, sugarcane chemical exergy is estimated based on the mass weighted average

of the chemical exergy of its components, i.e. sucrose, fiber and water. Bagasse chemical

exergy is determined based on its lower heating value, estimated by using the correlations

of Channiwala and Parikh [139], and the bch

LHV
ratio is calculated in terms of its atomic

composition [80]. Furthermore, the specific chemical exergy of diesel fuel was considered

as 44.85 MJ/kg [108].

Vinasse chemical exergy is estimated based on its theoretical chemical organic demand

(ThOD) concentration, as proposed Nakashima and Oliveira Junior [98] based on early

studies of Tai, Matsushide and Goda [84]. Assuming that ThOD and experimental chem-

ical organic demand (COD) are approximately equal, the chemical exergy of vinasse or-
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ganic material (bchorg. vinasse) can be estimated based on the reported COD concentrations

according to Eq. (5.6).

bchorg. vinasse

[
kJ

mol

]
= 14.56 · ThOD

[
gO2

mol

]
(5.6)

It is important to highlight that, in this analysis, all the irreversibility generated via the

heat exchanger network and the power generation systems is allocated to the utility sys-

tems. This simplifies the exergy analysis, since the heating or cooling exergy requirements

(ḂQi and ḂQo) can be easily calculated based on the knowledge of the exergy balance of

each process equipment (e.g., heat exchangers, endothermic reactors, etc.). Otherwise, a

detailed design of the utility system would be necessary in the first stages of the overall

plant design.

Unit exergy cost and specific CO2 emissions

As previously mentioned, the unit exergy costs and specific CO2 emissions are used to

evaluate the thermodynamic performance (cumulative exergy consumption) and the en-

vironmental impact of the industrial processes, as proposed by [107]. This approach aims

to calculate the total and non-renewable exergy costs (cT and cNR in kJ/kJ) and specific

CO2 emissions (cCO2 in gCO2/MJ) of the fuels and electricity production and consump-

tion, i.e. encompassing from the supply stage (sugarcane farming and transportation) up

to its end-use (service in transportation sector). It is important to highlight that only

the CO2 emissions derived from non-renewable sources are considered in the net CO2

emissions balance. Thus, the carbon dioxide produced through the reactions involving

biomass feedstock (e.g., combustion, fermentation, gasification) are not accounted for the

specific CO2 emissions.

Figure 5.11 illustrates the methodology proposed by Flórez-Orrego et al. [107] applied

for the sugarcane conversion, considering the stages of supply, transformation, distribution

and end-use. In the supply stage, the unit exergy costs associated with materials consumed

in biomass cultivation and transportation steps (ciC,s) are added to the initial sugarcane

costs (cF,t) proportionally to the exergy ratio of consumption to fuel (ḂC,s/ḂF,s). Thus,

the balances for the total (cT ), non-renewable (cNR) unit exergy costs and specific CO2

(cCO2) emissions for the supply stage can be described as in Eqs. (5.7), (5.8) and (5.9),

respectively. As it may be observed in Eq. (5.9), an additional term (Ṁco2) is introduced

in the CO2 balance to include the emissions generated by the combustion of non-renewable

fuels in the stage.

cT,F,t = cT,F,s +
∑
i

[
Ḃi
C,s

ḂF,s

ciT,C,s

]
(5.7)
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Figure 5.11: Scheme of the methodology used in the allocation of the unit exergy costs

and specific CO2 emissions
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cNR,F,t = cNR,F,s +
∑
i

[
Ḃi
C,s

ḂF,s

ciNR,C,s

]
(5.8)

cco2,F,t = cco2,F,s +
∑
i

[
Ḃi
C,s

ḂF,s

cico2,C,s +
Ṁ i

co2,s

ḂF,s

]
(5.9)

The transformation stage comprises the processes necessary to convert sugarcane into

sugar, electricity and biofuels, as illustrated in Figures 9.1, 9.2 and 9.3. Since the processes

may have multiple products, the exergy unit costs are allocated following the criteria

recommended by the thermoeconomy methodologies (i.e., equality, extraction) [125, 87].

The general balance for unit exergy costs (total and non-renewable) and specific CO2

emissions are shown in Eqs. (5.10), (5.11) and (5.12).

cT,F,tḂF,t +
∑
j

(cjT,C,tḂ
j
C,t) =

∑
k

(ckT,P,dḂ
k
P,d) (5.10)

cNR,F,tḂF,t +
∑
j

(cjNR,C,tḂC,t) =
∑
k

(ckNR,P,dḂ
k
P,d) (5.11)

cco2,F,tḂF,t +
∑
j

(cjco2,C,tḂC,t + Ṁ j
co2,t) =

∑
k

(ckco2,P,dḂ
k
P,d) (5.12)

Next, the distribution stage considers the consumption of non-renewable resources to

transport the biofuels from the process plant to the vehicles fuel tank, as shown in Table

5.5. Since this stage is analogous to the supply stage, the cost balance equations are

similar to Eqs. (5.7), (5.8) and (5.9), except for the fact that the main substance consumed

corresponds to products (vehicle fuels), instead of raw materials.
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At last, the end-use stage comprises the conversion of biofuels into transportation ser-

vices. Since the transportation exergy efficiency (ηex) varies for each technology, the

exergy costs balances are evaluated separately for each biofuel as in Eqs. (5.13), (5.14)

and (5.15).

ckT,f =
ckT,e
ηkex

(5.13)

ckNR,f =
ckNR,e
ηkex

(5.14)

ckco2,f =
ckco2,e
ηkex

(5.15)

In order to compare the performance of different biorefinery configurations, a mean

average of the total and non-renewable unit exergy costs and specific CO2 emissions for

the transportation service can be determined as described in Eqs. (5.16), (5.17) and

(5.18).

c̄T =

∑
k c

k
T,fB

k
S,f∑

k B
k
S,f

(5.16)

c̄NR =

∑
k c

k
NR,fB

k
S,f∑

k B
k
S,f

(5.17)

c̄co2 =

∑
k c

k
co2,fB

k
S,f∑

k B
k
S,f

(5.18)

5.4 Results and discussion

Figure 5.12 shows the exergy consumption and production breakdown for each one of the

units in the waste upgrade plant. It is noteworthy that the gasification unit analysis was

separated into two parts, since the water gas shift process is only used for the production

of biofuels. As it can be observed, the larger fraction of exergy consumption (98-76%)

is related with biomass chemical exergy (vinasse, bagasse, methane and syngas) and the

two highest production of irreversibilities (27% and 58%) are present in the primary

units. In the biomethane via vinasse unit, the vinasse high concentration of organic

material inert to anaerobic digestion represents a substantial exergy loss (50% of discarted

vinasse). Furthermore, water, minerals and sludge present in the discated vinasse were

not considered as products in this analysis, which could substantially increase the unit

exergy efficiency (18% points). As for the gasification unit, a significant part of the exergy

of the biomass has to be internally consumed in syngas production, which significantly

reduces the produced gas.
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Figure 5.12: Exergy consumption and production breakdown for each chemical process

unit
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The biomass-derived biomethane and hydrogen units attained the two highest exergy

efficiencies, 94% and 85%, respectively. The high efficiency of the biomass biomethane

unit efficiency can be attributed to lower requirements for CO2 separation (since a portion

of CO2 is converted in the methanator), and the absence of the adsorption process. As

for the hydrogen via biomass unit, there are few sources of irreversibilities, mainly related



98 5.4 Results and discussion

with purge gas from purification processes and its subsequent combustion (flare), since

the unit mainly consists of purification processes with low exergy consumption.

In the process units analyzed, heat appears as the second largest exergy consumption

and an important side-product, especially in those with highly endothermic (gasification

and steam reform) or exothermic (combustion, water gas shift and methanation) reac-

tions. Thus, the heat recovery system efficiency can have a major impact in the overall

production system efficiency. For example, although the hydrogen production units from

either biogas or biomass have similar exergy efficiencies (84% and 85%, respectively), the

former is much more dependent of heat at high temperatures compared with the latter. In

other words, were it not for a rational use of the available waste heat, the exergy efficiency

of the overall system could be compromised. Finally, in this analysis, electricity appears

as a small exergy expense (1-3%) in comparison to others exergy consumption sources.

Table 5.7 summarizes the main results for each case described in Table 5.1, showing

the production remarks, utilities consumption, estimated operational revenue and total

transportation service available (in exergy basis). It is important to note that, some results

for the SEP remain constant for all scenarios, such as sugar and ethanol production, since

the design for this plant is not varied in the analysis. Thus, the conversion strategy

chosen for the available residues only affects other products. For instance, the use of

vinasse and surplus bagasse in case E can substantially increase the power generation

compared with the base case (+13.5 MW or +320%). In fact, the electricity production

could be further increased with the use of high pressure boilers or by including sugarcane

straw as supplementary fuel [140, 141, 142].

The waste heat recovery system of the WUP can not provide heat and power to all pro-

cesses in cases M1 and H1. Among the available energy resources for the utility systems,

syngas and bagasse are the alternatives that promote the most competitive revenues,

mainly due to their reduced production costs (lower cumulative energy consumption)

compared with biomethane. The optimal choice between syngas and surplus bagasse is

not straightforward and depends on the profile of energy demand of the chemical plant,

fuel conversion efficiency and market prices [43].

Table 5.8 shows the ratio of fuel, heat and power consumed per product for each route.

In the methane production case, for example, each kW of methane requires 1.23 kW of

syngas or 1 kW of vinasse-derived biomethane. Thus, it is coherent to avoid biomethane

combustion in order to maximize operating revenues, since more methane can be produced

from biomethane compared with syngas. However, this may change according to the

efficiency of the utility system and the exergy consumptions of the chemical process unit,

as it can be seen for the hydrogen production case with a Rankine cycle based utility

system. Although vinasse-derived biomethane could produce slightly more hydrogen, this



5 Macro analysis of biogas conversion routes 99

Table 5.7: Summary of the main consumption and production remarks per case

Cases

Parameter Base E M1 M2 H1 H2

Main products

Sugar (kg/s) 9 9 9 9 9 9

Hydrated ethanol (m3/h) 20 20 20 20 20 20

Electricity (kW) 4,225 17,766 4,225 2,499 4,225 2,193

Surplus bagasse (kg/s) 7.4 - - - 0.11 -

Biomethane (kg/s) - - 0.997 1.115 - -

Hydrogen (kg/s) - - - - 0.326 0.363

SEP utility consumption

Bagasse (kg/s) 30.8 30.8 30.8 30.8 30.8 30.8

WUP feedstock consumption

Bagasse (kg/s) 7.40 7.40 7.40 7.40 6.39 7.40

Vinasse (m3/h) 276 276 276 276 276 276

WUP utility consumption

Bagasse (kg/s) - - - - 0.89 -

Biomethane (kg/s) - 0.369 - - - -

Syngas (kg/s) - 3.34 0.53 - - -

Operational revenue

from waste upgrade (EUR/h)
- 401 1,278 1,378 2,706 2,889

Transportation service (MW) 12.24 16.84 15.41 15.20 18.62 18.57

Source: [45]

would require substantially more power and heat than by using syngas (see Table 5.8).

Thus, even if there is a gain on product per fuel yield by prioritizing the vinasse route for

hydrogen production, there is also a penalty related to the increased consumption of fuel

in the utility system.

The surplus electricity produced in the SEP (4.2 MW) could be partially used in the

WUP, as proposed in cases M2 and H2, promoting an increase in the biofuel production

rate (11-12%) compared to the cases M1 and H1, respectively. This trade-off between

products occurs due to the difference of fuel consumption in the WUP utility system for

each case.

Table 5.7 also shows that the operational revenues, i.e. the difference between consump-

tion and products market costs (Eq. (5.1)), is not directly related with the total service

exergy available to the end-user. For instance, the cases in which biomethane is produced

from the sugarcane residues (cases M1 and M2) offer significantly more revenues (219-
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Table 5.8: Ratio of exergy consumption per product for each biofuel production units

Production route

Methane Hydrogen

Consumption ratio
from biomethane

(vinasse)
from syngas

from biomethane

(vinasse)
from syngas

Fuel/product 1
kWCH4

kWCH4
1.23 kWsyngas

kWCH4
1.42

kWCH4

kWH2
1.43 kWsyngas

kWH2

Heat/product 0 kW
kWCH4

0.11 kW
kWCH4

0.38 kW
kWH2

0.12 kW
kWH2

Power/product 0 kW
kWCH4

0.01 kW
kWCH4

0.06 kW
kWH2

0.04 kW
kWH2

Source: [43]

244%) compared with the electricity production scenario (case E). However, since electric

vehicles have a higher efficiency compared to those fueled by compressed natural gas, the

total end-use service in case E is 9-10% higher than cases M1 and M2. Thus, a conflict of

interests between biofuel producers and end-users can be foreseen in some scenarios. A

possible alternative is the promotion of biofuels with a high market value and conversion

efficiency, such as hydrogen, as proposed in cases H1 and H2. In these scenarios, high

operational revenues and transportation service can be achieved. Thus, the co-production

of electricity and hydrogen seems the best strategy among those proposed in this study.

5.4.1 Exergy analysis results

The exergy flow rate of products from the transformation stage in each case is shown in

Figure 5.13. The results indicate that sugar and ethanol (hydrated and secondary) repre-

sent the major fraction of products in exergy basis for all cases (78.9-94.1%). Moreover,

the residual bagasse exportation allows the base case to achieve the highest exergy flow

rate of products (364.4 MW) due to the high chemical exergy associated with this energy

resource. However, it is important to highlight that the residual bagasse has a limited

application in the market (e.g., steam production and cogeneration systems) and may

be subjected to other transformation processes. For instance, in the other cases which

include a waste upgrade plant, the several irreversibilities in the conversion of residual

bagasse into biofuels and electricity reduces the amount of exergy flow rate available as

product. In theory, the conversion of organic substances in vinasse could outweigh this

inefficiencies, but their exergy flow rate is relatively low compared with bagasse. This

result is rarely seen in literature because residual bagasse is often not considered as a

product or it is used to produce surplus electricity [141, 142, 101].

The production of biomethane is the alternative which delivers more exergy as fuels to
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Figure 5.13: Exergy flow rate of the products of the transformation stage
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the transportation sector (cases M1 and M2, 52.4 and 58.6 MW respectively), followed by

hydrogen (cases H1 and H2, 43.3 and 47.8 MW respectively) and electricity (case E, 17.8

MW). The reason for the higher productivity of methane conversion is mainly attributed

to the reduced number of processes involving chemical reactions (e.g., combustion, re-

form, water gas shift), which are key sources of irreversibilities. A similar result was also

published by Piekarczyk et al. [106] in a study evaluating different routes of biofuel pro-

duction (methanol, hydrogen, methane and Fischer-Tropsch fuels), which reinforce the

competitive efficiency of methane production. The cases in which the WUP is able to use

the surplus electricity of the SEP (M2 and H2) slightly increased (0.4-1.3%) the amount

of products flow rate in exergy basis. This trade-off is a consequence of the reduction of

fuel consumption in the utility systems for the WUP, as previously shown in Table 5.7.

The distribution of the exergy destruction rate among the different processes in the SEP

and WUP is shown in Figure 5.14. As it can be seen, the SEP utility system is responsible

for most of the exergy destruction share, since it relies on the bagasse combustion to

deliver the required heat and power demands of sugar and ethanol units. Certainly, since

the SEP system is not subject to optimization in the case studies, it may be possible

to reduce its irreversibilities by using a optimized heat recovery system or more efficient

power generation cycles [140]. In general, the processes in the SEP are responsible for

the majority of the exergy destruction in the overall system, since the exergy flow rate of

its streams are higher than the WUP streams. For instance, the fermentation, washing

and milling processes are responsible for 6.0% to 10.0% of the overall exergy destruction.

These processes are widely reported as sources of irreversibilities in sugar and ethanol

plants [107, 101, 109, 143].
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Figure 5.14: Exergy destruction rate from supply to transformation stage
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A significant portion of exergy destruction (4.0-9.5%) occurs in the fertirrigation pro-

cess, since the exergy of the non-converted organic substances in vinasse is discarded to the

environment. In fact, a great portion of the vinasse exergy is actually attributable to or-

ganic substances of difficult conversion in anaerobic digestion (e.g., lignin). Nevertheless,

the exergy destruction in fertirrigation can be substantially reduced (52.3%) through the

vinasse anaerobic digestion in WUP. Other units with high exergy destruction shares are

the WUP utility system, mainly due to the fuel consumption, and the gasification system,

which also includes highly irreversible reactions and substantial bagasse consumption to

maintain the reactor conditions. It is also noticeable that, in the biomethane and hydro-

gen production cases (M1, M2, H1 and H2), the WUP utility system destroys less exergy

due to its lower fuel consumption compared with the standalone electricity generation

case. Figure 5.14 also shows that the waste upgrade process does not necessarily reduce

the overall exergy destruction, since it consumes/transforms the residual bagasse that

otherwise would be sold to the market.

Improvements in the exergy efficiency of the waste upgrade plant can be foreseen for

anaerobic digestion and gasification processes. For instance, the reuse of vinasse water or

the exploitation of vinasse organic inerts (e.g., concentration and combustion) could sig-

nificantly reduce the exergy destruction in fertirrigation. As for gasification, a significant

part of the exergy of the biomass has to be internally consumed in syngas production,

which significantly reduces the amount of gas produced. Higher gasification pressures

may lead to reduced power consumption and, consequently, lower exergy destruction in

the utility system. Other possibility is to increase the efficiency of the separation processes

to reduce the amount of purged gas and increase biofuel production.
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The gasification and the anaerobic digestion processes also present the high power

consumption compared to other processes in the waste upgrade plant. Gasification and

biomethane via vinasse units include energy intensive processes required for biomass pre-

treatment (chipping and vinasse recirculation) as well as several compression steps, due to

the close-to-atmospheric operating conditions. Higher gasification pressures may lead to

reduced power consumption, provided that pressurized biomass injection does not offset

the advantages of pressurized gasification. On the other hand, vinasse recirculation and

biogas compression also consume large amounts of power. The reduction of electricity

consumption in these processes can lead to a smaller utility system and lower internal

fuel consumption, increasing the overall exergy efficiency and revenues.

5.4.2 Unit exergy costs and specific CO2 emissions

The unit exergy costs and specific CO2 emissions of biofuels and electricity at the end of

the transformation stage for each case are presented in Figure 5.15. A detailed description

of the exergy flow rate, unit exergy costs and specific CO2 emissions for the waste upgrade

cases can be consulted in the Appendix A.

The total unit exergy costs for ethanol presented in Figure 5.15 are close to values

reported previously by Palacios-Bereche et al. [101] (2.04-2.39 kJ/kJ) and Flórez-Orrego

et al. [107] (3.06 kJ/kJ). As it may be expected, ethanol is the biofuel that presents the

lowest unit exergy costs and specific CO2 emission since its production comprises of less

energy conversion processes. The ethanol unit exergy costs and specific CO2 emissions

for cases with a waste upgrade plant (E, M1, M2, H1 and H2) are reduced in 6-7%, since

a portion of the exergy costs and specific CO2 emissions is now allocated to biogas due to

the anaerobic digestion of vinasse. Thus, this process reduces the unit exergy costs and

specific CO2 emissions of vinasse sent for fertirrigation and, consequently, decreases the

exergy consumption in sugarcane farming.

According to Figure 5.15, the unit exergy costs and specific CO2 emissions for elec-

tricity generation have the highest values and variances. This can be explained by the

close dependency between the efficiency of electricity generation and the profile of energy

demand of the chemical process plant. For instance, the sole production of electricity

causes a significant increase in the unit exergy costs and specific CO2 emissions due to

the higher quantity of fuel consumed in the utility systems. However, although the ex-

ergy indicators are better for the co-production of biofuels due to the waste heat recovery

system, the amount of electricity exported to the market is quite lower (41-48%) com-

pared with the base case, as shown previously in Table 5.7. Therefore, the extent of the

electricity generated (amount) and its exergy indicators (performance) may be conflicting

objectives in the optimization of the electricity production for some biorefinery configu-
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Figure 5.15: Unit exergy costs and specific CO2 emissions of the main products of the

transformation stage for each case study
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rations. These results denote that optimal solutions for decarbonization and reduction of

fossil fuel consumption in the transportation service are not strictly related with higher

shares of electricity production from biomass or wastes.

Figure 5.15 also reveals that methane is the waste-derived product that has the lowest

unit exergy costs and specific CO2 emissions in the transformation stage, due to its higher

production yield (as presented in Figure 5.13). It is also worthy to notice that the share of

non-renewable unit exergy cost out of the total unit exergy cost for all fuels derived from

sugarcane is almost negligible, especially when compared with the results for petroleum-

derived fuels (cNR/cT > 99%) [107]. Furthermore, the results for the non-renewable unit

exergy costs are in agreement with the thermo-ecology costs reported by Piekarcyk et

al. [106] for hydrogen and synthetic natural gas production from lignocellulosic biomass

(0.232 kJ/kJ and 0.135 kJ/kJ, respectively, for the best scenario).
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The unit exergy costs and specific CO2 emissions for the end-use stage are presented

in Figure 5.16, while data for fossil fuel alternatives in the Brazilian context, as reported

by Flórez-Orrego et al. [108], is reproduced in Table 5.9 for the sake of comparison.

The results denote that biofuels and electricity have a significantly low non-renewable

consumption and CO2 emissions compared with petroleum derivatives, despite the higher

total unit exergy costs. For instance, biomethane and hydrogen have 3.1-4.7 times lower

non-renewable unit exergy costs and specific CO2 emissions compared with their fossil

correspondents, but their total unit exergy costs are 1.7 times higher. Furthermore,

electricity is the fuel option with the lowest value of these indicators, followed by hydrogen

and ethanol, differently from that observed in Figure 5.15 for the transformation stage.

Thus, the performance of electric vehicles is able to outweigh inefficiencies in the power

generation and overcome the other options presented in this research. Therefore, apart

from the cumulative consumption in the transformation stage, the analysis of biofuel

production options has to include the efficiency in the end-use stage in order to avoid

misleading conclusions.

Table 5.9: Unit exergy costs and specific CO2 emissions for petroleum derivatives in the

Brazilian context

Fuel cT [kJ/kJ] cNR [kJ/kJ] cCO2 [gCO2/MJ]

Gasoline C 24.71 15.84 1,191.30

Diesel B05 11.00 10.47 728.16

Hydrogen 9.99 9.59 471.79

Natural gas 19.44 18.67 1045.23

Source: [108, 45]

The results for the weighted average of unit exergy costs and specific CO2 emissions

for the transportation service, presented in Figure 5.17, indicate that the best overall

performance is achieved by the co-production of electricity and hydrogen in case H1. As

previously discussed, this shift in the performance indicators is explained by the difference

in the end-use conversion efficiency for the fuels analyzed in this study. In the best case,

a reduction of 13-12% in the unit exergy costs and specific CO2 emissions compared with

the base case can be achieved. However, the production of methane as biofuel (cases M1

and M2) causes an increase in the unit exergy costs and specific CO2 emissions due to the

reduced efficiency of compressed natural gas vehicles and the non-renewable consumption

in the fuel distribution. In this way, the cases producing biofuel with relative high end-use

efficiency, such as electricity and hydrogen, may have better exergy performance in the

overall analysis and lower CO2 emissions.
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Figure 5.16: Unit exergy costs and specific CO2 emissions of the transportation service

for each fuel and case study
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Figure 5.17: Weighted average unit exergy costs and specific CO2 emissions for the trans-

portation service
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5.5 Concluding remarks

In this chapter, an analysis of the unit exergy costs and specific CO2 emissions of the

production and end-use of biofuel and electricity from sugarcane industry residues (e.g.,

vinasse and bagasse) was presented. A base case (consisting in a sugar mill with an

annexed distillery) and other five possible production cases, in which the different biofuel

products (methane, hydrogen or electricity) are produced from sugarcane residues, were

investigated. The utility units for the waste upgrade plant were optimized based on the

minimization of production costs and energy requirements.

The results indicate that, in the best scenario, the production of biofuels from sugarcane

wastes significantly increases (38-52%) the amount of transportation service compared

with the base case. However, the inclusion of a waste upgrade plant does not necessarily

decrease the exergy destruction in the transformation stage (37-135% increase), especially

if residual bagasse is considered as a byproduct. For the cases in which waste upgrade

is employed, the production of methane delivers more products to the market (52.4-58.6

MW) with lower unit exergy costs and specific CO2 emissions for the transformation stage

(20-260% lower than electricity and hydrogen). However, the co-production of hydrogen

and electricity may attain better technical and environmental indicators considering the

end-use stage (60-322% lower than biomethane) due to their higher efficiency in fuel

conversion to transportation service. Furthermore, it is estimated that the hydrogen

production offers higher operational revenues (2706-2889 EUR/h), since its market prices

are more elevated compared with electricity and methane.

In comparison with petroleum derivatives, the biofuels presented 1.7 times higher total

unit exergy costs and 3.1-4.7 times lower non-renewable unit exergy costs and specific CO2

emissions. Thus, the production and usage of gaseous biofuels generate more irreversibility

at the expense of the consumption of mostly renewable exergy sources with a lower indirect

carbon footprint. The exergy destruction results indicated that further improvements can

be obtained by improving the utility system efficiencies and/or by reducing the energy

consumption in various chemical processes (e.g., anaerobic digestion and gasification).

Moreover, since anaerobic digestion cannot fully convert the exergy of the vinasse, other

processes must be used to reduce losses in wastewater disposal (e.g., concentration, solid

separation, etc.).
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conversion

In the previous chapter, the exergoeconomic analysis of biogas conversion routes indicated

that the co-production of hydrogen and electricity can minimize costs, emissions and boost

operating revenues. Thus, improving the efficiency of biogas conversion into hydrogen and

electricity may play a major role in promoting biogas adoption as an renewable energy

source. In this context, solid oxide fuel cells (SOFC) have been promoted as an alternative

to convert biogas into electricity and heat with high efficiency. However, few studies

have considered the use of the anode exhaust gas to co-produce green hydrogen together

with electricity and heat, which could increase the performance and profitability of these

systems. In other words, the influence of design variables in the optimization of revenues

and efficiency has seldom been studied for these novel cogeneration systems.

In order to answer this knowledge gap, this chapter proposes a new approach to model

SOFC with direct internal reforming to produce power, hydrogen and heat. In addition,

a multi-objective optimization problem using the NSGA-II algorithm is proposed to eval-

uate optimal solutions for systems producing hydrogen and electricity from biogas. The

energy integration is optimized based on the pinch analysis and a mixed-integer linear

optimization routine is used to attain an efficient heat recovery system with minimal

number of heat exchanger units.

The results indicate that for a SOFC system with hydrogen separation is capable of

reaching exergy efficiencies between 57% and 69% depending on the methane content of

biogas. Hydrogen separation reduces the amount of fuel that has to be burned, which

leads to less destruction of exergy in multiple processes (e.g., mixers, burners and heat

exchangers). However, this design change also diminishes the amount of heat delivered by

the system, which may negatively affect the energy integration with anaerobic digestion.

In addition, major performance improvements can be achieved by optimizing the hydrogen

recovery of the pressure swing adsorption and the SOFC operating temperature.

Hydrogen production with a fuel cell downstream is able to achieve the highest exergy

efficiencies (65-66%) and a drastic improvement in net present value (1346%) compared

with sole power generation. Despite the additional equipment, the investment costs are
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estimated to be quite similar (12% increase) to conventional steam reforming systems and

the levelized cost of hydrogen is very competitive (2.27 USD/kgH2).

6.1 Context

In order to promote the decarbonization of energy and transportation sectors, the devel-

opment and optimization of sustainable solutions is an ongoing research topic. In the last

years, several alternatives have been proposed for converting biomass into different prod-

ucts, for example, electricity [46, 144], ethanol [145, 101], methanol [146, 147], ammonia

[148, 149], synthetic natural gas [104, 43], among others. The complexity and diversity

of the options available for biomass makes it one of the most challenging energy sources

in the technical and economic perspectives. The optimal solution for biomass conversion

into products may vary for each country and scenario, as well as for each particular type

of biomass. In the case of biomass wastes, a promising alternative is to produce electricity

and biofuels, such as natural gas and hydrogen. This approach may reduce carbon diox-

ide emissions derived from waste management, energy production and fuel conversion,

creating new economic opportunities based on a sustainable interaction with the environ-

ment [45]. In this context, the efficient conversion of biogas derived from the anaerobic

digestion of organic wastes is a major opportunity for technological development.

In recent studies, the use of solid oxide fuel cells in biogas conversion systems has been

proposed as an efficient solution for renewable power generation. Since fuel cell systems

can be complex and expensive, the effect of different design choices has been the subject

of discussion in many studies. In general, these studies have focused mainly on systems

that work with natural gas. For instance, Palazzi, et al. [150] proposed a methodology to

optimize solid oxide fuel cell (SOFC) systems using the principles of energy integration

combined with evolutionary algorithms. They observed that an optimized design for a

SOFC system is able to achieve energy efficiencies between 34% and 44%. Becker, et al.

[57] indicated that a conventional SOFC system could attain higher energy efficiencies

(83.5-86.1%) by including a separation step to export hydrogen as a byproduct. More

recently, Pérez-Fortes, et al. [151] reported energy efficiencies as high as 81.4% for a SOFC

system co-producing hydrogen, electricity and heat under different operating conditions.

It is important to highlight that the efficiency values from the aforementioned studies

[57, 150, 151] are calculated based on energy. Therefore, they do not take into account

the limits derived from the second law of thermodynamics.

The utilization of biogas as a fuel imposes some additional constraints for the design

of SOFC systems due to the presence of contaminants and carbon dioxide. For instance,

Van Herle, et al. [152] examined different technologies for biogas reforming and operating
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variables in order to estimate their impact on the system efficiency. Moreover, Curletti

et al. [153] demonstrated several possibilities for biogas-SOFC systems including carbon

capture; and determined optimal design parameters using a sophisticated optimization

routine. MosayebNezhad, et al. [154] extended the analysis of energy integration to in-

clude the energy demands of a wastewater treatment plant. Another remarkable example

is the study of Gandiglio et al. [155] which presented promising results for a SOFC plant

operating with biogas produced from a wastewater treatment facility

In general, these previous studies have reported energy efficiencies as high as 50%

despite the high concentration of carbon dioxide in biogas composition. Thus, despite

the relative high investment costs, the economic assessments of biogas-fed SOFC systems

indicate a positive net gain which may surpass traditional energy conversion systems (e.g.,

microturbines, engines, boilers) [156]. Although there are examples of studies evaluating

the usage of biogas in fuel cell systems, most mathematical models in use neglect variations

of fuel concentration and temperature along the fuel cells. Furthermore, simulations

validated for different mixtures of hydrogen, water and carbon dioxide are scarce, despite

the high concentration of these components in the reformed biogas. These factors can

significantly impact the performance of high temperature fuel cells [67]. In addition, the

inclusion of a hydrogen separation step in SOFC systems that work with biogas has rarely

been discussed in detail.

Sustainable solutions for hydrogen production have been an ongoing research topic

due to its prospects as a future energy carrier. Among the several possible routes for

green hydrogen, biogas has also been proposed as an alternative feedstock since it shares

similarities with natural gas, from which most hydrogen is produced today. For example,

Marcoberardino et al. [157] evaluated the production of green hydrogen from biogas using

the steam reforming or autothermal reform combined with a pressure swing adsorption

separation. The levelized cost of hydrogen was estimated as 4.2 EUR/kg in the best

scenario, a value close to the expected cost for electrolysis derived hydrogen (3.83-4.95

USD/kg) [158]. Since electricity can be a significant operational cost or a valuable product,

some researchers have also proposed hybrid solutions using fuel cells to deliver power

alongside hydrogen refuelling stations [57, 151]. For instance, Minutillo et al. [159] have

estimated a maximum exergy efficiency of 59% for some hybrid systems, a possible 18%

increase compared with biogas-fed SOFC systems.

However, there seems to be a lack of studies focused on the economic evaluation of these

hybrid systems designs for power and hydrogen production using biogas as feedstock

[45]. Although these systems may have higher complexity and investment costs, the

additional revenues and relatively lower competitiveness of green hydrogen may overcome

the aforementioned downsides [160]. Moreover, since these hybrid systems will certainly
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present different characteristics, optimal solutions for their design and operation may still

to be determined. Thus, this study aims to provide a new insight by determining optimal

solutions for a biogas conversion system using solid oxide fuel cells producing hydrogen

and electricity.

6.2 Process description

The proposed system consists of a small centralized plant producing an average of 100

Nm3/h of biogas [2], assuming that a gas processing unit removed the fuel impurities.

Two conventional designs, a solid oxide fuel cell (SOFC) system (Figure 6.1) and a steam

methane reforming system (Figure 6.2), are compared with two proposed hybrid solutions,

as described in Figure 6.3 and 6.4, for biogas conversion into electricity and hydrogen. As

it can be observed, the two hybrid systems mainly differ in the order of each process: power

generation and hydrogen separation. In the first arrangement, named as SOFC-H2, the

power conversion is performed first in order to partially substitute the high pressure steam

reforming reactor. The SOFC system is designed to use only a fraction of fuel, leaving

most of the hydrogen to be separated in the downstream PSA system. On the other

hand, the second design named H2-SOFC uses a conventional steam methane reforming

system to produce hydrogen from biogas, while the purge gas from hydrogen separation

is partially used for power generation.

Figure 6.1: Flowsheet of the SOFC system
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In all cases, the heat exchanger network is designed by a mixed-integer linear program-

ming problem (MILP), as proposed by Papoulias and Grossmann [76], which minimizes

the number of units necessary to attain the minimal energy requirement according to the

pinch analysis. Thus, a total of four systems are evaluated in this study, two hybrid sys-
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Figure 6.2: Flowsheet of the H2 system
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Figure 6.3: Flowsheet of the SOFC-H2 system
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Figure 6.4: Flowsheet of the H2-SOFC system
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tems (SOFC-H2 and H2-SOFC) and two single systems (SOFC and H2) for comparison.

The modelling assumptions for all systems evaluated in this study are summarized in

Table 6.1. The details of the power generation and hydrogen production sections for each

system are described in the following subsections.

6.2.1 Power generation sections

In order to increase hydrogen concentration in the fuel cell inlet, biogas may be partially

reformed from 550 ◦C to 700 ◦C using an external source of heat. This theoretically

reduces the reactor size and the minimal steam to carbon ratio compared with adiabatic

pre-reformers, since the high temperature favors the reaction rate and inhibits the soot

formation [152]. The inflow rate of steam is controlled to attain a minimal ratio of 1.8

mol of steam per mol of carbon in the reformer inlet, since water can also be supplied by

the recycle of anode off-gas. Moreover, the outlet gas composition is assumed to be close

to the chemical equilibrium, using a fixed value of temperature approach (15 ◦C below

outlet temperature).

The solid oxide fuel cells are assumed to be planar, anode supported and arranged in

stacks with co-current flow of fuel and air, a flow pattern which simplifies the model so-

lution. The materials and dimensions are specified based on experimental data published

by Jiang and Virkar [161], from which the model was calibrated and validated. A detailed
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Table 6.1: Process modelling assumptions

Parameter Value

Efficiency of pumps and compressors (%) 70

Efficiency of anode recycle compressor (%) 50

Heat loss of SOFC (% fuel LHV) 2

Heat loss of catalytic burner (% fuel LHV) 2

SOFC and reactors pressure drop (kPa) 5

PSA pressure drop (kPa) 100

Steam reforming conversion (% inlet CH4) - SOFC case 5

Steam reforming conversion (% inlet CH4) - other cases Equilibrium

Anode recycle ratio - SOFC 0.5

Anode recycle ratio - other cases 0.0

Water-gas shift conversion (% inlet CO) Equilibrium

Hydrogen recovery of PSA (% inlet H2) 75

H2 inlet concentration for PSA (% molar) 74

Minimal temperature for heat recovery (◦C) Tcond+30 ◦C

Global temperature approach (◦C) 20

Source: [71]

description of these assumptions is provided in the following sections. The SOFC is di-

mensioned based on the design values of current density (j) and fuel utilization efficiency

(FU), which varies depending on the system. For instance, in the SOFC case, the FU is

kept at a high value range (60-80%) to avoid excessive losses in the catalytic burner. On

the other hand, in the SOFC-H2 system, the fuel utilization efficiency is reduced to avoid

low concentration of hydrogen in the downstream separation system.

As previously mentioned, the SOFC also partially converts methane into hydrogen

along the anode of the fuel cell, which allows a significant reduction in size of the external

reformer. The electricity produced by the fuel cells is converted by a power inverter into

AC current with an assumed efficiency of 95%. Moreover, the percent of theoretical air

in the fuel cell system is controlled to maintain a maximum temperature difference in the

fuel cell stacks (<200 K) and a maximum temperature of 800 ◦C[152].

6.2.2 Hydrogen production sections

Methane in biogas is converted into hydrogen using the steam reforming reaction, which

may be performed at high pressures (H2 and H2-SOFC cases) or close to atmospheric pres-

sures (SOFC and SOFC-H2 cases) depending on the system design. Moreover, the steam
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to carbon ratio may also vary for each case in order to attain a good compromise between

hydrogen production and energy demand for steam reforming reactions [58]. Anyway, the

reformate gas produced by the fuel cell anode or an external reactor contains a significant

concentration of carbon monoxide and water. In order to maximize the hydrogen sepa-

ration efficiency, carbon monoxide is partially converted in a high temperature water gas

shift reactor (400-450 ◦C), which is followed by water separation via condensation. If the

dry reformate mixture is not at high pressure levels (20 bar), such as in the SOFC-H2 case,

a multistage compression is carried to allow hydrogen separation using a PSA system.

The pressure swing adsorption system is based on a 4 bed Batta cycle with 75% of

hydrogen recovery for high purity hydrogen (99.999% H2), as reported by Papadias et

al. [162] and NREL [163]. Since biogas has a high concentration of carbon dioxide, a

portion of pure hydrogen is recycled to attain a minimal inlet concentration of 74% molar

[163]. Next, the non-recycled portion of hydrogen is compressed to 200 bar for storage in

high pressure vessels, while the purge gas is directed to the fuel cell (H2-SOFC system)

or catalytic burner (H2 system).

6.3 Modelling details

This research developed a thermodynamic model using the Julia programming language

in order to reduce computational time necessary to compute the results. The ‘Differ-

entialEquations.jl’ suite [164] was used to solve the ordinary differential equations. The

CoolProp library [165], NASA Gleen coefficients [166] and empirical correlations proposed

by Fuller, et al. [167, 168, 169] were implemented to determine properties of pure fluids,

ideal gas mixtures and binary diffusivity, respectively. The exergy analysis uses the spe-

cific chemical exergies published by Szargut [81]. Moreover, the heat exchanger network

with a minimal energy requirement is determined by the solution of a linear programming

problem [76]. The JuMP modelling language [170] and the GLPK package [171] were

employed to solve the optimization problem.

6.3.1 Solid oxide fuel cell model

In short, the model consists of two 1-D differential equations for mass transport (flow

channels and porous diffusion) and a set of algebraic equations to estimate the average

voltage of the fuel cells. In this study, the methods proposed by Aguiar, et al. [69] for

a planar fuel cell with internal reforming are simplified and extended with the diffusion

equations proposed by Bao, et al. [172]. Figure 6.5 illustrates the mathematical modelling

of the solid oxide fuel cells.
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Figure 6.5: Coordinates and boundary conditions for the fuel cell model
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The differential equation for diffusive transport estimates the molar fraction (xi) and

flux (Ji) of reactants along the porous electrode thickness (coordinate “h”), taking into

account the reactions of water gas shift (WGS) and electrochemical oxidation (EOXY).

Next, a set of equations estimates a local cell voltage (V) for an average current density

(j), which is fixed along the fuel cell stack to avoid numerous iterations. Finally, the

differential equation for the feeding channel includes the steam methane reforming (SMR)

and calculates the molar flow rate (n) and temperature of reactants (T) along the cell

area (coordinate “A”). It is important to highlight that only one type of mass transport

is considered to be predominant for each coordinate.

In order to simplify the problem, the diffusion model uses an adapted version of the

Stefan-Maxwell diffusion proposed by Bao, et al. [172] and neglects the pressure drop

along the porous electrodes. In addition, the carbon monoxide oxidation is neglected as

a simplification. Eqs. (6.1) and (6.2) describe the differential equations that determine

the molar fractions (xi) and flux (Ji), respectively. This problem has fixed boundary

conditions in the electrode surface (h = 0) for the molar fractions and in the triple phase

boundary (h = helectrode) for the molar fluxes, as shown respectively in Eqs. (6.3) and

(6.4). Furthermore, the bulk concentrations in Eq. (6.3) are estimated based on the molar

flow rate (ṅi) in the fuel cell channels.

dxi
dh

=
RT

P

n∑
j=1,j 6=i

xjJi − xjJi
Dij,eff

(6.1)

dJi
dh

= νi,wgsrwgs (6.2)
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xi
∣∣
h=0

= xi,bulk =
ṅi∑
ṅi

(6.3)

Ji
∣∣
h=helectrode

= νi,eoxyreoxy (6.4)

In which,

Dij,eff =
ε

2τ

(
1

1/Dij + 1/DiM

+
1

1/Dij + 1/DjM

)
(6.5)

Dij =
0.0143T 1.75

PM0.5
ij

[
(
∑
Dv,i)

1/3 + (
∑
Dv,j)

1/3
]2 (6.6)

Mij = 2

[
1

Mi

+
1

Mj

]−1

(6.7)

DiM =
2rp
3

√
8RT

πMi

(6.8)

rwgs = 0.0171exp

(
−103191

RT

)(
xH2OxCO −

xH2xCO2

Keq,wgs

)
P 2 (6.9)

Keq,wgs = exp
(
−0.2935Z3 + 0.635Z2 + 4.1788Z + 0.3169

)
(6.10)

Z =
1000

T
− 1 (6.11)

The effective (Dij,eff ), binary (Dij) and Knudsen (DiM) diffusivities are calculated by

using the Eq. (6.5) [172], Eqs. (6.6)-(6.7) [167] and Eq. (6.8) [174], respectively. The

values of molecular weight (M [g/mol]) and diffusion volume (Dv) of species reported by

Refs. [166] and [169] were assumed in this model. In addition, the Eqs. (6.9)-(6.11) [175]

determine the water gas shift reaction rate (rwgs). Table 6.2 shows the cell dimensions

assumed in this model, which are based on experiments reported by Jiang and Virkar

[161].

The local voltage (V) of the fuel cells is estimated based on the open current voltage

(V0) and overpotential losses (η), as described in Eqs. (6.12)-(6.17). The set of equations

suppose that the activation overpotentials (ηact) in cathode and anode can be estimated by

one Butler-Volmer equation, as represented in Eq. (6.14). Moreover, a linear approxima-

tion using the Tafel equation [66] with data reported by Jiang and Virkar [161] calibrates

the exchange current density (j0) value. The ohmic overpotential (ηohmic) is determined

using the conductivity (α) and dimensions of the cell anode, cathode and electrolyte [69],
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Table 6.2: Cell dimensions

Parameter Value Source

Anode thickness (hanode) 1.1 mm [161]

Cathode thickness (hcathode) 20 µm [161]

Electrolyte thickness (helectrolyte) 10 µm [161]

Porosity (ε) 0.54 [161]

Tortuosity (τ) 5.4 Fitted

Mean pore radius (rp) 0.5 µm [161]

Source: [173]

as shown in Eq. (6.15) and Table 6.3. On the other hand, the concentration overpoten-

tial (ηconc) is separated into two types, described in Eqs. (6.16) and (6.17), in order to

properly account for variations in fuel and air concentrations [66].

V = V 0 − ηact − ηohmic − ηconc.act − ηconc.Nernst (6.12)

In which,

V 0 =
G0
H2

+ 0.5G0
O2
−G0

H2O

2F
(6.13)

j = j0

(
exp

(
2αF

RT
ηact

)
− exp

(
2(1− α)F

RT
ηact

))
(6.14)

ηohmic = j

(
helectrolyte
σelectrolyte

+
hanode
σanode

+
hcathode
σcathode

)
(6.15)

ηconc,act =
RT

2αF
ln

 xH2

∣∣
h=0

xH2

∣∣
h=hanode

(
xO2

∣∣
h=0

xO2

∣∣
h=hcathode

)0.5
 (6.16)

ηconc,Nernst =
RT

2F

[
ln

(
xH2O

∣∣
h=hanode

xH2

∣∣
h=hanode

(xO2 |h=hcathode)
0.5

(
P0

Pcathode

)0.5
)]

(6.17)

A simple molar balance, as shown in Eq. (6.18), calculates the molar flow rate (n) in

the fuel cell channels assuming that there is no significant variation of gas composition

along the channel height. The differential equation employs the empirical correlations

proposed by Achenbach and Riensche [176] and modified by Aguiar et al. [69] to estimate

the reaction rate of steam reforming. In addition, the Eq. (6.18) estimates the reaction

rates of the water gas shift and electrochemical reactions based on the molar flux results

derived from Eqs. (6.1) and (6.2).

dni
dA

= νi,smrrsmr + Ji
∣∣
h=0

(6.18)
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Table 6.3: Electrochemical model parameters

Parameter Value/Function Source

σanode 80000 [1/Ω.m] [69]

σcathode 8400 [1/Ω.m] [69]

σelectrolyte 33400 exp
(
−10300

T

)
[1/Ω.m] [69]

j0 2250 exp
(
Eact
R

(
1

1073
− 1

T

))
[A/m2] Fitted

Eact 140000 [J/mol] [69]

α 0.639 Fitted

Source: [173]

Where,

rsmr = 4.272 · 10−2exp

(
−82000

RT

)
xCH4

Panode
105

(6.19)

A simplified energy balance estimates the temperature of the fuel cells (T), described

in Eq. (6.20), assuming that the fuel, air and cell components are in thermal equilibrium

for each positions across the coordinate A (length x width x cells x stacks). As it can be

observed, this premise greatly reduces the number of thermal properties that have to be

evaluated. Eq. (6.20) supposes that the heat losses (Qloss) are proportional to the lower

heating value of the consumed fuel, as previously shown in Table 6.1. The boundary

conditions for Eqs. (6.18) and (6.20) are the inlet composition and temperature in the

fuel cell.

dT

dA
=

∆Hsmrrsmr + ∆HwgsJCO
∣∣
h=0

+ ∆Heoxy
j

2F
− jV −Qloss/Acell∑

nicp,i
(6.20)

Lastly, the average voltage (Vavg) is estimated by integrating the local cell voltage (V)

over the cell area (A), as described in Eq. (6.21).

d(VavgA)

dA
= V (6.21)

Model validation

The model was fitted and validated with the experimental data reported by Jiang and

Virkar [161] for an anode supported SOFC cell (Ni+YSZ anode, YSZ-SDC electrolyte and

LSC+SDC cathode) with 1.1 cm2 of cathode area. The exchange current density (j0) and

transfer coefficient (α) were fitted based on the activation overpotential by using a linear

approximation with the Tafel equation [66] for the experimental results. The calibration

of j0 and α assumes that the difference between the experimental results of voltage and
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the model solutions without the Butler-Volmer equation, Eq. (6.17), can be attributed to

the activation overpotential.

As it can be observed in Figures 6.6, the simulation results were in agreement with the

experimental data. For instance, for a range of 0.1 A/cm2 to 1 A/cm2 , the maximum rel-

ative error observed were 5.7% and 7.0% for H2-H2O and H2-CO2 mixtures, respectively.

The relative differences are higher for the mixture with 81% CO2 and current densities

above 0.5 A/m2 due to the effect of concentration losses. These deviations can be mainly

attributed to simplifications in the diffusion equation, which could be reduced by extend-

ing the Stefan-Maxwell model to a Dusty-gas model [177]. The unified Butler-Volmer

equation may also influence the results.

Figure 6.6: Model results and experimental data reported by Jiang and Virkar [161]
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Lastly, this research also compares the model results against the experimental data

reported by Fu, et al. [178], which employed anode supported cells with similar materials

arranged in stacks of 8 cells (84 cm2 each) [161]. Moreover, in the study of Fu, et al. [178],

the SOFC stack works with a mixture of pre-reformed methane (28.1% CH4 , 12.5% H2

and 59.4% H2O in molar basis). Table 6.4 shows that the estimated relative error is lower

than 5.1% for a current density of 0.3 A/cm2 using different fuel utilization efficiencies

(0.35 and 0.70).

6.3.2 Auxiliary equations

Besides the model equations described in the previous section, the design of the proposed

system also requires some auxiliary equations. In this study, the FU is treated as a design

variable, while the total area of fuel cells (Atotal) and percent of theoretical air (λcell) are
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Table 6.4: Comparison between model results and experimental data reported by Fu, et

al. [178]

Operational conditions Experiment [178] Model Difference

j = 0.3 A/cm2

T = 750 ◦C

FU = 0.351

0.82-0.83 V 0.85 V 2.4-3.6%

j = 0.3 A/cm2

T = 750 ◦C

FU = 0.702

0.79-0.80 V 0.83 V 3.6-4.8%

Source: [173]

determined using the Eqs. (6.22) and (6.23), respectively.

FU =
jAtotal/2F

ṅH2,inlet + ṅCO,inlet + 4ṅCH4,inlet

(6.22)

λcell
100

=
ṅairxO2,air

(0.5ṅH2,inlet + 0.5ṅCO,inlet + 2ṅCH4,inlet)FU
(6.23)

6.3.3 Optimization routine

The optimization routine employed in this study consists in three subroutines: a linear

optimization to determine the minimal energy requirements [76]; a mixed-integer linear

programming problem to provide a heat exchanger network with the minimal number of

units [76, 78]; and a multi-objective optimization (NSGA II) to search the operational

parameters that maximize efficiency or net present value [91]. The operational parameters

optimized in this analysis are shown in Table 6.5, while the relationship between each of

these optimization subroutines and the thermodynamic process is illustrated in Fig. 6.7.

This procedure is fairly similar to previous methodologies proposed by Marechal et al.

[179] and Palazzi et al. [150], but it significantly differs in the approach to estimate the

heat exchanger network cost.

In general, the heat exchanger area is roughly estimated based on the composite curves

and the minimal number of units, derived from Euler General Network Theorem [180,

181]. This procedure can be improved using the heat rate and stream pairs for each

heat exchanger unit, which could be determined by a mixed-integer linear programming

problem. Although possible, this method is usually avoided due to the computational time

necessary to solve the optimization problem. However, for systems with few number of

streams (≤ 15) and modelled entirely in Julia programming language, the computational

time necessary to perform this calculation is not a significant bottleneck (≤ 1 s). On the
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Table 6.5: Variables in the multi-objective optimization

Case

Parameter H2-SOFC H2 SOFC-H2 SOFC

Steam/fuel ratio (mol/mol) 1.8-3.0 1.8-3.0 1.8-3.0 1.8-3.0

Percent of theoretical air (%) 120-180 120-180 120-180 250-350

Fuel utilization efficiency 0.1-0.3 - 0.1-0.3 0.6-0.8

Current density (A/cm2) 0.1-0.3 - 0.1-0.3 0.1-0.3

Burner inlet temperature (◦C) 300-400 300-400 350-450 300-400

Population 50 50 50 50

Number of generations 30 30 30 30

Source: [71]

Figure 6.7: Flowchart of the optimization routine
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other hand, it is not a straightforward procedure to estimate the total heat exchanger area

from the results of this optimization routine, since the inlet and outlet temperatures for

each heat exchanger unit are still to be determined. Thus, a simple method to estimate

the total heat exchanger area based on the results of a MILP is proposed in the next

subsection.

6.3.4 Heat exchanger area estimation

The solution for the optimization problem of a heat exchanger network with the minimal

number of units gives the heat rate exchanged by the stream pairs at certain temperature

intervals. According to the definition of the heat cascade, the cold streams can only

receive a fixed amount of heat at predetermined intervals, while the hot streams may

provide heat from one temperature interval to another below it. As a consequence, the

inlet and outlet temperatures for a cold stream “c” (T coldin,c,k and T coldout,c,k) are bounded by

the temperature interval in which the heat exchange occurs (T lowk , T highk ) or the stream
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target/source temperature (T colds,c , T
cold
t,c ), as shown in Eq. 6.24 and 6.25.

T coldin,c,k =

T lowk if T lowk > T colds,c

T colds,c otherwise
(6.24)

T coldout,c,k =

T
high
k if T highk > T coldt,c

T coldt,c otherwise
(6.25)

The inlet and outlet temperature for each hot stream “h” at each temperature interval

(T hotin,h,k and T hotout,h,k) may be determined by the stream heat capacity, as shown in Eq. 6.26

and 6.27. This approach implies a certain configuration of heat exchanger network that

may not lead to the minimal heat exchange area, but it is a general workable solution.

Once the temperatures for each stream and temperature interval are determined, the

heat exchanger area (Ah,c,k) can be determined by each heat transfer rate (Qh,c,k), as

demonstrated in Eq. 6.28.

T hotin,h,k =

T hots,h if k = 1

T hotout,h,k−1 otherwise
(6.26)

T hotout,h,k = T hotin,h,k −
1

Chot
i

C∑
c

Qh,c,k (6.27)

Ah,c,k =
Qh,c,k

Uh,c∆Tln,h,c,k
(6.28)

In this study an average value for the overall heat transfer coefficient (Uh,c= 50W.m−2.K−1))

is used to simplify the determination of the total heat exchanger area [179]. This could

be further improved by estimating the heat exchanger coefficient based on the properties

of the stream pairs that exchanges heat.

6.3.5 Economic assessment

The purchase equipment cost (PECi) was estimated based on correlations published by

different authors which are presented in the Appendix B. In order to account for inflation

in the equipment costs, corrections based on the CEPCI cost index were made for every

equipment [182]. Next, the total overnight cost (TOC) was estimated based on the total

purchase equipment costs (TPC) following the methods suggested by Theis [183] for power

plants, as can be seen in the Eq. (6.29) and (6.30). The cost factors and other economic

assumptions for the cash flow analysis are presented in Table 6.6.

TPC = finstallfepccfprocessfproject
∑
i

PECi (6.29)
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TOC = fownerTPC (6.30)

Table 6.6: Economic assumptions

Parameter Value Source

Install factor (finstall) 1.17 [163]

Engineering procurement and

construction factor (fepcc)
1.175 [183]

Process contingencies

factor (fprocess)
1.125 [183]

Project contingencies

factor (fproject)
1.225 [183]

Owner’s cost factor (fowner) 1.202 [183]

Operation and

maintenance factor (fO&M)
0.02 [153]

Effective tax rate (ftax) 0.2574 [183]

Weighted average costs

of capital (WACC)

0.0654 if taxes included

0.0725 otherwise
[183]

Electricity costs (celec) 0.1 USD/kWh [184]

Biogas costs (cbiogas) 0.02 USD/kWh [48, 2]

Hydrogen costs (cH2) 3 USD/kg Assumed

Process water costs (cH2O) 0.27 USD/m3 [185]

Cooling water costs (ccw) 0.027 USD/m3 [185]

Operational hours (top) 8000 hours/year [185]

Source: [71]

The operation and maintenance costs were assumed to be proportional to the total plant

cost (2%) [153] and no additional labor costs were included assuming that the proposed

system would be an expansion of an existing biogas plant. Additional costs related with

utilities were assumed as proportional to the cooling demands using costs reported by

Seider et al. [185], while additional fuel consumption was included when the heat recovery

system was not able to supply energy internally. The lifetime of catalysts and fuel cell

stack were assumed as 5 years [52, 157], while the activated carbon for desulfurization

was replaced yearly [186]. The replacement costs (Creplace,i,n) were assumed to be equal to

the costs of the fuel cell stack, catalysts media and desulfurization media as shown in the

Appendix B. A linear depreciation model for the first 10 years of operation was assumed

for simplicity. Moreover, the replacement costs were also depreciated linearly during their
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lifetime. In addition, costs related to startup, land, royalties and working capital (besides

inventory capital) are not accounted for in the analysis, as well as any salvage value at

the end of the project life. Thus, cash flow for each year can be estimated by using the

Eq. (6.31)-(6.42) [185, 153] and assumptions in Table 6.6.

CFn =

TOC if n = 0

Sn − Cn − Tn otherwise
(6.31)

Where,

Sn =

Selec + SH2 if Wnet > 0

SH2 otherwise
(6.32)

Selec = celec

(
Wnet

103

)
top (6.33)

SH2 = cH2ṁH2top (6.34)

Cn = Ccons. + fO&MTPC +
∑
i

Creplace,i,n (6.35)

Ccons. =

Cfuel + Cwater,net + Cutility if Wnet > 0

Celec + Cfuel + Cwater,net + Cutility otherwise
(6.36)

Cfuel = cbiogasṁbiogasHHVbiogastop (6.37)

Cwater,net = cwaterV̇water,nettop (6.38)

Cutility = (ccwV̇cw + cbiogasṁextra fuelHHVbiogas)top (6.39)

Celec = celec

(
|Ẇnet|

103

)
top (6.40)

Tn =

(Sn − Cn −Dn) ∗ ftax if Sn − Cn > 0

0 otherwise
(6.41)

Dn = DTOC,n +
∑
i

Dreplace,i,n (6.42)

Next, the results for cash flow were used to determine the net present value of the

project (NPV, after-taxes), Eq. (6.43), and the levelized costs of each product (LCOP,
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pre-taxes), Eq. (6.44) and (6.45). Since in some cases there are two products, the levelized

costs were divided between the products proportionally to the exergy of each product.

This simplification is used to avoid a detailed thermoeconomic cost model, which would

require the solution of a linear system of equations [85, 187]. The levelized costs of

products in this study only aims to give a parameter for easy comparison with other

studies, while the NPV is used to compare the economic performance of each design.

NPV =
∑
n

CFn
(1 +WACC)n

(6.43)

LCOPi =
γi
∑

nCn(1 +WACC)−n∑
n Pi(1 +WACC)−n

(6.44)

Where,

γi =
Bproduct,i∑
iBproduct,i

(6.45)

6.3.6 Exergy analysis

As previously mentioned, the heat exchanger network is designed at each simulation based

on results of a pinch analysis including all heat transfer units. This solution method

allows for design flexibility, but requires an additional assumption to evaluate the exergy

destruction distribution. The simplest approach is to evaluate the heat exchanger network

as a whole, as described in Eq. (6.46). Thus, by considering the exergy recovered from

hot streams as input and the exergy delivered to cold streams as products, the analysis

estimates the exergy destruction of all heat exchanger units (Bd,HXs). This method also

assumes that temperature distribution for all heat transfers is linear, as it is considered

in the pinch analysis.

Bd,HXs =
H∑
h

|Qh|
(

1− T0

∆T
ln

(
Ttarget
Tsource

))
−

C∑
c

|Qc|
(

1− T0

∆T
ln

(
Ttarget
Tsource

))
(6.46)

The exergy efficiency was employed in this study to provide a technical parameter

to compare the system response to different operational parameters. A simple rational

definition, as shown in Eq. (6.47), is used to determine the exergy efficiency of the

system. Additional power and water consumptions related to the use of utility systems

were neglected as a simplification. However, the additional fuel consumption required

by the heating utilities were included using a proportional factor derived from a biogas
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furnace model.

ηex =


BH2 +Wnet

Bfuel +Bheating +Bwater,net

if Wnet > 0

BH2

Bfuel +Bheating + |Wnet|+Bwater,net

otherwise

(6.47)

6.4 Results and discussion

Figure 6.8 shows a comparison between the optimization results for each system analyzed

in this study. As it can be seen, the H2 and H2-SOFC systems are able to attain the high-

est level of exergy efficiency (63.1-65.6%) and net present value (327.2-402.8 kUSD2019).

Furthermore, the SOFC systems are able to achieve a wide range of exergy efficiency

(45.4-58.6%) which may achieve economic viability at specific conditions. Although the

SOFC-H2 may not be economic viable (NPV < 0), this design can achieve slightly higher

efficiencies (60.2%) compared with the original SOFC system.

Figure 6.8: Multi-objective optimization results
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The optimal variables are significantly different for each design, as it can be observed in

Table 6.7, but may not be different for each objective function. For instance, the percent

of theoretical air and fuel utilization efficiency of each optimal solution are quite similar for

the H2-SOFC and SOFC-H2 systems. Thus, in these cases, the trade-off between efficiency

and NPV seems to arise from variations in the current density, burner inlet temperature

or steam/fuel ratio. In general, a high current density is able to increase the power density

of the fuel cell, but decreases the average cell voltage, which directly impacts equipment

costs and efficiency [66]. On the other hand, the burner inlet temperature influences the
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energy integration by varying the maximum burner temperature, while the steam/fuel

ratio alters the hydrogen yield of the steam reformer and shift reactor. Thus, these last

two parameters affect the hydrogen production and the heat exchanger network cost,

which can significantly change the system efficiency and NPV.

Table 6.7: Optimal variables for each objective function and system design

H2 H2-SOFC SOFC SOFC-H2

Description - ηex NPV ηex NPV ηex NPV

Objective functions

Efficiency (%) 63.0 65.6 64.5 58.6 45.5 60.2 57.8

NPV (kUSD2019) 327.2 179.5 402.8 -1293 29.9 -918.3 -763.4

Design variables

Percent of

theoretical air (%)
174 135 135 276 303 121 121

Steam/fuel ratio 2.87 2.25 2.25 1.80 1.84 2.59 2.15

Current density

(A/cm2)
- 0.10 0.29 0.10 0.30 0.19 0.29

Fuel utilization

efficiency
- 0.30 0.30 0.80 0.65 0.10 0.10

Burner inlet

temperature (◦C)
314.8 368.5 368.5 325.4 326.5 431.4 431.4

Source: [71]

The percent of theoretical air controls the flow rate of air and maximum tempera-

ture in the catalytic burner, therefore a reduction in this parameter decreases the power

consumption and tends to reduce the equipment cost of blowers and heat exchangers.

However, the percent of theoretical air is limited by some technical restrictions, such as

the maximum temperature difference in the fuel cell (∆T < 200 K), maximum absolute

temperature in the fuel cell (800 ◦C) or the maximum burner temperature (assumed as

1500 ◦C). The results for fuel utilization efficiency can be explained by the impact that

this parameter has in the power generation and fuel combustion. A high fuel utilization

efficiency can reduce fuel losses and increase power generation when hydrogen production

is not present, since the heating demand at high temperatures is not significantly high.

On the other hand, if hydrogen production is included, the fuel utilization efficiency is

limited by the heating demand of the steam reforming in order to avoid additional fuel

consumption to match the energy integration. Similarly to the percent of theoretical air,

the fuel utilization efficiency may also be restricted by the temperature limits of the fuel

cells.
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A detailed description of the main technical parameters for the solutions with optimal

NPV is presented in Table 6.8. As expected, the hydrogen production and power gen-

eration are maximized in the system producing only one product, respectively, H2 and

SOFC designs. The hybrid solutions produce less hydrogen since part of the fuel is also

converted into electricity, which the results indicate to lead to higher exergy efficiencies

and NPV. In this analysis, the electricity price (0.1 USD/kWh) is higher than the hy-

drogen costs if compared on an energy basis (approx. 0.09 USD/kWh), therefore power

generation may be more financially attractive depending on the conversion efficiency. On

the other hand, a hybrid system with different products may offer more possibilities for

performance improvement. For instance, in the H2-SOFC system, the introduction of a

fuel cell leads to the possibility to use the purge gas to generate electricity rather than

heat, which would be used mainly in the steam reformer. As the methane conversion

reaches higher levels, the use of purge gas for heating becomes less attractive compared

with power generation and, therefore, the switch can lead to higher efficiencies.

Table 6.8: Main technical results for the optimal NPV solutions

Optimal NPV case

Description H2 H2-SOFC SOFC SOFC-H2

Consumptions and products

Water (m3/h) 0.08 0.07 0.15 0.10

Cooling water (kWheat) - 11 - 45

Gross power (kW) - 65 307 46

Net power (kW) -38 29 285 -34

Hydrogen production (kg/d) 292 263 - 267

Extra fuel (Nm3/h) 0.04 0.33 - -

Fuel cell

Voltage (V per cell) - 0.80 0.71 0.83

Total cell area (m2) - 29 150 20

PSA

Recycle ratio 0.38 0.44 - 0.43

Investments

Equipment (kUSD2019) 378 424 380 716

TOC (kUSD2019) 861 966 866 1632

Levelized cost

Electricity (USD2019/kWh) - 0.06 0.09 -

Hydrogen (USD2019/kg) 2.34 2.27 - 3.53

Source: [71]
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Table 6.8 also shows promising results for the levelized cost of hydrogen (≤2.3 USD2019/kg)

and electricity (≤0.09 USD2019/kWh), excluding the SOFC-H2 case. For instance, hy-

drogen production using natural gas and carbon capture technology is expected to cost

between 1.5-3 USD/kg [22], while the global average costs of electricity from bioenergy

is approximately 0.07 USD/kWh [188]. Thus, the proposed systems may be competitive

compared with other technologies and related energy sources.

The levelized costs for hydrogen production in this study are also lower than values

previously reported by other researchers for biogas conversion systems. For example,

Marcoberardino et al. [157] determined the levelized costs of hydrogen to be between 4.2-

7.1 EUR/kg for different reforming technologies and operational conditions. Yao et al.

[189] calculated a break-even price of approximate 6 USD/kg for hydrogen derived from

biogas. These differences can be explained by different economic assumptions (e.g., cost

functions, indirect costs and discount rate), design choices (e.g., reformer temperature

and hydrogen pressure) and the lack of an optimization study. Moreover, the hydrogen

recovery assumed in this study, which is based on values reported by Papadias et al. [162]

and NREL [163], is significantly higher than those calculated by Marcoberardino et al.

[157]. On the other hand, Becker et al. [57] reported a hydrogen cost of 1.8 USD/kg

for a hybrid system co-producing electricity and hydrogen from natural gas. The use of

natural gas and electrochemical hydrogen separation associated with the project scale (1

MW) could explain the significantly lower costs.

The SOFC, PSA and reactors are responsible for most of the purchase equipment cost,

as it can be seen in Figure 6.9. In the case of SOFC-H2, the low pressure in the shift

reactor leads to an enormous equipment size, since the reaction rate is quite influenced

by the partial pressure of reactants [190]. Moreover, the compression of reformate gas

also demands a larger equipment compared with other designs, in which the reactants

are compressed prior to steam reforming. On the other hand, the total equipment costs

for H2, H2-SOFC and SOFC systems are very similar despite the differences in design.

In the SOFC system, the cost of steam reforming is significantly reduced by the internal

reforming in the fuel cell. However, in order to achieve the high levels of fuel utilization

efficiency, the total area of the fuel cell has to be maximized and, therefore, counterbal-

ances the savings in fuel processing. Furthermore, the H2-SOFC configuration corrects

the main drawbacks of the SOFC-H2 system by placing the fuel cell after the hydrogen

separation and, since a large portion of fuel is separated, the fuel cell size can be quite

reduced. Thus, despite having a fuel cell as in the SOFC system, the H2-SOFC option is

only 12% more expensive than the original H2 design. This additional investment can be

justified by the increase of 23% in the net present value obtained by the electricity sales,

as previously presented in Tables 6.8 and 6.7.
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Figure 6.9: Total equipment cost for optimal NPV cases
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It is important to highlight that the SOFC-H2 solution produces less electricity than

the H2-SOFC solution due to the interactions between fuel cell and hydrogen separation.

Although an increase in fuel utilization efficiency could boost the power generation in

the SOFC-H2 case, this would reduce the hydrogen concentration in the reformate gas

and impact negatively in the hydrogen separation, which requires a minimum of 74%

molar concentration of H2. Thus, a small increase in power generation would lead to a

drastic reduction in the hydrogen production because the PSA would need to recycle more

hydrogen to attain technical viability. On the other hand, this problem does not occur in

the H2-SOFC system, therefore it can operate with higher fuel utilization efficiencies and

increase power generation. However, the use of purge gas for power generation reduces the

heat available to supply energy for the steam reformer. Thus, the optimization algorithm

tries to find an optimal relationship between power generation and heat supply.

6.4.1 Energy integration results

Figure 6.10 shows the grand composite curves for each scenario derived from the pinch

analysis. It can be noticed that the power generation case have a large potential for heat

cogeneration (approx. 140 kW), which is greatly reduced with hydrogen co-production

(approx. 0-25 kW). This difference can be explained by the reduction of fuel sent to

the catalytic burner due to the separation of hydrogen. Since biogas production often

requires an energy demand for temperature control, a reduction in the energy available as

heat may be undesirable. For example, the heating of anaerobic reactors may require an

extra consumption of fuel in order to maintain the biogas productivity [43]. However, the

heating demand for anaerobic digestion may not be a concern for industrial wastewater
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[46], in which the feedstock may be at elevated temperatures, or landfills. Thus, hydrogen

production is an interesting option for these processes, since they are not very dependent

on the heating supply from power generation.

Figure 6.10: Grand composite curves for H2 and H2-SOFC systems with optimal NPV
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Figure 6.10 also shows that steam generation and steam methane reforming have a large

impact on the available heat for cogeneration. Thus, a reduction in steam consumption

may benefit the energy efficiency when heat is a desirable product. However, steam also

reduces the formation of soot and promotes the hydrogen generation in methane reforming

according to the chemical equilibrium principle; therefore the steam to carbon ratio should

be optimized. These trade-offs are very similar to those reported for hydrogen production

in steam reforming units [58].

6.4.2 Exergy destroyed assessment

The distribution of exergy destroyed rate for the main process in each system with maxi-

mum NPV is presented in Figure 6.11. The catalytic burner and heat exchanger network

are the main sources of irreversibilities in all cases, but the systems with hydrogen pro-

duction are able to avoid these losses by separating part of fuel as hydrogen [160]. The

same principle explains the gains in exergy efficiency for the H2-SOFC compared with

the H2, since the purge gas combustion is partially avoided by converting hydrogen into

electricity.

The high exergy destroyed rate in the solid oxide fuel cell is related with the high fuel

utilization efficiency and current density for the SOFC system with optimal NPV. This

can be greatly improved by reducing the current density, as demonstrated in the multi-

objective optimization results in Table 6.7 and Figure 6.8, but leads to an enormous
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Figure 6.11: Exergy destroyed rate distribution for optimal NPV cases
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increase in equipment cost since the power density is drastically reduced. In the SOFC-

H2 and H2-SOFC cases, the influence of the fuel cell is significantly reduced because only

a small fraction of fuel is converted into electricity.

6.4.3 Influence of methane concentration in SOFC and SOFC-H2

cases

In order to estimate the impact of methane concentration, the cases SOFC and SOFC-H2

were also simulated using biomethane (assumed as pure methane) and compared with the

performance of their respective biogas scenarios. The flow rate of biomethane is adjusted

to 60 Nm3/h to maintain the same amount of energy input as in the biogas scenarios.

Table 6.9 shows the main technical results separated by fuel and products. The results

indicate that, for these operational conditions, the fuel cells attain similar performances

(< 3% difference) in voltage and power density despite working with different fuels. This

can be explained by the similar initial concentrations of hydrogen in the anode inlet,

caused by the fixed steam to carbon ratio and the anode off-gas recycle. For instance, the

initial molar concentration of hydrogen in the biogas case is approximately 0.12-0.14, while

for biomethane the value is between 0.14-0.18. Furthermore, at low current densities, the

impact of overpotential losses related to reactants concentration is low, which also can be

observed in experimental data reported by Jiang and Virkar [161].

Table 6.10 presents the result for the energy analysis of each proposed scenario. As

it can be observed, the net energy gain of hydrogen co-production compared with sole

power generation is significantly lower for using biogas (34 kW) instead of biomethane

(85 kW). In fact, one may argue that in an extended analysis including the hydrogen final
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Table 6.9: Main technical results for base cases

Biogas Biomethane

Description SOFC SOFC-H2 SOFC SOFC-H2

Pre-reforming

Toutlet (◦C) 465 417 468 395

∆CH4 (%) 24 16 15 12

Water consumption (l/h) 121 161 63 97

Inlet O/C ratio 3.29 4.67 2.95 2.95

SOFC

∆T (◦C) 177 113 200 134

Tmax (◦C) 893 781 889 771

Tmin (◦C) 716 668 688 638

Area (m2) 158 96 158 96

Voltage (V per cells) 0.75 0.76 0.78 0.76

Power (kW) 338 206 349 208

Power density (W/m2) 2144 2157 2216 2172

Burner

Tmax (◦C) 871 1155 966 1176

Water gas shift

Toutlet (◦C) 405 413

∆CO (%) 83 79

PSA

H2 initial concentration (molar) 0.52 0.65

Recycle ratio (%) 66 26

Separation effective efficiency (%) 58 63

Products

Net power (kW) 319 158 333 163

H2 (kg/d) 139 182

Source: [173]

use (e.g., 50% efficiency) the co-production of hydrogen may reduce the overall efficiency.

This dilemma between production and end-use efficiency was discussed in the previous

chapter. Thus, these results indicate that the proposed system could be more profitable,

given its better efficiency, but may not score as well as conventional SOFC systems in

environmental performance.

The results for energy efficiency presented in Table 6.10 are in agreement with previous

studies of similar systems. For instance, Fontell, et al. [72] estimated a net electrical
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Table 6.10: Energy analysis for base cases

Biogas Biomethane

SOFC SOFC-H2 SOFC SOFC-H2

Power balance (kW)

Biogas compressor -0.8 -0.8 -0.5 -0.5

Water pump ≈0 ≈0 ≈0 ≈0

Air compressor -9.9 -7.0 -9.9 -7.0

SOFC + inverter 338.9 206.4 349 207.9

Recycle compressor -8.4 -5.7

PSA multistage compressor -32.6 -26.8

PSA recycle compressor -0.4 -0.1

H2 multistage compressor -7.9 -10.3

Hydrogen energy (kW) 195.2 225.1

Energy efficiency (%) 52.2 57.7 54.5 68.4

Source: [173]

efficiency of 55.9% for a SOFC system designed for natural gas. Peters, et al. [191]

reported a net electrical efficiency between 40-50% for a SOFC demonstration unit of 20

kW operating with natural gas. For systems working with biogas, Van Herle, et al. [152]

determined an energy efficiency of 48.7%, while Curletti, et al. [153] calculated a value

close to 50% (FU = 70%). Dietrich, et al. [192] observed an energy efficiency of 52% for

a 1 kW SOFC module operating with a biogas mixture containing 55% of methane (in

volume). Moreover, Gandiglio, et al. [155] reported an average energy efficiency of 50-

52% for an industrial size SOFC plant that works with biogas. For systems co-producing

hydrogen and electricity, results published by Becker, et al. [57] indicated an efficiency

of 62- 65%, considering natural gas as fuel and excluding the contribution from heat

cogeneration. In addition, Pérez-Fortes, et al. [151] also calculated efficiencies between

53- 67% for a pilot SOFC unit producing hydrogen and electricity using natural gas.

In general, the different values of energy efficiency can be attributed to design choices

(e.g., anode recycle, reforming, operational variables), electrode materials and analysis

assumptions. For instance, Gandiglio, et al. [155] does not include the power consumption

for biogas and air compression in their calculations for energy efficiency, which may induce

an overestimate for efficiency. Besides, the mathematical modelling of previous studies

does not provide crucial information to evaluate technical restraints of fuel cells, such as

minimal fuel concentration and local temperature. For example, Curletti, et al. [153]

neglects the effect of fuel consumption along the fuel cells, which may lead to misleading

results of performance for high efficiencies of fuel utilization. The present analysis also
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shows that, although previous studies have indicated substantial increases in efficiency by

co-producing hydrogen [57, 151], these improvements are significantly lower for systems

using biogas as fuel. The comparison between the results for biomethane and biogas

operation in Table 6.10 demonstrates these differences.

Exergy analysis results

Figure 6.12 shows the values of exergy efficiency for the different scenarios evaluated in

this study. As it can be observed, the values are close to those for energy efficiency,

since the lower heating value and specific chemical exergy of fuels are similar. Hydrogen

production is able to significantly boost the exergy efficiency by avoiding key losses in

energy conversion, as illustrated in the exergy destruction breakdown on Figure 6.13.

Figure 6.12: Exergy efficiency for base cases
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The exergy destruction assessment indicates that the heat exchanger network is the

major source of irreversibility in all scenarios (31-50%). This can be explained by the

unexplored potential for heat cogeneration and high temperature differences, as previously

shown in the energy integration results. For instance, for hydrogen production cases, the

lower amount of fuel converted to heat indirectly reduces the losses in the heat exchanger

network. Thus, future improvements can be achieved with heat cogeneration or reductions

in fuel combustion promoted by higher separation efficiencies.

Figure 6.13 also shows that the solid oxide fuel cell is a relevant source of exergy

destroyed. The activation overpotential, low concentration of hydrogen and power in-

verter efficiency leads to significant losses which explain this result. Moreover, the exergy

destruction for hydrogen co-production cases is relatively high compared with power gen-

eration despite the reduction in fuel utilization efficiency. This can be explained by the

lower operating temperature, as shown in Table 6.9, which reduces the physical exergy of
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Figure 6.13: Exergy destroyed assessment for base cases
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outlet gases. A simple alternative to increase the efficiency of solid oxide fuel cells is to

operate it at higher pressures [67, 66]. However, the additional power consumption for

pressurization may overcome the benefits of a higher cell voltage. A proposed alternative

is to include a turbine to produce more electricity from the anode exhaust gases, such as

in the hybrid configurations of SOFC with gas turbines (SOFC-GT) [73].

These results have minor disagreements with previous studies that investigated the

exergy analysis of SOFC systems, mostly for natural gas and hydrogen operation. For

instance, Bedring̊as, et al. [193] reported the fuel preheating as the major source of

irreversibilities in SOFC systems, but indicate the after-burner as the second largest source

followed by the SOFCs. A similar conclusion can be inferred based on the results of other

authors, such as Chan, et al. [194], Gandiglio, et al. [155] and Lee, et al. [195]. These

deviations can be explained by the differences in the fuel reforming and control volumes

used in the exergy analysis of previous researches compared with the present study. For

instance, although the internal reforming can simplify the heat management, it adds more

irreversibilities to the SOFCs compared with systems using indirect or external reforming,

such as those aforementioned. In addition, the exergy analysis shown in Figure 6.13

separates the irreversibilities of mixing fuel and air from the reaction of both substances.

Thus, if both processes were joined into the control volume for the catalytic burner, the

exergy destruction of this equipment would be higher.

Other major sources of exergy destruction can be linked with irreversible reactions

(Burner) and the mixture of streams with different temperatures or compositions (Mix-

ing). The scenarios with hydrogen production also include significant losses in multistage
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compressors (Pressure change), which could be avoided by improving the equipment ef-

ficiency or lowering the pressure for hydrogen separation. Furthermore, since the anal-

ysis assumes that energy derived from water condensation is unsuitable for heating cold

streams, the exergy destruction in the process of water removal is relatively high.

Parametric analysis

Figure 6.14 presents the impact of some key operational parameters in the exergy efficiency

of hydrogen and electricity co-production using biogas. It is important to highlight that

the range of some variables was limited to avoid technical complications, such as negative

pressures, elevated temperatures or external heat demand.

Figure 6.14: Parametric analysis of operational conditions for the co-production of H2 and

electricity using biogas
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As it can be observed, the stack temperature has a high influence in the exergy efficiency,

since it heavily impacts on the exchange current density, conductivity of materials and

open current voltage. Although higher temperatures could lead to significant gains in

efficiency, they may require expensive materials for inter-connectors, gaskets and other

auxiliary equipment [67, 66]. Thus, technical and economic factors should be considered

in the optimization of SOFC design variables [153, 73].

The efficiency of fuel utilization and the current density have a relatively low effect

on exergy efficiency (±5% for a ±20% variation). Moreover, changes in the steam to

carbon ratio, percent of theoretical air and stack pressure do not significantly alter the

exergy efficiency. This may be explained by the multiple effects these parameters have in

the system. For instance, a reduction in steam to carbon ratio may decrease the water

concentration, but also diminishes the methane reforming yield [196]. The superposition

of positive and negative changes may result in a small effect in exergy efficiency.
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Lastly, it is clear that the PSA separation efficiency and minimal hydrogen concentra-

tion have a huge impact in the proposed system (±10% for a ±10% variation). Thus, a

detailed analysis and optimization of hydrogen separation could lead to great improve-

ments and reduce risks related with uncertainties in the system performance [162]. The

analysis also points out that variations in the PSA inlet pressure or compressors efficiency

may not directly lead to significant gains in performance.

6.5 Concluding remarks

A multi-objective optimization of two different systems combining hydrogen production

and power generation using fuel cells for biogas conversion is analyzed and discussed in

this chapter. The proposed hybrid solutions are compared with two relatable systems

only producing power or hydrogen in order to provide real understanding of the possible

improvements. Furthermore, a detailed model of a solid oxide fuel cell, which includes

the effects of fuel depletion and temperature variation across the stack, and a procedure

to estimate the heat exchanger area from the minimal number of heat exchanger units

are employed in this study to enhance the model prediction and cost analysis.

The results indicate that hydrogen production with a downstream fuel cell system is

able to achieve the highest net present value (402.8 USD2019) and exergy efficiency (65.6%)

among the available options, leading to a levelized cost of 2.27 USD2019/kgH2 and 0.06

USD2019/kWh for hydrogen and electricity, respectively. The proposed system named H2-

SOFC is able to increase 23% of the NPV compared with sole hydrogen production under

the defined economic scenario. Moreover, compared with a traditional SOFC system, the

H2-SOFC can tenfold the NPV (1346%) and promote a 42% increase in exergy efficiency

at selected optimal solutions (max. NPV).

The H2-SOFC system is able to outperform the other solutions by avoiding fuel com-

bustion in the catalytic burner by either separating it as hydrogen or converting it into

electricity. This dual possibility leads to the reduction of main exergy losses in key equip-

ment, such as the catalytic burner and heat exchanger network, while utility consumption

is minimized thanks to an optimized energy integration system. Thus, the co-production

of hydrogen and electricity can be a promising alternative for future biogas plants projects.

The pinch analysis results shows that hydrogen production greatly reduces the heat

cogeneration potential, which may be an undesirable feature if biogas production has

high energy demand for temperature control. The SOFC temperature, PSA separation

efficiency and the minimal concentration of hydrogen at the PSA inlet have huge effects

in the exergy efficiency for the SOFC and SOFC-H2 cases (± 5-10% for a ± 10% vari-

ation). The parametric analysis also demonstrated that changes in the current density,
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fuel utilization and compression efficiency cause minor effects on the system efficiency (±
5% for a ±20% variation). Thus, the optimization of hydrogen separation and SOFC

operation parameters could lead to significant performance improvements and minimize

uncertainties in the results.
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7 Energy integration of anaerobic

digestion and fuel cell systems

Organic wastes derived from agriculture represent a cheap and widely available resource

for the production of energy, fertilizers and fuels for several countries. Their conversion

using anaerobic digesters into biogas, for instance, is able to reduce pollution from or-

ganic waste disposal, produce liquid fertilizer and provide energy for different purposes.

Although this technology has been massively adopted in recent years, new projects for

biogas production plants still struggle with low productivity and energy efficiency, which

limits their economic viability despite numerous benefits. Multiple technologies have been

proposed to diminish these problems, however the high costs of such options may overcome

their benefits if not carefully designed and optimized.

In this chapter, the energy integration of anaerobic digestion and fuel cells systems is

evaluated in detail. Thus, in order to examine the trade-offs between productivity, effi-

ciency and costs of complex biogas production plants, this study details a multi-objective

optimization of a system converting biogas derived from swine manure into electricity

by using solid oxide fuel cells. The analysis shows that the proposed system is able to

achieve a levelized cost of electricity of 0.13-0.20 USD2019/kWh and an exergy efficiency

between 17.7-19.8%. Since the anaerobic reactor and fuel cell systems comprises 65-74%

of total equipment costs, the hydraulic retention time of organic wastes and the average

current density of fuel cells play a major role in minimizing costs without compromising

conversion efficiencies.

7.1 Context

Biomass conversion by anaerobic digestion is a remarkable alternative to provide renew-

able energy with relatively low energy consumption. Besides the potential to upgrade

organic residues, this process can also reduce greenhouse gas emissions in waste manage-

ment and produce an alternative fertilizer from the digestate [46]. In general, the main

challenges of biomass digestion projects are the low energy density of organic wastes and

the economic viability of biogas production. Moreover, in the small and distributed pro-
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duction scale, the efficiency of conventional cogeneration systems may be still significantly

limited. Thus, the development of techniques to improve productivity and economic re-

turn of products derived from biogas are essential to increase the renewable energy offer

from biomass digestion.

In recent years, fuel cell systems have been promoted as an alternative to increase effi-

ciency and revenues of biogas plants. For instance, Siefert and Litster [156] proposed a sys-

tem of thermophilic anaerobic digestion combined with a solid oxide fuel cell (SOFC) and

achieved positive investment return rates for wastewater treatment plants (WWTP). More

recently, Gandiglio, et al. [155] reported energy efficiencies above 50% for an industrial-

size SOFC system operating with WWTP biogas, demonstrating that this system concept

could achieve remarkable performances. Furthermore, Curletti, et al. [153] observed that

SOFC systems could theoretically achieve energy efficiency above 70% and positive net

present values with mathematical optimization.

Although several studies have reported analysis for biogas systems, few were able to

employ an optimization routine for the entire process of biogas production and utilization.

In cases of biogas derived from agriculture wastes, for instance, the power generation can

directly affect biogas production since heat is used to maintain the mesophilic conditions

(35-40 ◦C) in the digester. Thus, the search for optimal design and operation solutions

have to include a detailed model of those processes. In order to fulfill this knowledge

gap, this study presents an optimization analysis including detailed models for anaerobic

digestion and solid oxide fuel cells to discuss the impact of some design variables in costs

and efficiency.

7.2 Process description

Figure 7.1 shows the biogas production and power generation processes analyzed in this

study. The organic wastes from a pig farm with 4500 animals are used to produce biogas

for a solid oxide fuel cell system, which cogenerates power and heat. In addition, the

system is designed to endure an environmental temperature of 5 ◦C, which corresponds

to a harsh winter climate for most cities in Brazil.

The digester is modelled as a continuously stirred reactor in steady-state and operating

in the mesophilic temperature range (35 ◦C). The swine manure is mixed with a recycled

portion of effluent and heated to temperatures slightly above 35 ◦C (max. 40 ◦C) to

maintain the operational temperature in the anaerobic reactor. If the heat recovery from

power generation is not able to supply enough energy for the digester heating, a heat pump

system is dimensioned to match the energy demand. The anaerobic digestion effluent is

stored and used in crops irrigation, while biogas is sent to a gas processing unit to remove
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Figure 7.1: Biogas production and power generation flowsheet
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major contaminants.

The gas processing unit aims to remove impurities which could potentially harm or

reduce the efficiency of downstream equipment. The unit consists of three steps: desul-

furization, dehumidification and a low temperature polisher [186]. The desulfurization

uses an iron oxide media to react hydrogen sulfide into a stable metal sulfide. Next,

water is condensed at low temperatures (5 ◦C) to improve the efficiency of the following

carbon activated adsorption, which removes organic vapors and siloxanes. After the re-

moval of main contaminants, clean biogas is sent to the fuel cell unit for power and heat

cogeneration.

Since the concentration of hydrogen sulfide in biogas can have sudden spikes depending

on the anaerobic digestion conditions, the proposed system has an additional high tem-

perature polisher using activated carbon to work as a safe-bed for reactors and fuel cells.

Steam is added to biogas in order to avoid carbon deposition and to convert methane

into hydrogen through steam reforming. Also, a portion of the anode off-gas is recycled

to reduce fuel losses and steam consumption. A small reformer is used to increase the

hydrogen concentration at the fuel cell inlet and reduce drastic temperature drops caused
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by the internal reforming of methane.

In order to simplify the thermodynamic model, the solid oxide fuel cells are assumed

to be planar, anode supported and arranged in stacks with concurrent flow of fuel and

air. The electricity produced by the fuel cells is converted into alternating current by a

power inverter for the power grid. A high percent of theoretical air is employed to avoid

an excessive temperature difference in the fuel cell stacks (>200 K) [152]. Since the fuel

cell is unable to convert all hydrogen into electricity, a portion of the anode exhaust gas is

reacted with the cathode off-gas in a catalytic burner to supply heat for other processes.

The main operational conditions and assumptions for the proposed system are presented

in Table 7.1. It is important to highlight that the values for hydraulic retention time

(HRT) of swine manure, the SOFC fuel utilization efficiency, current density (j), percent

of theoretical air and steam to fuel ratio are varied in a multi-objective optimization. The

heat exchanger network and utility systems (cooling tower and heat pump/refrigeration)

are dimensioned by another optimization routine, based on the mixed-integer linear pro-

gramming (MILP) problem proposed by Papoulias and Grossmann [76]. This approach of

process synthesis is similar to the one proposed by Palazzi, et al. [150] for the optimization

of fuel cell systems and aims to ensure more design flexibility for optimization.

Table 7.1: Main operational conditions and assumptions

Parameter Value Source

Environmental temperature (◦C) 5

Waste production (l/d-animal) 4.5 [28]

Total solids (TS) - swine manure (kg/m3) 60 [27]

Power consumption for mixing (W/m3
reactor) 6.5 [29]

Heat loss - SOFC (% fuel LHV) 2 [57]

Heat loss - Catalytic burner (% fuel LHV) 2 [57]

Pressure drop - SOFC and reactor (kPa) 5 [57]

Isentropic efficiency - pump and compressors (%) 70

Isentropic efficiency - anode recycle compressor (%) 50

Prereforming conversion (% inlet CH4) 5

Anode recycle ratio 0.5

Power inverter efficiency (%) 95

Minimal temperature for heat recovery (◦C) 30 + Tdew point

Global temperature approach (◦C) 20

Heat pump (R134a) temperatures (◦C) -15/60

Heat pump (R134a) COP 2.5

Source: [42]
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7.3 Modelling details

This study uses the same methods presented in the previous chapter to model the ther-

modynamic, economic and optimization problems. The main difference of this analysis is

the inclusion of a detailed anaerobic digestion model and the modification of optimization

parameters, which are presented in Table 7.2.

Table 7.2: Optimization parameters

Parameter Value

Hydraulic retention time of organic wastes (d) 25-35

Steam to fuel ratio (mol/mol) 1.0-2.0

Fuel utilization efficiency - SOFC 0.5-0.7

Average current density - SOFC (A/cm2) 0.1 - 0.3

Percent of theoretical air - SOFC 200-300 %

Objective functions ηex and LCOE

Number of generations 30

Population size 50

Source: [42]

7.3.1 Anaerobic digestion model description

The Anaerobic Digestion Model N◦1 (ADM1) is used to model the biogas production

from swine manure using the calibrated parameters proposed by Jurado, et al. [197]. The

ADM1 is a general kinetic model for anaerobic digestion that consists of several differential

equations for the main substances in the process [25]. In general, the mathematical

model assumes a continuously stirred reactor (CSTR) configuration and liquid-gas phase

equilibrium, as described in Eqs. (7.1) to (7.3). Since solids retention is usually present

in anaerobic reactors, a simple modification in the retention time (x1.5 HRT) of these

components is included to reduce deviations in the model estimations, as proposed in

the original ADM1 publication [25]. A detailed description of these parameters can be

consulted in chapter 2 and the original ADM1 publication [25].

dZi
dt

= (Zin,i − Zliq,i)
V̇liq
Vliq
− Zgas,i

V̇gas
Vgas

+
∑
j

νi,jrj (7.1)

V̇gas =
RTVliq
P − PH2O

(ρH2

16
+
ρCH4

64
+ ρCO2

)
(7.2)

ρi = kLa (Zi −KH,iZgas,iRT ) for i ∈ {H2, CH4, CO2} (7.3)
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A constant value of pH (8.2) was assumed, based on the experimental data of Jurado,

et al. [197], to simplify the charge balance and acid-base equilibrium, which can be

major sources of instability in this type of model. Thus, the model assumes that the

pH is ideally controlled in order to simplify solution of the ADM1 system of differential

equations. Moreover, an average concentration of H2S (400 ppm) based on the average

values reported by Papadias, et al. [186] is assumed in this analysis, since the ADM1 [25]

and Jurado et al. [197] studies have not included the effects of H2S generation in their

studies.

Table 7.3 presents a comparison between the results of the model with experimental data

from Jurado et al. [197]. The results for biogas production and methane concentration

are in fairly agreement with experimental data, therefore the model was considered as

a valid representation of the process for a thermoeconomic study. However, the model

employed in this study has some deviations compared with experimental data for organic

acids, which are probably connected with the CSTR simplification. The main impact of

these deviations is on the estimation of the exergy flow rate of digestate (outlet flow of

anaerobic digestion). This impacts on the distribution of exergy destruction, in which

part of the exergy destroyed actually in the anaerobic digestion may be attributed to the

digester effluent in this analysis.

Table 7.3: Model validation using data reported by Jurado, et al. [197]

Dataset 1 Dataset 2

Parameter Experiment Model Experiment Model

Operational conditions

Influent COD (gCOD/l) 71.1 ± 17.0 71.1 72.1 ± 17.0 72.1

Retention time (d) 26.0 ± 3.5 26.0 26.7 ± 1.9 26.7

Temperature (◦C) 38 38 38 38

pH 8.2 ± 0.1 8.2 8.3 ± 0.1 8.3

Results

Biogas production (l/d) 2.2 ± 0.1 2.3 2.2 ± 0.2 2.0

Methane (vol. %) 61.0 ± 0.6 55.5 63.2 ± 1.2 63.1

Acetic acid (mgCOD/l) 35 ± 14 367 28 ± 7 895

Propionic acid (mgCOD/l) 5 ± 2 22 3 ± 0.4 22

Butyric acid (mgCOD/l) 5 ± 3 14 5 ± 4 14

Source: [42]
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Reactor size and heat losses

The anaerobic reactor size is determined by the hydraulic retention time of the organic

wastes, which is a design variable in the optimization problem. In order to estimate

the heat losses, average values for overall heat transfer coefficients (U) proposed by

Tchobanoglous, et al. [29] are assumed to simplify the calculations. Table 7.4 shows

a summary of the values adopted in this analysis to estimate the heat losses for the

anaerobic reactor.

Table 7.4: Model assumptions for heat losses of the anaerobic reactor

Parameter Value Observation

U - Walls (W/m2.◦C) 0.7 Concrete (300 mm) with insulation [29]

U - Floor (W/m2.◦C) 2.85
Concrete (300 mm) in contact with

moist earth [29]

U - Cover (W/m2.◦C) 0.95
Insulating board (25 mm) installed un-

der roofing [29]

Environment temperature 5 ◦C Brazilian winter climate

Diameter/Height ratio 1 Minimal surface area per volume

Source: [42]

7.3.2 Exergy analysis assumptions

In order to estimate the exergy flow rate of organic compounds in waste streams, the cor-

relation between specific chemical exergy and chemical oxygen demand (COD) proposed

by Nogueira Nakashima and Oliveira Junior [46] is employed in this study. Thus, the

exergy efficiency of the overall system is defined based on the total exergy flow rate of

organic wastes and water consumption, as presented in Eq. (7.4). In order to simplify

the analysis, it is assumed that all water present in swine manure can be recovered in

irrigation and, therefore, can be excluded from the exergy consumption.

ηex =
Ẇnet

ḂCOD +
∑
Ḃprocess water

(7.4)

The multi-objective optimization is unconstrained, but technical limitations are indi-

rectly enforced in the optimization by altering the price of equipment. For example, if the

model calculates a high temperature change in the SOFC (> 200 K), the equipment cost is

double to simulate a drastic reduction in the equipment lifetime. Moreover, the variables

domain was tested and limited to avoid technical problems, for instance, fuel depletion,

carbon formation and high concentration of volatile acids on anaerobic digestion.
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7.4 Results and discussion

Figure 7.2 shows the results for the multi-objective optimization of exergy efficiency and

LCOE for the proposed system. As it can be observed, the optimal values for the electricity

costs are between 0.13-0.20 USD2019/kWh, while the exergy efficiency varies from 17.7-

19.8%. The results also indicate a clear trend of higher costs for more efficient systems,

which can be explained by observing the differences between the opposing optimal points,

as described in Table 7.5.

Figure 7.2: Multi-objective optimization results
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The results presented in Table 7.5 and Fig. 7.3 indicate that the optimal variables

mainly differ in the values for hydraulic retention time and current density. These pa-

rameters directly affect the anaerobic digestion and power generation processes, as it can

be observed in the results for methane production and cell voltage. For these processes, a

larger equipment is able to achieve better conversion efficiencies but this improvement has

a thermodynamic limit. As the methane production and cell voltage get closer to their

thermodynamic limits, the effective gains in these parameters are quite small compared

with the increase in equipment costs. Thus, although the exergy efficiency can be in-

creased in 17.9% compared with the minimal LCOE solution, this performance gain may

not be justifiable since the total equipment costs are increased by a much higher factor

(70%).

The results presented in Table 7.5 can also be compared with values reported by pre-

vious researchers. For instance, MosayebNezhad, et al. [154] estimated a levelized cost

of electricity of 0.134-0.309 EUR2018/kWh for a SOFC system annexed to a wastewater

treatment plant (WWTP) for the year of 2018 and a short term scenario. Girona, et al.

[198] also determined an average LCOE of 0.173 EUR2018/kWh for a similar system, while

Papadias, et al. [186] calculated a value of 0.105 USD2010/kWh for a molten carbonate
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Table 7.5: Multi-objective optimization results

Parameter Max. ηex Min. LCOE

Variables

Hydraulic retention time (d) 32.0 25.2

Percent of theoretical air (%) 202 202

Steam to fuel ratio (mol/mol) 1.0 1.0

Current density (A/cm2) 0.1 0.3

Fuel use ratio (-) 0.7 0.7

Investment (kUSD2019)

Equipment 431 254

Total overnight cost 982 578

Overall system

Net power (kW) 68 61

Exergy efficiency (%) 19.8 17.7

LCOE (USD2019/kWh) 0.20 0.13

Anaerobic digestion

CH4 production (Nm3/d) 334 320

CH4 concentration (%) 42 43

Reactor volume (m3) 649 509

Heat loss (kW) 41 39

Fuel cell

Gross power (kW) 84 71

Voltage (per cell) 0.8 0.7

Total cell area (m2) 107 36

Outlet temperature (◦C) 788 840

Utilities

Auxiliary heating (kW) 17 5.9

Refrigeration (kW) 0.3 0.3

Source: [42]

fuel cell (MCFC) using WWTP biogas. It is important to highlight that these previous

works have not considered the costs of biogas production in their analysis, since sev-

eral wastewater treatment plants are already working without an energy recovery system.

Thus, if the costs of the anaerobic digestion system was attributed to the pig farming,

the levelized costs could be significantly lower than those presented previously.

The minimal LCOE achieved by the proposed system is superior to the average elec-

tricity costs in Brazil (approx. 0.10-0.12 USD/kWh with taxes) [184] and other bioenergy
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Figure 7.3: Hydraulic retention time (HRT) and current density (j) for the Pareto frontier
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sources (approx. 0.07 USD/kWh) [188], therefore this system would not be economically

viable without other financial incentives. A similar result has also been reported by other

studies for power generation using swine manure mono-digestion [199, 200], in which the

electricity costs were higher than selling prices. Other researchers have indicated that the

economic feasibility of these systems could be improved for scenarios with large power

plants (1MW) or by using a more concentrated feedstock [201, 156], but the amount of

organic wastes readily available may not be sufficient to power these facilities.

The influence of the weighted average capital cost (WACC) on the levelized cost of

electricity (LCOE) is depicted in Figure 7.4 for the minimum cost scenario. As it can

be observed, the system can attain an interest ratio of return of 2%-6% if the average

electricity costs are 0.10-0.12 USD/kWh.

Figure 7.4: Influence of WACC in the LCOE for the minimum cost scenario

0 5 · 10−2 0.1 0.15 0.2
5 · 10−2

0.1

0.15

0.2

0.25

WACC (-)

L
C

O
E

(U
S
D

2
0
1
9
/k

W
h
)

Source: Author



7 Energy integration of anaerobic digestion and fuel cell systems 153

7.4.1 Equipment cost breakdown

Figure 7.5 shows a detailed distribution of equipment costs for the optimal solutions with

maximum efficiency and minimal LCOE. As it can be observed, the anaerobic digester and

SOFC system are the most expensive equipment, representing 65-74% of total equipment

cost, due to their large size or high specific costs. Thus, the electricity cost may be

significantly reduced if the swine manure could be supplied at higher concentration of

solids (e.g., improving manure collection), since this would reduce the influent flow rate

and, consequently, the reactor volume for a constant HRT. In fact, many biogas plants

achieve a similar effect by mixing other organic waste (or energy crop) with manure in

order to boost biogas production. Other remarkable contributions to the total equipment

costs are the gas processing unit (11-17%) and heat exchanger network (9%).

Figure 7.5: Total equipment cost for selected optimal solutions
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7.4.2 Exergy assessment

The main source of exergy destruction rate for the selected optimal solutions is the ex-

ergy loss of organic matter that is not converted by the anaerobic digestion (70%), as

it can be observed in Fig. 7.6. In general, anaerobic digestion can not convert complex

organic substances (e.g., lignin) in a reasonable retention time due to limitations of the

hydrolysis process. Thus, a significant portion of organic matter is considered as inert to

the process and remains in the effluent (or sludge), which is usually discarded to the envi-

ronment. Similar results were also reported by Nogueira Nakashima and Oliveira Junior

for sugarcane vinasse [46], a massive effluent in ethanol distilleries, in which the inclusion

of wastewater exergy indicates relative low exergy efficiencies for biogas plants (12.8%).

Based on these results, it can be inferred that there is a significant potential to develop

efficient technologies to convert organic wastes. For instance, the anaerobic sludge could
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be separated and concentrated to produce fertilizers, energy or biofuels.

Figure 7.6: Exergy destroyed rate distribution for selected optimal solutions
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7.5 Concluding remarks

In this study, a multi-optimization analysis for a system producing biogas from swine

manure for power generation with solid oxide fuel cells is presented and discussed. Fur-

thermore, a detailed modelling of the anaerobic digestion and fuel cell systems is employed

to determine the impact of design variables in the electricity costs and system efficiency.

The results indicate that the proposed system is able to achieve a minimal LCOE of 0.13

USD2019/kWh and a maximum exergy efficiency of 19.8%. Moreover, these parameters

are significantly affected by the hydraulic retention time of organic wastes and the aver-

age current density of the SOFC system. Since the anaerobic reactor and fuel cell system

are responsible for 65-74% of the total equipment costs, the minimization of LCOE tries

to reduce these equipment sizes without compromising the methane production or fuel

conversion efficiency.

Nevertheless, the optimal solutions were not able to achieve competitive electricity costs

compared with other energy sources (<0.10 USD/kWh). This can be partially attributed

to the low concentration of organic wastes (6% TS) and the small scale of the system

(<70 kW). The exergy analysis pinpoints a major unexplored potential in the anaerobic

digestion effluent, which contains several organic substances that can not be converted

by anaerobic digestion. Thus, the conversion of anaerobic digestion effluent/sludge into

valuable products (e.g., fertilizer, solid fuels or energy) can have significant impacts in

efficiency and, consequently, make biogas production more financially attractive.
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8 Results overview

In order to compare the results of studies of this thesis, this chapter presents a sum-

mary of the main performance indicators for each plant configuration. Since each study

of this research has its own particularities, some parameters were calculated based on

the previous results or modified to allow a fair comparison between the numerical val-

ues. Tables 8.1 and 8.2 summarize a comparison between the exergy efficiency and gross

profits of the different analysis of this thesis. Since some studies include the modelling

of biogas/syngas production, while other studies focus only on the gas conversion into

products, two efficiency types are presented in Table 8.1. The overall efficiency considers

the organic wastes (e.g., vinasse, bagasse and swine manure) and includes the anaerobic

digestion, gasification and utilities systems in the analysis. Thus, the overall efficiency is

significantly lower than the values presented in other scenarios which assume biogas as

the main input. (i.e., gas conversion efficiency).

Table 8.1: Summary of exergy efficiency results

Product Input Technology Utility
Overall

efficiency

Gas

conversion

efficiencya

Power generation systems

Electricity
Vinasse &

bagasse
Rankine - 10.0 24.0

Electricity
Vinasse &

bagasse

Combined

cycle
- 18.0 38.1

Electricity
Swine

manure
SOFC - 17.7 - 19.8 45.2 - 48.5

Electricity Biogas SOFC - - 45.5 - 58.6

Electricity Methane SOFC - - 53.8

Biomethane production systems

CH4

Vinasse &

bagasse
Selexol Rankine 41.0 85.4

Continued on next page
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Table 8.1 – Continued from previous page

Product Input Technology Utility
Overall

efficiency

Gas

conversion

efficiencya

CH4

Vinasse &

bagasse
Selexol

Combined

cycle
44.0 81.4

Hydrogen production systems

H2

Vinasse &

bagasse

Steam

reforming
Rankine 32.0 62.2

H2

Vinasse &

bagasse

Steam

reforming

Combined

cycle
34.0 61.2

H2 Biogas
Steam

reforming
Power grid - 63.0

Hybrid systems
H2 and

electricity
Biogas SOFC - - 58.7 - 60.2

H2 and

electricity
Biogas

Steam

reforming

& SOFC

- - 64.5 - 65.6

H2 and

electricity
Methane SOFC - - 68.6

aExcludes gas production and utilities systems.

Source: Author

Table 8.2: Summary of specific gross profits (USD/kWhfuel) and equipment cost

(USD/kWproduct)

Product Input Technology Utility

Specific gross

profitsa

( USD
kWhfuel

)

Specific

equipment

cost ( kUSD
kWprod.

)

Power generation systems

Electricity
Biogas &

syngas
Rankine - 0.019

Electricity
Biogas &

syngas

Combined

cycle
- 0.033

Electricityb
Swine

manure
SOFC - 0.043 6.34

Continued on next page
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Table 8.2 – Continued from previous page

Product Input Technology Utility

Specific gross

profitsa

( USD
kWhfuel

)

Specific

equipment

cost ( kUSD
kWprod.

)

Electricityb Biogas SOFC - 0.054 1.33

Electricity Methane SOFC - 0.054

Biomethane production systems

CH4

Biogas &

syngas
Selexol Rankine 0.037

CH4

Biogas &

syngas
Selexol

Combined

cycle
0.040

Hydrogen production systems

H2

Vinasse &

bagasse

Steam

reforming
Rankine 0.053

H2

Vinasse &

bagasse

Steam

reforming

Combined

cycle
0.056

H2
b Biogas

Steam

reforming
Power grid 0.054 1.03

Hybrid systems
H2 and

electricityb
Biogas SOFC - 0.049 2.13

H2 and

electricityb
Biogas

Steam

reforming

& SOFC

- 0.059 1.08

H2 and

electricity
Methane SOFC - 0.065

aAssuming the product prices of 0.1 USD/kWhelectricity, 0.05 USD/kWhCH4 and

0.09 USD/kWhH2. b Scenarios of optimal maximum NPV or minimum product costs

Source: Author

In addition, the specific gross profits (p) and investment costs presented in Table 8.2

represent the expected gains (
∑

i cp,iḂp,i) minus the electricity costs (ceẆgrid) per unit of

exergy of fuel (
∑

i Ḃf,i). The specific gross profit (p), defined in Eq. 8.1, is presented as

a simple parameter for comparing all studies in a common basis, since not all analysis

estimated the capital costs of the production plant. As it can be observed in Table

8.2, systems that integrate fuel cell technology can achieve higher specific gross profits

since their efficiency can be improved compared with conventional conversion routes of

electricity and hydrogen. However, the specific equipment costs may also be significantly
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higher than conventional technologies, as exemplified by the system working with swine

manure. It is important to highlight that the specific equipment costs for SOFC systems

presented in Table 8.2 are significantly lower than previous estimates (Table 2.4). This

difference can be partially attributed to detailed economic analysis and optimizations

evaluated in this thesis.

p =

∑
i

(
cp,iḂp,i

)
− ceẆgrid∑

i Ḃf,i

(8.1)

Lastly, Tables 8.3 and 8.4 summarize the exergy costs and specific CO2 emissions of

each product and scenario. Since some studies extend the analysis to include biogas

production and bagasse conversion, two additional costs values are presented to allow

a comparison between the results of different systems. The first is the exergy costs of

the biofuels produced only by the biogas conversion route and the second is the exergy

costs of products assuming an average specific costs and emissions for biogas. A detailed

description of the exergy costs and specific emissions is provided in the Appendix C.

Table 8.3: Summary of total and non-renewable exergy costs for the transformation stage

Product Input Technology Utility
Total

exergy cost

Non-

renewable

exergy cost

Electricity

Electricity
Vinasse &

bagasse
Rankine - 10.26 0.68

Electricitya Biogas SOFC - 2.21 (6.59b) 0 (0.57b)

Electricity

(with CH4)

Vinasse &

bagasse
Rankine - 5.48-7.12 0.31-0.4

Electricity

(with H2)

Vinasse &

bagasse
Rankine - 6.7-7.12 0.40-0.41

Electricity

(with H2)a
Biogas

Steam

reforming

& SOFC

- 2.13 (6.35b) 0 (0.56b)

Methane

CH4

(with power)

Vinasse &

bagasse
Selexol Rankine

2.88-2.91

(3.18-3.23c)

0.19-0.20

(0.27c)

Hydrogen

H2 Biogas
Steam

reforming

Power

grid
1.59 (4.63b) 0 (0.42b)

Continued on next page
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Table 8.3 – Continued from previous page

Product Input Technology Utility
Total

exergy cost

Non-

renewable

exergy cost

H2

(with power)

Vinasse &

bagasse

Steam

reforming
Rankine

3.49-3.54

(5.09c)
0.24 (0.39c)

H2

(with power)a
Biogas SOFC - 1.73 (5.08b) 0 (0.52b)

H2

(with power)a
Biogas

Steam

reforming

& SOFC

- 1.50 (4.49b) 0 (0.39b)

aAssuming the product prices of 0.1 USD/kWhelectricity, 0.05 USD/kWhCH4 and

0.09 USD/kWhH2. b Scenarios of optimal maximum NPV or minimum product costs

Source: Author

Table 8.4: Summary of specific CO2 emissions for the transformation stage

Product Input Technology Utility

Specific CO2

emissions

(gCO2/MJ)

Electricity

Electricity
Vinasse &

bagasse
Rankine - 45.14

Electricitya Biogas SOFC - 0 (37.26b)

Electricity

(with CH4)

Vinasse &

bagasse
Rankine - 20.81-26.56

Electricity

(with H2)

Vinasse &

bagasse
Rankine - 26.56-27.54

Electricity

(with H2)a
Biogas

Steam

reforming

& SOFC

- 0 (35.96b)

Methane

CH4 (with

power)

Vinasse &

bagasse
Selexol Rankine

12.8-13.17

(18c)

Hydrogen

H2 Biogas
Steam

reforming

Power

grid
0 (30.89b)

Continued on next page
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Table 8.4 – Continued from previous page

Product Input Technology Utility

Specific CO2

emissions

(gCO2/MJ)

H2 (with

power)a
Vinasse &

bagasse

Steam

reforming
Rankine

15.63-15.82

(26c)

H2 (with

power)a
Biogas SOFC - 0 (33.37b)

H2 (with

power)a
Biogas

Steam

reforming

& SOFC

- 0 (25.39b)

a Scenarios of optimal maximum NPV or minimum product costs

b Assuming cT,biogas = 3 kJ/kJ , cNR,biogas = 0.26 kJ/kJ , cCO2,biogas = 17 gCO2/MJ ,

cT,elec. = 1.80 kJ/kJ , cNR,elec. = 0.33 kJ/kJ , cCO2,elec. = 62 gCO2/MJ

c Product derived from biogas only

Source: Author

Tables 8.3 and 8.4 show that the exergy costs and specific emissions attributed to the

products derived from vinasse are significantly higher than the average values including

bagasse-derived products. This can be attributed to the high exergy costs and specific

emissions of vinasse compared with bagasse, since vinasse is produced after several irre-

versible processes (e.g., juice concentration, fermentation, distillation). This effect can

also be perceived for the fuel cell and hydrogen production systems when the costs of

vinasse-derived biogas and electricity [45, 89]. As it can be expected, systems with higher

efficiencies have products with lower exergy costs and specific emissions. For instance, the

system based on a steam reforming process with a downstream solid oxide fuel cell (H2-

SOFC) is able to achieve lower exergy costs and specific emissions of products compared

with other systems.

It is important to notice that the analyses presented in this study have some limitations

which may influence some of the results presented.

• The results for the exergy unit costs and specific emissions of transportation ser-

vice are dependent on the assumed efficiencies for the distribution and use of each

fuel. Biofuels and electricity can have different end-uses and be converted by differ-

ent technologies, therefore, the results presented in this study does not take these

variabilities into account.
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• Sugar is produced alongside with ethanol in all macro analysis in this study. Al-

though this represents a common Brazilian context, the production of sugar affects

the exergy cost formation and specific emissions attributed to fuels. Since the pro-

duction of sugar may alter along the year, the results presented in the macro-analysis

represent only a general scenario.

• The gasification model used to convert sugarcane bagasse uses empirical correlations

calibrated for wood. Thus, the model results are an extrapolation and it is possible

that deviations exist when compared with experimental data for sugarcane bagasse

gasification.

• The anaerobic digestion model employed in this study presents some deviations

for the concentration of organic acids in the treated effluent. This directly affects

the exergy flow rate estimated for the digestate and, consequently, the exergy de-

struction in the anaerobic digestion. Thus, the exergy potential attributed to the

digestate may be overestimated.

• The assumption of a constant overall heat transfer coefficient greatly simplifies the

estimation of the heat exchanger area, but it may only be acceptable for sorting

optimal designs solutions. A rigorous design of each heat exchanger may lead to

different cost values.

• The SOFC model is solved assuming an average current density that is constant

along the active cell area. A more accurate condition would be to assume a constant

voltage and determine iteratively the local current density. However, this would

significantly increase the computational time required to solve the problem and,

consequently, compromise the optimization studies.

• The analysis presented in this study assumes constant costs of resources, products

and replacing equipment. These values can alter along the years of operation of the

biogas plant, which impacts the profitability and cost of products.
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9 Conclusions

In this thesis, the conversion of organic wastes into biofuels and electricity throughout

anaerobic digestion was investigated at different scenarios by using a systematic frame-

work. At first, the impact of anaerobic digestion and gasification in the Brazilian sug-

arcane industry was evaluated using exergy analysis, pinch technology and modern op-

timization routines. Vinasse biodigestion and bagasse gasification can produce an ad-

ditional 17.8 MW of electricity for a standard sized sugarcane mill (500 ton/h, divided

equally into sugar and ethanol production). In the best scenario analyzed, an additional

58.6 MW of exergy can be recovered from sugarcane wastes if synthetic natural gas is

produced. In addition, hydrogen production has the highest value for revenues estimated

based on the production costs and selling prices of products.

Anaerobic digestion has limitations to convert organic substances into methane (e.g.

lignin) which leads to significant amount of exergy losses linked with vinasse disposal.

For instance, the effluent of anaerobic digestion can represent an exergy loss of 48%

of the exergy consumed by a biomethane production unit converting sugarcane vinasse.

Possible solutions include the use of vinasse concentration and/or incineration. Significant

improvement of efficiency can also be obtained by reducing the electricity consumption

of biomethane production using vinasse, since the power generation utilities are also a

great source of irreversibilities. The fist study demonstrated that, among the proposed

products for waste conversion, methane is the most efficient option while hydrogen may

be the most financially attractive.

In a subsequent stage, the analysis of waste conversion into biofuels and electricity

was extended to include the whole life-cycle of the products, from farming to transporta-

tion. It was possible to observed that, besides improving the operational revenues (as

demonstrated in the previous work), the co-production of hydrogen and electricity can

also increase the transportation service delivered to society. One of the main reasons

for that is the impact of the end-use efficiency in the transportation service. Although

methane can be efficiently produced from wastes using anaerobic digestion and gasifi-

cation, its distribution and use in vehicles still has several inefficiencies that reduce the

effective amount of transportation achieved from this fuel. On the other hand, electricity

has efficient distribution and vehicles, but may have several losses in production if there
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is not a good purpose for the energy associated with heat. In addition, electricity may

not be very financially attractive, since the electricity price is influenced by several energy

sources.

In this scenario, the study observed that hydrogen may be an interesting solution for

this energy dilemma. Hydrogen production requires a significant amount of steam and

heat, which may be combined with a power generation unit to efficiently deliver hydro-

gen and power. Since hydrogen has a high efficiency of conversion in the end-use stage,

the transportation service obtained from a sugarcane ethanol plant are maximized when

wastes are converted into hydrogen and electricity. In addition, the operational revenues

are also maximized because hydrogen has a market price similar to electricity (in energy

basis), but it is easily produced from anaerobic digestion and gasification. Thus, the con-

version of wastes into hydrogen and electricity may be interesting for energy producers

due to the higher revenues, while for energy buyers (society) this choice maximizes the

use of natural resources for transportation services. Moreover, the methane and hydro-

gen produced from wastes have significantly less emissions than their fossil derivatives

counterparts, but the exergy cost of production is also significantly higher due to the

irreversibilities in conversion.

Based on theses results, the next research works focused in the development and eval-

uation of advanced system for producing hydrogen and electricity using solid oxide fuel

cells. The research proposed a simplified model for solid oxide fuel cells which was valid

for different mixtures of methane, water and carbon dioxide, the main components of

steam reformed biogas. Differently from previous works, this model also considered the

temperature and composition changes along the fuel cell, which influence the performance

and reforming reactions. The analysis have shown that the system may achieve 57-69%

of exergy efficiency, 12-28% more than only power generation using fuel cells, depend-

ing on the methane concentration and modelling assumptions. This drastic performance

improvement is possible since hydrogen separation reduces the amount of fuel that has

to be combusted due to incomplete conversion in the fuel cell. However, this solution

also depletes the potential for heat cogeneration, which may be an undesirable feature for

biogas plants that require heat for anaerobic digestion. In addition, the results are very

sensitive to uncertainties in the hydrogen separation unit, such as efficiency and minimal

concentration of hydrogen in the inlet.

This thesis also included the economic analysis and multi-objective optimization of the

proposed designs for biogas conversion using fuel cells. Differently from previous works,

this analysis also included an automated design of the heat transfer network based on the

minimization of heat transfer units. The research observed that hydrogen production is

much more profitable and efficient than electricity generation for the assumptions adopted
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in the analysis. In addition, the usual design for hydrogen and electricity co-production

proved to be not economic viable although it can reach higher exergy efficiencies compared

with a common solid oxide fuel cell. However, the study also proposes a different approach

for hydrogen and electricity co-production using the purge gas of hydrogen separation to

power a solid oxide fuel cell. Since biogas has significant concentration of carbon dioxide,

the hydrogen separation is less efficient and lead to significant losses in the combustion of

purge gases. The fuel cell partially converts the purge gas into electricity and reduces this

major source of inefficiency, which leads to higher efficiencies and economic profitability.

The study estimates that this modification can improve the net present value of hydrogen

production systems in 23%.

Lastly, this research also investigated the energy integration of solid oxide fuel cells

in small biogas plants, considering the Brazilian context. In this work, the anaerobic

digestion of pig manure was modelled using the Anaerobic Digestion Model N◦1, which

allows the optimization of the problem to evaluate the impact of operational parameters in

anaerobic digestion. The analysis observed that the levelized cost of electricity is estimated

to be between 0.13-0.20 USD/kWh, a value that is relatively low compared with previous

works and very close to economic viability in Brazil. The hydraulic retention time of

wastes and the current density of the solid oxide fuel cell were the variables with most

influence in the trade-off between efficiency and electricity costs. A number of technical

improvements can be foreseen to improve the technical and economic viability of fuel cells

in small biogas plants. For example, improve the concentration of organic substances

in the wastes, commercialize the digestate as fertilizer, increase the size of the plant or

produce hydrogen as a by-product.

Suggestions for future works

• Evaluate the biogas production efficiency along a complete year, discussing how

seasonal changes affect the biogas production unit. Devise novel processes of sugar

production that reduce the concentration of sulfur in vinasse, reducing losses and

consumptions in biogas production and purification;

• Compare the performance of second generation ethanol (2G ethanol) with the results

for bagasse gasification and conversion into methane/hydrogen;

• Design and optimize multi-technology units to recover and reduce solid municipal

wastes;

• Evaluate the possibility to replace gas turbines for solid oxide fuel cells in oxycom-

bustion systems;
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• Evaluate the use of biogas dry reforming to produce hydrogen and power fuel cells.
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[135] Daniel Flórez-orrego. Thermodynamics and environmental comparison (co2 emis-

sions) of production and end use routes of vehicle fuels, derived from petroleum,

natural gas, biofuels, hydrogen and electricity (electric vehicles) (in portuguese).

Master’s thesis, University of São Paulo, 2014.



References 179
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[143] Pablo A. Silva Ortiz, Daniel Flórez-Orrego, Silvio de Oliveira Junior, François
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Oscar Almazan del Olmo, and Orly Denisse Calle Roalcaba. An economic holistic

feasibility assessment of centralized and decentralized biogas plants with mono-

digestion and co-digestion systems. Renewable Energy, 139:40–51, August 2019.
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Appendix A - Unit exergy costs and

specific CO2 emissions for macro

analysis

A detailed description of the exergy flow rates, unit exergy costs and specific CO2 emis-

sions for the waste upgrade cases in Figures 9.1, 9.2 and 9.3 is shown in Tables A1, A2

and A3, respectively.

Figure 9.1: Waste upgrade plant for power generation (only)
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Table A1: Case E - Exergy flow rates, unit exergy costs and specific CO2 emissions

N◦ Description Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/kJ)

1 SEP electricity 4,225.0 7.124 0.402 0.027

2 WUP electricity 19,362.0 10.940 0.738 0.049

3 Vinasse 43,813.0 2.545 0.152 0.011

Continued on next page
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Table A1 – Continued from previous page

N◦ Description Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/kJ)

4 Diesel 505.3 1.038 1.038 0.003

5 Electricity 164.0 10.260 0.678 0.045

6 Heat 983.8 2.771 0.167 0.012

7 Raw biogas 20,832.0 2.771 0.167 0.012

8 NaOH 783.5 3.717 2.193 0.137

9 Heat 10.8 10.940 0.738 0.049

10 Heat 0.5 3.040 0.260 0.017

11 Biogas 19,987.0 3.040 0.260 0.017

12 DEPG 0.7 1.000 1.000 0.000

13 Heat 41.5 10.940 0.738 0.049

14 Electricity 981.3 10.260 0.678 0.045

15 Biomethane 19,170.0 3.517 0.291 0.020

16 Purge 884.2 3.517 0.291 0.020

17 Heat 212.8 3.517 0.291 0.020

18 Air 0.9 0.000 0.000 0.000

19 Heat 205.0 15.170 1.254 0.084

20 Surplus electricity 17,766.0 10.260 0.678 0.045

21 Bagasse 72,335.0 1.249 0.071 0.005

22 Water 118.4 1.000 0.000 0.000

23 Electricity 2,170.0 10.260 0.678 0.045

24 Heat 4,598.0 10.940 0.738 0.049

25 Heat 8,333.0 2.910 0.178 0.012

26 Raw syngas 47,700.0 2.910 0.178 0.012

27 Electricity 2,506.0 10.260 0.678 0.045

28 Syngas 47,622.0 3.419 0.212 0.014

29 Heat 495.3 3.419 0.212 0.014

30 Treated vinasse 20,737.0 2.545 0.152 0.011

31 Minerals 187.0 285.100 19.620 1.180

32 NaOH 10.7 3.717 2.193 0.137

33 Bagasse 0.0 0.000 0.000 0.000

34 Surplus bagasse 0.0 0.000 0.000 0.000

Source: [45]
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Figure 9.2: Waste upgrade plant for biomethane production and surplus electricity (if

applicable)
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Table A2: Case M1 - Exergy flow rates, unit exergy costs and specific CO2 emissions

N◦ Description Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/kJ)

1 SEP electricity 0.0 7.124 0.402 0.027

2 WUP electricity 6,081.0 4.622 0.271 0.018

3 Vinasse 43,813.0 2.545 0.152 0.011

4 Diesel 505.3 1.038 1.038 0.003

5 Electricity 164.0 4.622 0.271 0.018

6 Heat 983.8 2.729 0.164 0.011

7 Raw biogas 20,832.0 2.729 0.164 0.011

8 NaOH 783.5 3.717 2.193 0.137

9 Heat 10.8 4.622 0.271 0.018

10 Heat 0.5 2.992 0.257 0.017

11 Biogas 19,987.0 2.992 0.257 0.017

12 DEPG 0.7 1.000 1.000 0.000

Continued on next page
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Table A2 – Continued from previous page

N◦ Description Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/kJ)

13 Heat 41.5 4.622 0.271 0.018

14 Electricity 981.3 4.622 0.271 0.018

15 Biomethane 0.0 3.184 0.267 0.018

16 Purge 884.2 3.184 0.267 0.018

17 Heat 212.8 3.184 0.267 0.018

18 Air 0.9 0.000 0.000 0.000

19 Heat 205.0 13.730 1.150 0.077

20 Biomethane 19,170.0 3.184 0.267 0.018

21 Bagasse 72,335.0 1.249 0.071 0.005

22 Water 118.4 1.000 0.000 0.000

23 Electricity 2,170.0 4.622 0.271 0.018

24 Heat 4,598.0 4.622 0.271 0.018

25 Heat 8,333.0 2.173 0.124 0.008

26 Raw syngas 47,700.0 2.173 0.124 0.008

27 Electricity 2,506.0 4.622 0.271 0.018

28 Syngas 40,098.0 2.395 0.137 0.009

29 Heat 495.3 2.395 0.137 0.009

30 Syngas 7,524.0 2.395 0.137 0.009

31 Water 103.4 1.000 0.000 0.000

32 Heat 3,243.0 4.622 0.271 0.018

33 Electricity 10.1 4.622 0.271 0.018

34 Heat 2,985.0 2.600 0.149 0.010

35 Syngas CO2 39,770.0 2.600 0.149 0.010

36 Heat 39.9 4.622 0.271 0.018

37 DEPG 1.3 1.000 1.000 0.000

38 Electricity 250.1 4.622 0.271 0.018

39 Purge 763.7 2.645 0.152 0.010

40 Heat 17.0 2.645 0.152 0.010

41 Syngas H2 38,824.0 2.645 0.152 0.010

42 Air 0.1 0.000 0.000 0.000

43 Heat 6.1 329.500 18.910 1.251

44 Heat 460.3 4.622 0.271 0.018

45 Heat 4,946.0 2.747 0.158 0.010

46 Biomethane 33,203.0 2.747 0.158 0.010

Continued on next page
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Table A2 – Continued from previous page

N◦ Description Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/kJ)

47 Exported biomethane 52,374.0 2.907 0.198 0.013

48 Surplus electricity 0.0 4.622 0.271 0.018

49 Treated vinasse 20,737.0 2.545 0.152 0.011

50 Minerals 187.0 285.100 19.620 1.180

51 NaOH 10.7 3.717 2.193 0.137

52 Bagasse 0.0 0.000 0.000 0.000

53 Surplus bagasse 0.0 0.000 0.000 0.000

Source: [45]

Table A3: Case M2 - Exergy flow rates, unit exergy costs and specific CO2 emissions

N◦ Description Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/kJ)

1 SEP electricity 4,225.0 7.124 0.402 0.027

2 WUP electricity 4,405.0 3.907 0.230 0.015

3 Vinasse 43,813.0 2.545 0.152 0.011

4 Diesel 505.3 1.038 1.038 0.003

5 Electricity 164.0 5.482 0.315 0.021

6 Heat 983.8 2.735 0.164 0.011

7 Raw biogas 20,832.0 2.735 0.164 0.011

8 NaOH 783.5 3.717 2.193 0.137

9 Heat 10.8 3.907 0.230 0.015

10 Heat 0.5 2.999 0.257 0.017

11 Biogas 19,987.0 2.999 0.257 0.017

12 DEPG 0.7 1.000 1.000 0.000

13 Heat 41.5 3.907 0.230 0.015

14 Electricity 981.3 5.482 0.315 0.021

15 Biomethane 0.0 3.231 0.269 0.018

16 Purge 884.2 3.231 0.269 0.018

17 Heat 212.8 3.231 0.269 0.018

18 Air 0.9 0.000 0.000 0.000

19 Heat 205.0 13.930 1.160 0.078

20 Biomethane 19,170.0 3.231 0.269 0.018

21 Bagasse 72,335.0 1.249 0.071 0.005

22 Water 118.4 1.000 0.000 0.000

Continued on next page
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Table A3 – Continued from previous page

N◦ Description Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/kJ)

23 Electricity 2,170.0 5.482 0.315 0.021

24 Heat 4,598.0 3.907 0.230 0.015

25 Heat 8,333.0 2.148 0.122 0.008

26 Raw syngas 47,700.0 2.148 0.122 0.008

27 Electricity 2,506.0 5.482 0.315 0.021

28 Syngas 47,622.0 2.414 0.138 0.009

29 Heat 495.3 2.414 0.138 0.009

30 Syngas 0.0 2.414 0.138 0.009

31 Water 122.7 1.000 0.000 0.000

32 Heat 3,851.0 3.907 0.230 0.015

33 Electricity 12.0 5.482 0.315 0.021

34 Heat 3,545.0 2.564 0.147 0.010

35 Syngas CO2 47,232.0 2.564 0.147 0.010

36 Heat 47.3 3.907 0.230 0.015

37 DEPG 1.6 1.000 1.000 0.000

38 Electricity 297.0 5.482 0.315 0.021

39 Purge 907.0 2.614 0.149 0.010

40 Heat 20.2 2.614 0.149 0.010

41 Syngas H2 46,109.0 2.614 0.149 0.010

42 Air 0.1 0.000 0.000 0.000

43 Heat 7.3 325.600 18.610 1.231

44 Heat 546.7 3.907 0.230 0.015

45 Heat 5,874.0 2.707 0.155 0.010

46 Biomethane 39,434.0 2.707 0.155 0.010

47 Exported biomethane 58,604.0 2.878 0.192 0.013

48 Surplus electricity 2,499.0 5.482 0.315 0.021

49 Treated vinasse 20,737.0 2.545 0.152 0.011

50 Minerals 187.0 285.100 19.620 1.180

51 NaOH 10.7 3.717 2.193 0.137

52 Bagasse 0.0 0.000 0.000 0.000

53 Surplus bagasse 0.0 0.000 0.000 0.000

Source: [45]
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Figure 9.3: Waste upgrade plant for hydrogen production and surplus electricity (if ap-

plicable)
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Table A4: Case H1 - Exergy flow rates, unit exergy costs and specific CO2 emissions

N◦ Description Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/kJ)

1 SEP electricity 0.0 7.124 0.402 0.027

2 WUP electricity 7,195.0 6.329 0.424 0.028

3 Vinasse 43,813.0 2.545 0.152 0.011

4 Diesel 505.3 1.038 1.038 0.003

5 Electricity 164.0 6.329 0.424 0.028

6 Heat 983.8 2.742 0.165 0.011

7 Raw biogas 20,832.0 2.742 0.165 0.011

8 NaOH 783.5 3.717 2.193 0.137

9 Heat 10.8 6.329 0.424 0.028

Continued on next page
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Table A4 – Continued from previous page

N◦ Description Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/kJ)

10 Heat 0.5 3.007 0.258 0.017

11 Biogas 19,987.0 3.007 0.258 0.017

12 DEPG 0.7 1.000 1.000 0.000

13 Heat 41.5 6.329 0.424 0.028

14 Electricity 981.3 6.329 0.424 0.028

15 Biomethane 0.0 3.285 0.276 0.019

16 Purge 884.2 3.285 0.276 0.019

17 Heat 212.8 3.285 0.276 0.019

18 Air 0.9 0.000 0.000 0.000

19 Heat 205.0 14.160 1.189 0.080

20 Biomethane 19,170.0 3.285 0.276 0.019

21 Bagasse 62,495.0 1.249 0.071 0.005

22 Water 102.3 1.000 0.000 0.000

23 Electricity 1,875.0 6.329 0.424 0.028

24 Heat 3,972.0 6.329 0.424 0.028

25 Heat 7,200.0 2.379 0.142 0.009

26 Raw syngas 41,211.0 2.379 0.142 0.009

27 Electricity 2,165.0 6.329 0.424 0.028

28 Syngas 41,144.0 2.688 0.163 0.011

29 Heat 427.9 2.688 0.163 0.011

30 Syngas 0.0 2.688 0.163 0.011

31 Water 106.0 1.000 0.000 0.000

32 Heat 3,327.0 6.329 0.424 0.028

33 Electricity 10.4 6.329 0.424 0.028

34 Heat 3,063.0 3.005 0.185 0.012

35 Syngas CO2 40,807.0 3.005 0.185 0.012

36 Heat 63.8 6.329 0.424 0.028

37 DEPG 2.4 1.000 1.000 0.000

38 Electricity 350.8 6.329 0.424 0.028

39 Purge 1,384.0 3.089 0.191 0.013

40 Heat 17.6 3.089 0.191 0.013

41 Syngas H2 39,144.0 3.089 0.191 0.013

42 Air 0.2 0.000 0.000 0.000

43 Heat 18.3 233.900 14.460 0.960

Continued on next page
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Table A4 – Continued from previous page

N◦ Description Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/kJ)

44 Electricity 682.5 6.329 0.424 0.028

45 Heat 81.4 3.177 0.197 0.013

46 Hydrogen 28,587.0 3.177 0.197 0.013

47 Purge 10,750.0 3.177 0.197 0.013

48 Air 16.9 0.000 0.000 0.000

49 Heat 7,126.0 4.793 0.297 0.020

50 Water 49.0 1.000 0.000 0.000

51 Electricity 2.0 6.329 0.424 0.028

52 Heat 5,331.0 6.329 0.424 0.028

53 Heat 2,277.0 4.825 0.376 0.025

54 Syngas CO2 17,779.0 4.825 0.376 0.025

55 Heat 40.0 6.329 0.424 0.028

56 DEPG 0.5 1.000 1.000 0.000

57 Electricity 579.0 6.329 0.424 0.028

58 Purge 329.8 4.992 0.387 0.026

59 Heat 91.0 4.992 0.387 0.026

60 Syngas H2 17,549.0 4.992 0.387 0.026

61 Air 0.0 0.000 0.000 0.000

62 Heat 28.0 58.790 4.557 0.305

63 Electricity 385.0 6.329 0.424 0.028

64 Purge 5,833.0 5.088 0.393 0.026

65 Heat 51.0 5.088 0.393 0.026

66 Hydrogen 11,813.0 5.088 0.393 0.026

67 Air 9.7 0.000 0.000 0.000

68 Heat 4,731.0 6.273 0.485 0.032

69 Surplus electricity 0.0 6.329 0.424 0.028

70 Exported hydrogen 40,399.0 3.736 0.254 0.017

71 Treated vinasse 20,737.0 2.545 0.152 0.011

72 Minerals 187.0 285.100 19.620 1.180

73 Bagasse 8,736.0 1.249 0.071 0.005

74 Surplus bagasse 1,104.0 1.249 0.071 0.005

75 NaOH 10.7 3.717 2.193 0.137

Source: [45]
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Table A5: Case H2 - Exergy flow rates, unit exergy costs and specific CO2 emissions

N◦ Description Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/kJ)

1 SEP electricity 0.0 7.124 0.402 0.027

2 WUP electricity 7,195.0 6.329 0.424 0.028

3 Vinasse 43,813.0 2.545 0.152 0.011

4 Diesel 505.3 1.038 1.038 0.003

5 Electricity 164.0 6.329 0.424 0.028

6 Heat 983.8 2.742 0.165 0.011

7 Raw biogas 20,832.0 2.742 0.165 0.011

8 NaOH 783.5 3.717 2.193 0.137

9 Heat 10.8 6.329 0.424 0.028

10 Heat 0.5 3.007 0.258 0.017

11 Biogas 19,987.0 3.007 0.258 0.017

12 DEPG 0.7 1.000 1.000 0.000

13 Heat 41.5 6.329 0.424 0.028

14 Electricity 981.3 6.329 0.424 0.028

15 Biomethane 0.0 3.285 0.276 0.019

16 Purge 884.2 3.285 0.276 0.019

17 Heat 212.8 3.285 0.276 0.019

18 Air 0.9 0.000 0.000 0.000

19 Heat 205.0 14.160 1.189 0.080

20 Biomethane 19,170.0 3.285 0.276 0.019

21 Bagasse 62,495.0 1.249 0.071 0.005

22 Water 102.3 1.000 0.000 0.000

23 Electricity 1,875.0 6.329 0.424 0.028

24 Heat 3,972.0 6.329 0.424 0.028

25 Heat 7,200.0 2.379 0.142 0.009

26 Raw syngas 41,211.0 2.379 0.142 0.009

27 Electricity 2,165.0 6.329 0.424 0.028

28 Syngas 41,144.0 2.688 0.163 0.011

29 Heat 427.9 2.688 0.163 0.011

30 Syngas 0.0 2.688 0.163 0.011

31 Water 106.0 1.000 0.000 0.000

32 Heat 3,327.0 6.329 0.424 0.028

33 Electricity 10.4 6.329 0.424 0.028

Continued on next page
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Table A5 – Continued from previous page

N◦ Description Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/kJ)

34 Heat 3,063.0 3.005 0.185 0.012

35 Syngas CO2 40,807.0 3.005 0.185 0.012

36 Heat 63.8 6.329 0.424 0.028

37 DEPG 2.4 1.000 1.000 0.000

38 Electricity 350.8 6.329 0.424 0.028

39 Purge 1,384.0 3.089 0.191 0.013

40 Heat 17.6 3.089 0.191 0.013

41 Syngas H2 39,144.0 3.089 0.191 0.013

42 Air 0.2 0.000 0.000 0.000

43 Heat 18.3 233.900 14.460 0.960

44 Electricity 682.5 6.329 0.424 0.028

45 Heat 81.4 3.177 0.197 0.013

46 Hydrogen 28,587.0 3.177 0.197 0.013

47 Purge 10,750.0 3.177 0.197 0.013

48 Air 16.9 0.000 0.000 0.000

49 Heat 7,126.0 4.793 0.297 0.020

50 Water 49.0 1.000 0.000 0.000

51 Electricity 2.0 6.329 0.424 0.028

52 Heat 5,331.0 6.329 0.424 0.028

53 Heat 2,277.0 4.825 0.376 0.025

54 Syngas CO2 17,779.0 4.825 0.376 0.025

55 Heat 40.0 6.329 0.424 0.028

56 DEPG 0.5 1.000 1.000 0.000

57 Electricity 579.0 6.329 0.424 0.028

58 Purge 329.8 4.992 0.387 0.026

59 Heat 91.0 4.992 0.387 0.026

60 Syngas H2 17,549.0 4.992 0.387 0.026

61 Air 0.0 0.000 0.000 0.000

62 Heat 28.0 58.790 4.557 0.305

63 Electricity 385.0 6.329 0.424 0.028

64 Purge 5,833.0 5.088 0.393 0.026

65 Heat 51.0 5.088 0.393 0.026

66 Hydrogen 11,813.0 5.088 0.393 0.026

67 Air 9.7 0.000 0.000 0.000

Continued on next page
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N◦ Description Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/kJ)

68 Heat 4,731.0 6.273 0.485 0.032

69 Surplus electricity 0.0 6.329 0.424 0.028

70 Exported hydrogen 40,399.0 3.736 0.254 0.017

71 Treated vinasse 20,737.0 2.545 0.152 0.011

72 Minerals 187.0 285.100 19.620 1.180

73 Bagasse 8,736.0 1.249 0.071 0.005

74 Surplus bagasse 1104.0 1.249 0.071 0.005

75 NaOH 10.7 3.717 2.193 0.137

Source: [45]



199

Appendix B - Equipment cost functions

The correlations used to estimate the main equipment costs are described in Table B1,

while other auxiliary functions are described in Table B2. Moreover, all purchase equip-

ment costs are corrected to 2019 US dollars by using the CEPCI cost index [182, 90]. In

most cases, the costs are estimated based on some operational variable or design feature

derived from the thermodynamic model results. However, the purchase cost estimations

for the chemical reactors and flash drum require some additional assumptions to be eval-

uated.

Table B1: Equipment cost correlations in USD

Equipment Function Unit Year Source

Anaerobic reactor 200Vreactorfusd/eur m3 2017 [199]

Blower exp (7.0187 + 0.79 ln(Wblower)) hp 2013 [185]

Catalytic burner 11816.2ṁFT
kg
s

2005 [179]

Compressor 245410V̇ 0.86 m3

s
2002 [191]

Desulfurizer 27500
(
V̇biogas

2570

)0.6
Nm3

d
2012 [186]

Desulfurizer media 2.926V̇biogas
Nm3

d
2012 [186]

Flash drum exp (FW ) - 2013 [185]

H2 compressor 568094V̇ 0.63 m3

s
2002 [191]

Heat exchanger

(plate)

540A0.8Fmfusd/eur A ≤ 5.8

805A0.8Fmfusd/eur A > 5.8
m2 2012 [202]

Heat exchanger

(double tube)
3.29

(
103.3444+0.2745log(A)−0.0472log(A)2

)
m2 2001 [203]

High temperature

polisher vessel
12800

(
V̇biogas

2570

)0.6
Nm3

d
2012 [186]

High temperature

polisher media
0.058V̇biogas

Nm3

d
2012 [186]

Low temperature

polisher
48800

(
V̇biogas

2570

)0.6
Nm3

d
2012 [186]

Continued on next page



200 Appendix B

Table B1 – Continued from previous page

Equipment Function Unit Year Source

Low temperature

polisher media
2.926V̇biogas

Nm3

d
2012 [186]

Pump (Centrifugal) exp
(

0.3826ln(V̇H2O) + 9.8185
)

m3

s
2002 [191]

Pump (Diaphragm) exp
(

0.441ln(V̇H2O) + 11.29
)

m3

s
2002 [182, 191]

PSA 54750
(
ṁH2

115

)0.4
kg
d

2007 [204]

SMR vessel 21936
(
Vvessel
0.0167

)0.7
Fk m3 2005 [179]

SMR catalyst 105Vcat m3 2005 [179]

SOFC module 1668Asofc m2 2017 [205]

SOFC stack 588Asofc m2 2017 [205]

WGS vessel 5774
(
Vvessel
0.104

)0.7
Fk m3 2005 [179]

WGS catalyst 1.68× 107Vcat m3 2005 [179]

Source: [42]

Table B2: Auxiliary cost equations

Parameter Function or observation Unit Source

FW 5.6336 + 0.4599|ln(W )|+ 0.0582|ln(W )|2 lb [185]

FT (1 + exp (0.0954Tburner − 179.71)) K [179]

Vvessel

1.36Vcat if steam reforming

1.17Vcat if water gas shift
m3 [179]

Fk 1.62+1.47FmFp - [179]

FP
5146+6838log(P )+235(log(P ))6+20(log(P ))8

104 barg [179]

Fm

1 if carbon steel

2.8 if stainless steel
- [203]

fusd/eur 1.2 - [206]

Source: [173]

The catalyst volume (Vcat) is determined by integrating the reaction rate along the

reactor volume as proposed by Marechal et al. [179]. Moreover, a linear distribution of

temperature across the reactor length is assumed for the steam reforming reactor [58].

This additional assumption is included to avoid underestimating the temperature effect

in the reaction rate, but requires an additional iteration step. On the other hand, the

flash drum weight (W) is estimated based on the method proposed by Seider et al. [185].
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Appendix C - Exergy costs and specific

emissions for system analysis

Figure C1: Flowsheet of the SOFC system
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Table C1: Exergy costs and specific emissions for the SOFC systema

Stream Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/kJ)

1 626.02 1.00 (3.00) 0 (0.26) 0 (17.00)

2 636.05 1.02 (3.06) 0 (0.26) 0 (17.33)

3 2.05 1 (1) 0 (0) 0 (0)

4 35.67 2.14 (6.26) 0 (0.54) 0 (35.08)

5 913.22 1.14 (3.41) 0 (0.29) 0 (19.34)

6 954.71 1.19 (3.57) 0 (0.31) 0 (20.19)

7 549.28 1.24 (3.72) 0 (0.32) 0 (21.07)

8 0.0 1 (1) 0 (0) 0 (0)

Continued on next page
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Table C1 – Continued from previous page

Stream Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/MJ

9 226.31 2.23 (6.26) 0 (0.57) 0 (37.49)

10 259.32 2.23 (6.64) 0 (0.57) 0 (37.49)

11 274.64 1.24 (3.72) 0 (0.32) 0 (21.07)

12 274.64 1.24 (3.72) 0 (0.32) 0 (21.07)

13 250.42 1.27 (3.80) 0 (0.32) 0 (21.51)

14 31.86 0.0 (0.0) 0 (0) 0 (0)

w1 0.82 2.21 (6.59) 0 (0.57) 0 (37.26)

w2 0.001 2.21 (6.59) 0 (0.57) 0 (37.26)

w3 14.23 2.21 (6.59) 0 (0.57) 0 (37.26)

w4 306.95 1.24 (3.72) 0 (0.32) 0 (21.07)

w5 6.27 2.21 (6.59) 0 (0.57) 0 (37.26)

wliq 285.63 2.21 (6.59) 0 (0.57) 0 (37.26)

q1 5.75 2.21 (6.59) 0 (0.57) 0 (37.26)

q2 3.57 2.21 (6.59) 0 (0.57) 0 (37.26)

q3 33.58 2.21 (6.59) 0 (0.57) 0 (37.26)

q4 43.43 2.21 (6.59) 0 (0.57) 0 (37.26)

q5 213.51 2.21 (6.59) 0 (0.57) 0 (37.26)

q6 29.44 1.27 (3.80) 0 (0.33) 0 (21.51)

q7 265.42 2.22 (6.63) 0 (0.57) 0 (37.44)

q8 148.75 2.22 (6.63) 0 (0.57) 0 (37.44)

a Values in parenthesis assume cT,biogas = 3 kJ/kJ , cNR,biogas = 0.26 kJ/kJ ,

cCO2,biogas = 17 gCO2/MJ , cT,elec. = 1.80 kJ/kJ , cNR,elec. = 0.33 kJ/kJ ,

cCO2,elec. = 62 gCO2/MJ

Source: Author
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Figure C2: Flowsheet of the SOFC-H2 system

Reformer

Biogas

Blower

Water

Pump

Heat
exchanger

Mixer

Desulfurizer

Air

Water gas 
shift reactor

WaterWater 
separation

w3
Splitter

Water

Multistage 
compressor

H2

H2

25 °C
140 bar

Flue 
gas

Catalytic 
burner

Pressure 
swing 
adsorption

Solid 
oxide 

fuel cell

Heat

Power

1

w1
q1 q2

2

4

3

w2
q3

5

q4

w5
13

6 9

q5

8

w4
7

10

11
14

q6

15

16

17

18

19

20

q7q8

q9

q10

w6

w7

w8

Utility 
system

q6+q7+q8+q9+q10

w4
w1+w2+w3+w5+w6+w7+wliq

q1+q2+q3+q4+q5

12

Table C2: Exergy costs and specific emissions for the SOFC-H2 systema

Stream Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/kJ)

1 626.02 1.00 (3.00) 0 (0.26) 0 (17.00)

2 640.64 1.04 (3.11) 0 (0.27) 0 (17.90)

3 2.40 1 (1) 0 (0) 0 (0)

4 48.18 2.58 (7.42) 0 (0.90) 0 (54.37)

5 682.77 1.16 (3.44) 0 (0.32) 0 (20.63)

6 796.01 1.41 (4.16) 0 (0.41) 0 (26.61)

7 736.82 1.42 (4.17) 0 (0.41) 0 (26.62)

8 0.0 1 (1) 0 (0) 0 (0)

9 89.98 2.68 (7.70) 0 (0.90) 0 (56.66)

10 96.27 2.68 (7.70) 0 (0.90) 0 (56.66)

11 736.82 1.42 (4.17) 0 (0.41) 0 (26.62)

12 0.0 0 (0) 0 (0) 0 (26.62)

Continued on next page
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Table C2 – Continued from previous page

Stream Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/MJ

13 0.0 0 (0) 0 (0) 0 (26.62)

14 661.19 1.42 (4.18) 0 (0.41) 0 (26.69)

15 653.55 1.43 (4.22) 0 (0.42) 0 (26.95)

16 678.64 1.60 (4.70) 0 (0.48) 0 (30.59)

17 372.77 1.66 (4.87) 0 (0.49) 0 (31.74)

18 292.44 1.60 (4.70) 0 (0.48) 0 (30.60)

19 382.13 1.73 (5.08) 0 (0.52) 0 (33.37)

20 20.113 0 (0) 0 (0) 0 (0)

w1 0.82 2.66 (7.65) 0 (0.88) 0 (56.30)

w2 0.001 2.66 (7.65) 0 (0.88) 0 (56.30)

w3 5.66 2.66 (7.65) 0 (0.88) 0 (56.30)

w4 45.37 1.42 (4.17) 0 (0.41) 0 (26.62)

w5 56.28 2.66 (7.65) 0 (0.88) 0 (56.30)

w6 0.24 2.66 (7.65) 0 (0.88) 0 (56.30)

w7 16.37 2.66 (7.65) 0 (0.88) 0 (56.30)

grid 34.00 2.66 (1.80) 0 (0.88) 0 (62.00)

q1 5.75 2.66 (7.65) 0 (0.88) 0 (56.30)

q2 8.07 2.66 (7.65) 0 (0.88) 0 (56.30)

q3 45.66 2.66 (7.65) 0 (0.88) 0 (56.30)

q4 126.98 2.66 (7.65) 0 (0.88) 0 (56.30)

q5 84.89 2.66 (7.65) 0 (0.88) 0 (56.30)

q6 0 0 (0) 0 (0) 0 (0)

q7 43.64 1.42 (4.18) 0 (0.41) 0 (26.69)

q8 30.18 1.42 (4.18) 0 (0.41) 0 (26.69)

q9 33.89 2.53 (7.35) 0 (0.78) 0 (50.07)

q10 253.78 2.53 (7.35) 0 (0.78) 0 (50.07)

a Values in parenthesis assume cT,biogas = 3 kJ/kJ , cNR,biogas = 0.26 kJ/kJ ,

cCO2,biogas = 17 gCO2/MJ , cT,elec. = 1.80 kJ/kJ , cNR,elec. = 0.33 kJ/kJ ,

cCO2,elec. = 62 gCO2/MJ

Source: Author
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Figure C3: Flowsheet of the H2 system
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Table C3: Exergy costs and specific emissions for the H2 systema

Stream Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/kJ)

1 626.02 1.00 (3.00) 0 (0.26) 0 (17.00)

2 635.18 1.01 (3.00) 0 (0.27) 0 (18.34)

3 649.26 1.04 (3.10) 0 (0.27) 0 (18.94)

4 3.20 1.00 (1.00) 0 (0) 0 (0)

5 88.24 2.47 (7.19) 0 (0.63) 0 (45.09)

6 730.72 1.22 (3.62) 0 (0.32) 0 (22.27)

7 878.25 1.47 (4.34) 0 (0.38) 0 (26.9)

8 778.46 1.53 (4.50) 0 (0.40) 0 (27.89)

9 742.54 1.53 (4.52) 0 (0.40) 0 (28.03)

Continued on next page
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Table C3 – Continued from previous page

Stream Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/MJ

10 321.10 1.53 (4.52) 0 (0.40) 0 (28.03)

11 408.59 1.58 (4.67) 0 (0.41) 0 (28.94)

12 418.84 1.59 (4.63) 0 (0.42) 0 (30.89)

13 0.57 1 (1) 0 (0) 0 (0)

14 3.12 1.32 (2.23) 0 (0.38) 0 (70.72)

15 23.97 0 (0) 0 (0) 0 (0)

w1 16.21 1 (1.80) 0 (0.33) 0 (62.00)

w2 0.18 1 (1.80) 0 (0.33) 0 (62.00)

w3 0.21 1 (1.80) 0 (0.33) 0 (62.00)

w4 17.95 1 (1.80) 0 (0.33) 0 (62.00)

w5 3.56 1 (1.80) 0 (0.33) 0 (62.00)

grid 38.11 1 (1.80) 0 (0.33) 0 (62.00)

q1 5.80 2.52 (7.42) 0 (0.66) 0 (46.67)

q2 8.09 2.52 (7.42) 0 (0.66) 0 (46.67)

q3 85.04 2.52 (7.42) 0 (0.66) 0 (46.67)

q4 157.48 2.52 (7.42) 0 (0.66) 0 (46.67)

q5 68.84 1.53 (4.50) 0 (0.40) 0 (27.88)

q6 29.49 1.53 (4.52) 0 (0.40) 0 (28.03)

q7 20.61 2.52 (7.42) 0 (0.66) 0 (46.67)

q8 246.01 2.23 (6.56) 0 (0.58) 0 (41.40)

a Values in parenthesis assume cT,biogas = 3 kJ/kJ , cNR,biogas = 0.26 kJ/kJ ,

cCO2,biogas = 17 gCO2/MJ , cT,elec. = 1.80 kJ/kJ , cNR,elec. = 0.33 kJ/kJ ,

cCO2,elec. = 62 gCO2/MJ

Source: Author
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Figure C4: Flowsheet of the H2-SOFC system
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Table C4: Exergy costs and specific emissions for the H2-SOFC systema

Stream Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/kJ)

1 626.02 1.00 (3.00) 0 (0.26) 0 (17.00)

2 635.18 1.04 (3.12) 0 (0.27) 0 (17.67)

3 649.26 1.06 (3.19) 0 (0.28) 0 (18.06)

4 2.51 1.00 (1.00) 0 (0) 0 (0)

5 69.18 2.09 (6.17) 0 (0.58) 0 (34.76)

6 712.29 1.17 (3.51) 0 (0.31) 0 (19.84)

7 850.97 1.35 (4.04) 0 (0.35) 0 (22.84)

8 790.37 1.35 (4.04) 0 (0.36) 0 (22.88)

9 737.92 1.39 (4.17) 0 (0.37) 0 (23.59)

10 357.20 1.39 (4.17) 0 (0.37) 0 (23.59)

11 367.72 1.44 (4.32) 0 (0.38) 0 (24.45)

Continued on next page
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Table C4 – Continued from previous page

Stream Ḃ (kW) cT (kJ/kJ) cNR (kJ/kJ) cco2 (gCO2/MJ

12 373.94 1.50 (4.49) 0 (0.39) 0 (25.39)

13 0.50 1 (1) 0 (0) 0 (0)

14 2.74 2.61 (7.24) 0 (0.64) 0 (41.01)

15 384.80 1.44 (4.32) 0 (0.38) 0 (24.42)

16 50.140 2.13 (6.35) 0 (0.56) 0 (35.83)

17 305.68 1.49 (4.44) 0 (0.39) 0 (25.14)

18 52.56 2.13 (6.35) 0 (0.56) 0 (35.96)

19 347.36 1.63 (4.87) 0 (0.43) 0 (27.55)

20 24.34 0 (0) 0 (0) 0 (0)

w1 16.21 2.13 (6.35) 0 (0.56) 0 (35.96)

w2 0.14 2.13 (6.35) 0 (0.56) 0 (35.96)

w3 0.24 2.13 (6.35) 0 (0.56) 0 (35.96)

w4 16.15 2.13 (6.35) 0 (0.56) 0 (35.96)

w5 3.12 2.13 (6.35) 0 (0.56) 0 (35.96)

w6 64.65 1.49 (4.44) 0 (0.39) 0 (25.39)

wliq 28.79 2.13 (6.35) 0 (0.56) 0 (35.96)

q1 5.80 2.13 (6.35) 0 (0.56) 0 (35.96)

q2 8.09 2.13 (6.35) 0 (0.56) 0 (35.96)

q3 66.67 2.13 (6.35) 0 (0.56) 0 (35.96)

q4 147.59 2.13 (6.35) 0 (0.56) 0 (35.96)

q5 59.23 1.35 (4.04) 0 (0.36) 0 (22.88)

q6 26.95 1.39 (4.17) 0 (0.37) 0 (23.59)

q7 27.03 2.13 (6.35) 0 (0.56) 0 (35.96)

q8 46.84 2.13 (6.35) 0 (0.56) 0 (35.96)

q9 57.32 2.03 (6.08) 0 (0.53) 0 (34.40)

q10 220.89 2.03 (6.08) 0 (0.53) 0 (34.40)

a Values in parenthesis assume cT,biogas = 3 kJ/kJ , cNR,biogas = 0.26 kJ/kJ ,

cCO2,biogas = 17 gCO2/MJ , cT,elec. = 1.80 kJ/kJ , cNR,elec. = 0.33 kJ/kJ ,

cCO2,elec. = 62 gCO2/MJ

Source: Author


