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#### Abstract

FEITOSA, A. E. Favor the Tortoise over the Hare: a study on an efficient detection algorithm for wireless sensor networks. 2023. Thesis (Doctor in Electric Engineering) - Polytechnic School of the University of São Paulo, São Paulo, 2023.

This doctoral thesis describes the results of a detailed research conducted between January 2019 and July 2023 on a new distributed detection algorithm. In general terms, this study deals with the statistical detection problem using smart Wireless Sensor Networks (WSNs). In this context a network of sensors is distributed over a site in order to monitor the environment and decide the current state of nature based on observations under Gaussian noise. The sensors use embedded computation capabilities to locally process data and communicate wirelessly with closest sensors, enabling the exploitation of cooperative algorithms. More specifically, this study focused on a situation where WSNs are deployed over sites under stringent power conditions; therefore, low computational complexity and low power consumption is highly desired, which led to the development of a detection algorithm suitable for real applications and with a performance that tends to optimum under such restrictions. Moreover, in a world increasingly connected through the Internet of Things (IoT) paradigm, algorithms that perform indispensable tasks such as detection and operate with minimum energy consumption are highly sought after. Not incidentally, the main contribution of this thesis is the description of a detector with low computational complexity that approximates the performance expected from an optimal detector in terms of the average probability of error, provided certain conditions are met. The most crucial is maintaining a slow learning rate of the distributed algorithm that drives the detection routine, specifically the diffusion LMS (Least Mean Square), a well-known adaptive estimation algorithm for distributed networks. The diffusion LMS is used in this context for data processing and sharing information among sensors throughout the network. Notably, like the Tortoise of the fable, the performance of the detector improves as the value of the LMS step size is reduced, without penalizing the convergence rate in terms of probability of error, and despite the slowing down of the estimation routine at the core of the developed detection algorithm. This counter-intuitive result is explained theoretically and confirmed by simulations. The detection problem presented herein is modeled as a multiple hypothesis test using the Bayesian formulation, and it extends the research conducted during my master degree to a more general situation. Additionally, this thesis includes interesting insights about the value of the initial estimate of the LMS algorithm, paving the way for promising future research.


Keywords: Detection in wireless sensor networks (WSN). IoT. Distributed diffusion algorithms. Learning rate. Bayesian hypothesis test.

## RESUMO

FEITOSA, A. E. Favor the Tortoise over the Hare: a study on an efficient detection algorithm for wireless sensor networks. 2023. Tese (Doutorado em Engenharia Elétrica) - Escola Politécnica da Universidade de São Paulo, São Paulo, 2023.

Esta tese de doutorado descreve os resultados de uma pesquisa detalhada realizada entre janeiro de 2019 e julho de 2023 em um novo algoritmo de detecção distribuída. Em termos gerais, este estudo trata do problema estatístico de detecção usando Redes de Sensores Sem Fio (RSSF) inteligentes. Nesse contexto, uma rede de sensores é distribuída por um local para monitorar o ambiente e decidir o "estado da natureza" (state of nature) atual com base em observações sujeitas a ruído de natureza gaussiana. Os sensores utilizam capacidade de computação embarcada para processar localmente os dados e se comunicam sem fio com os sensores mais próximos, permitindo a exploração de algoritmos cooperativos. Mais especificamente, este estudo concentrou-se em uma situação em que as RSSF são implantadas em locais com restrições rigorosas de energia; portanto, é altamente desejável uma baixa complexidade computacional e baixo consumo de energia. Isso levou ao desenvolvimento de um algoritmo de detecção adequado para aplicações reais e com um desempenho que tende ao ótimo sob tais restrições. Além disso, em um mundo cada vez mais conectado por meio do paradigma da Internet das Coisas (Internet of Things-IoT), algoritmos que realizam tarefas indispensáveis, como a detecção, e operam com consumo mínimo de energia são muito procurados. Não por acaso, a principal contribuição desta tese é a descrição de um detector com baixa complexidade computacional que se aproxima do desempenho esperado de um detector ótimo em termos da probabilidade média de erro, desde que certas condições sejam atendidas. A condição mais crucial é manter uma taxa de aprendizado lenta do algoritmo distribuído que conduz a rotina de detecção, especificamente o algoritmo diffusion LMS (Least Mean Square), um conhecido algoritmo adaptativo de estimação para redes distribuídas. O diffusion LMS é aqui utilizado para processamento de dados e compartilhamento de informações entre os sensores em toda a rede. De forma notável, assim como a Tartaruga da fábula, o desempenho do detector melhora à medida que o valor do tamanho do passo do LMS é reduzido, sem penalizar a taxa de convergência em termos de probabilidade de erro, apesar da desaceleração da rotina de estimação no cerne do algoritmo de detecção desenvolvido aqui. Esse resultado contraintuitivo é explicado teoricamente e confirmado por simulações. O problema de detecção apresentado aqui é modelado como um teste de múltiplas hipóteses usando a formulação Bayesiana e estende a pesquisa realizada durante meu mestrado para uma situação mais geral. Além disso, esta tese inclui discussões interessantes sobre o valor da estimativa inicial do algoritmo LMS, abrindo caminho para pesquisas futuras promissoras.

Palavras-chave: Detecção em redes de sensores sem-fio (RSSF). IoT. Algoritmos distribuídos de difusão. Taxa de Aprendizado. Teste de hipótese bayesiano.
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## 1 INTRODUCTION

### 1.1 Wireless Sensor Networks: a brief history and motivation

Since their emergence at the very end of the second millennium, wireless sensor networks (WSNs) have garnered considerable interest in the fields of science and engineering [1, 2]. The extensive body of scientific contributions on this subject over the years is a direct consequence of advancements in wireless communications and electronics during the final years of the 1990s [3, 4]. These advancements enabled the development of low-cost, low-power, multi-functional tiny intelligent sensors. This rising interest was also driven by the wide range of potential applications [5-7], which traditionally encompasses, for instance, environmental monitoring such as water and air pollution, forest fire, gas leakage, and coal mining [8-12]. They are also utilized in condition-based maintenance [13], smart buildings and smart cities [14, 15], health care monitoring [16, 17], defense [18], precision agriculture [19-21], vehicle tracking [22, 23], transportation [24], factory instrumentation [25, 26], animal tracking [27] and industrial control [28].

The versatility of WSNs stems from their defining characteristics: an ensemble of tiny low-powered sensor devices, called nodes, endowed with an embedded local processing unit. These nodes are densely deployed and easily spread over a geographic area to closely monitor a phenomenon of interest (e.g., humidity, pressure, heat, or vibration) via their sensing interfaces. Moreover, each node is capable of locally processing data before being sent through wireless communication channels. Those features provide WSNs with high flexibility, robustness against environmental obstacles, and simplicity in design and operation [5]. Furthermore, the ability of nodes to communicate enables a high potential for the use of cooperative routines, which can be exploited by adequate algorithms.

Within this vast universe of WSNs, this thesis focuses on the problem of decision making and detection of events. This topic arises naturally in WSNs, as it is often the initial or even the main purpose of any deployed sensing system. The classical distributed layout for detection was first presented in [29], using both Neyman-Pearson and Bayesian formulations within the context of decentralized radar for military purposes. At that time and in the following years, "decentralized" simply meant that the nodes would process and compact data before sending it to a fusion center, responsible for making the ultimate decision. For instance, [30] describes a real example of a deployed WSN for volcanic eruption detection in 2004. Consequently, in such a network structure, the designer's effort was directed towards determining what information each sensor should send to the fusion center. Indeed, there is a vast and rich literature concerning the detection problem using this structure, and the interested reader can explore this by referring to the by-no-means exhaustive list of key works [31-39]. Another feature of these original
detectors was that they were static detectors, in the sense that the sensors perform a decision only after receiving the whole sequence of observations. This must be distinguished from dynamic sequential detectors, which process the observations sequentially in time once they become available [40].


Figure 1 - Abstract representation of the two main setting of WSN.
Note: In the fusion-centered network in (a), the sensor nodes collect, process and send data to the fusion center F , which is responsible for the main detection routine using the received data from all nodes. On the other hand, in the fully distributed network in (b), sensor nodes cooperatively participate in the decision process by sharing information with their closest neighbors.

Early works on distributed detection assumed that sensor messages are received reliably at the fusion center, ignoring the link variability intrinsic to wireless communications [41]. Thereupon, this issue was addressed in works like [42, 43], which incorporated a fading channel model between sensor and fusion center. However, another way to mitigate the effect of path loss in the communication link is by means of a fully distributed network, based on node-to-node message passing (see Figure 1). In this setting, no fusion center is needed, as the nodes themselves cooperatively participate in the decision-making process. Also, communication is allowed only among closely positioned nodes, reducing the attenuation effects due to longer transmission paths. Moreover, a fully distributed WSN has a simpler communication infrastructure, higher scalability and robustness to sensor or link failures, and possibly a more efficient use of limited system resources, such as energy and spectral bandwidth. However, it is essential to note that fusion-centered distributed detection remains an active field of research anymore, as evident from recent works such as [44-46].

In this thesis, sequential and fully distributed cooperative detection in WSNs are considered, envisioning real-word applications. Thus, it is important to realize that to fully leverage the potential flexibility in WSN applications, the sensor nodes must be capable of working under very stringent power requirements, as power supply significantly impacts how WSNs can be deployed in a given environment. Such considerations become even more crucial with the influence of the

Internet of Thing (IoT) paradigm upon the WSN research in the recent years [47]. Not incidentally, WSNs are considered a key technology for materializing the IoT concept, since they perform the fundamental role of detecting events and measuring physical and environmental quantities of interest [48, 49]. Therefore, the development of energy-efficient WSN algorithms compatible with IoT is essential (see Figure 2 for an example of WSN as described in [21]). One major example in this direction is the research effort towards energy harvesting in WSNs [50-54], which involves harnessing from ambient power sources such as vibration, heat, and electromagnetic waves in the immediate surroundings of the network. Equally important is the study and development of specialized low-cost algorithms, a focus on which this thesis centers.


Figure 2 - Conception of a WSN deployed for agriculture applications.
Source: adapted from [21].
Note: This is a conception of a WSN deployed for agriculture applications as described in [21]: sensors nodes on the ground and underground monitor the environment of a farm and share information among them. Also, the network is connected via Internet to other services, such as a remote user, smartphone, a server or cloud, following the IoT paradigm.

The goal of a fully-distributed and cooperative WSN for detection purposes is for all its nodes to converge to a common decision. Each node updates its guesses from $(i)$ information from its neighbors, and (ii) processed local data from up-to-date local observations. For instance, consider a cooperative underwater network for marine surveillance as described in [55]: small, low-powered and possibly mobile robots patrol an area of coverage, looking for predefined targets to be detected (see Figure 3). If a target is present in the network coverage, it causes some physical perturbation, strong enough to be sensed by the agents and distinguishable from other alternative targets through some statistical procedure. At each time instant, agents decide about the presence of the possible targets based on those measurements and send their locally processed
data in the form of a statistic (i.e., a preprocessing of the data) to all their closest neighbors via wireless communication. Agents then update their decisions upon the data received, thereby improving the quality of the decision. Then, the process is repeated, with more iterations expected to result in better local decision quality. A similar case that operates along these lines can be found in cooperative unmanned aerial vehicles (UAV) applied, for instance, in fire detection [56, 57].


Figure 3 - Illustration of a practical use of a mobile robotic underwater network.
Note: This is an illustration of a practical use of a mobile robotic underwater network for surveillance as described in [55]. In (a), a physical signal is generated, such as pressure variation, and the network patrolling the environment must decide which target generated the signal (in the example, an ordinary fish or a potential dangerous intrusive robot). In (b), the robots communicate with each other sending their collected and processed data to perform a better decision by incorporating more information from other robots.

Another envisioned application of WSN is for Structural Health Monitoring (SHM), which involves implementing a damage detection strategy for aerospace, civil or mechanical engineering infrastructures. SHM includes observing a structure or mechanical system over time using periodically spaced dynamic response measurements, the extraction of damage-sensitive features from these measurements and the statistical analysis of these features to determine the current state of system health [58]. An SHM system can encompass the installation of multiple wireless sensors along the structure under test, receiving spatio-temporal signals containing relevant information about the mechanical stress to which the structure is subjected. Notably, there is a large interest in developing SHM systems for aircraft structures, aiming to increase their reliability and lifetime while reducing maintenance costs.

In my master's thesis, completed in 2018, I participated in a collaborative project between Escola Politécnica da Universidade de São Paulo and Empresa Brasileira de Aeronáutica (EMBRAER), aimed at developing methods for detection of events during tests in aircraft structures to improve the SHM system used by EMBRAER. In these tests the structure is kept on the ground, subjected to load cycles from mechanical actuators that emulate the structural efforts that a plane experiences when airborne, and a collection of piezoelectric sensors is placed along the structure under inspection (see Figure 4). These sensors collect acoustic emission signals and send them to a processing center [59]. That research pursued two main approaches: one focused on developing
classifiers using the installed SHM system for short-term implementation, while the other looked at the long-term solution using WSN equipped with a fully distributed detector. The results of the latter generated a paper that was published in the IEEE Signal Processing Letters [60].


Figure 4 - Conception of a WSN employed in structural health monitoring on airships.
Note: This is a conception of a WSN employed in structural health monitoring on airships. (a) Mechanical strains in an aeronautical structure in ground tests. (b) Collection of sensors along the structure to capture acoustic emission signals. (c) Representation of the sensor network.

### 1.2 Most related literature

In recent years, we have witnessed the emergence of two major sequential cooperative strategies for both parameter estimation and detection for distributed settings: consensus algorithms [61-71] and diffusion algorithms [60, 72-82]. In the consensus strategy, nodes run a protocol that asymptotically leads to an agreement about a common value that represents the final detection statistic, shared by all the nodes. The classical consensus algorithm relied on the use of two separate time-scales for environment sensing and consensus [61-64], whereas the running consensus technique (also called consensus + innovation) unifies these two phases into a simultaneous sequential procedure [65-71].

Diffusion strategies for distributed detection, unlike consensus, offer more flexibility as agreement among nodes is not enforced. Each sensor, after exchanging data in its vicinity, updates its local statistic as a convex combination of local and received information data, aiming at converging to a desired solution with acceptable mean-square error bounds. This is so because diffusion algorithms were originally designed for distributed parameter estimation, relying on algorithms such as the diffusion Least Mean Square (dLMS) [72], the diffusion Recursive Least Square (dRLS) [83], and diffusion Kalman filtering [84]. It has been argued that diffusion strategies entail superior stability compared with consensus under constant step sizes [85]. The step size is a key parameter which, roughly speaking, controls the performance of these algorithms over time, affecting decay rate and steady-state value of the mean-square error on estimation. According to [85], consensus strategies generally depends on diminishing values of the step size
to achieve asymptotic optimal performance, whereas constant values of it can lead to instability. However, as emphasized in [75], a constant step size is required if one wants the ability of tracking changes (drifts) in the current state of nature, though this also imposes a performance trade-off, as large values of the step size favor tracking speed whereas small values favor detection accuracy. As detailed later on, the step size also plays a decisive role regarding the performance of the proposed detector, since the dLMS is the core of the detection algorithm due to its known distributed qualities.

The dLMS used for distributed detection was first proposed in [77] and further developed in [78], in the form of a distributed two-hypotheses Neyman-Pearson (NP) detector [86]: given a null hypothesis $H_{0}$ and an alternative $H_{1}$, the detector seeks to maximize the probability of correct detection of the alternative event (detects $H_{1}$ when $H_{1}$ is true), given a desired probability of false alarm (detects $H_{1}$ when $H_{0}$ is true). This approach is appropriate, for instance, to detect the presence of a target in a radar. Alternatively, a Bayesian approach can be employed, where the detector aims to minimize the overall detection error, taking into account prior probabilities assigned to possible outcomes. When the prior probabilities are assumed to be equal for all possible alternatives, the Bayesian detector reduces to the maximum likelihood (ML) detector [86], which can be applied, for instance, in problems where the prior probabilities are uncertain-the ML detector, in this case, minimizes the worst-case error probability [87, thm. 1.2.1], since the maximum error probability in detection occurs when the prior probabilities are equally likely. The already mentioned master's thesis that preceded this research developed a twohypotheses ML distributed detector [60], using the dLMS similarly as proposed in [78]. After a few months of research in this thesis, those results were extended to detection problems with different probabilities assigned to the two hypotheses [88], resulting in a binary Maximum a Posteriori (MAP) detector. The new detector presented in this work further extends these results to problems with more than two hypotheses, allowing for arbitrary values to be assigned to the prior probabilities.

Traditionally, the majority of the works in distributed detection have focused on asymptotic steady-state behavior, which is specially appealing for a continuous sequential detection, where the sensor network keeps monitoring its environment indefinitely. In this case, the decision accuracy is improved as its performance converges asymptotically to the steady-state. However, equally important is the capacity of making a decision over a limited time interval while ensuring bounds on the detection performance. As argued in [89], this is a crucial question, since in realistic scenarios, one often faces situations where a decision must be taken within a finite time to save limited resources or to prevent potential costly damages. As demonstrated in this thesis, the proposed detector aims at detecting events with a performance comparable to an optimal sequential detector within a finite time interval while keeping a simple, feasible detection routine, computationally speaking. Additionally, a designer may ask, prior to deployment, how long the algorithm must run to guarantee a performance benchmark, such as a maximum probability of error. For example, [90] proposes a distributed consensus-based detection algorithm that finds an
appropriate stopping rule. In this thesis, an off-line algorithm that can estimate a stopping time is also presented.

The detection problem addressed in this thesis must be contrasted with an apparently similar but fundamentally different situation, which is the quickest detection of changes in the state of nature. In this case, the goal is to detect a transition between states as quickly as possible after its occurrence. Therefore, in this case both tracking ability and quick response are at a premium [91-93]. Although tracking changes is not a goal of the proposed detector, a simple periodic reset strategy can, in fact, enable the proposed algorithm to track this changes in state adequately.

Finally, to close this section on the most related literature, it is worth mentioning few more recent subareas on distributed detection. For instance, [94] addresses decision learning on distributed multi-task networks using a diffusion algorithm, where nodes are grouped into clusters of different addressing decision problems while keeping both a learning rate and tracking ability of the network. Works like [95] and more recently [96] explore distributed network decision problems over the Social Learning paradigm, where agents incorporate information from their own observations to form their prior beliefs over a set of hypotheses, and then combine their beliefs locally among neighbors. [97] develops an distributed consensus-based Chernoff test on a active decision setting, where the network agents must continuously choose the best action to take over a set of possible actions.

### 1.3 Objectives and contributions

Based on the discussions above, the research objectives can be summarized as follows:

1. Obtain a feasible detection algorithm for cooperative WSNs to determine the current state of the environment being monitored under Gaussian noise.
2. The algorithm in Objective 1 must have low complexity, having in mind operation under stringent power limitations.
3. The algorithm in Objective 1 should reach a required detection performance in a finite time interval which can be previously estimated.

The proposed detector satisfies all the objectives above. Now, let us delve into the new contributions of the proposed detector, built upon previous research presented in my master's thesis [59] and published in the IEEE Signal Processing Letters [60], where it was first proposed a binary ML distributed detector based on the dLMS algorithm and was shown that the convergence rate of the probability of detection error is independent of the value of the LMS step size if it is chosen to be as small as possible. In other words, by adopting a slower learning rate in estimation, similar to a "tortoise-like" pace. These results were further extended to a binary

MAP detector during the initial months of this thesis research, which was later published in the 2020 IEEE International Conference on Acoustics, Speech, and Signal Processing (ICASSP) Proceedings [88]. Thereafter, these are the new contributions:

1. A new general detector that generalizes previous results already published $[60,88]$ to more than two hypotheses with arbitrary values for the prior probabilities.
2. The new detector deals with uncertainty in the parametric vector that represents the different hypotheses.
3. A more detailed theoretical treatment that encompasses the previous results as particular cases.
4. A detailed description of how to obtain an implementable low-complexity algorithm envisioning real detection problems.
5. A proof that as the dLMS estimation rate at the core of the detection algorithm becomes slower, the proposed detector tends to the optimal performance.
6. Additionally, this research includes a simple routine to estimate the stopping time and a strategy to track potential changes in the state of nature.

### 1.4 Notation

### 1.4.1 Basics

We use both normal lowercase " $x$ " and uppercase " $X$ " for scalars or functions; the uppercase is preferred to denote scalar constants or sets.

Lowercase boldface " $x$ " is used for vector quantities. Vectors are always column vectors; a row vector is thus denoted by $\boldsymbol{x}^{\top}$.

Uppercase boldface " $\boldsymbol{X}$ " or calligraphic " $\mathcal{X}$ " is used for matrices. A calligraphic font denotes a new matrix that groups together other smaller matrices of kindred origin that refer to each sensor node, using above all the operators "col" or "diag" (see 1.4.2 below for definitions on these functions).
$\boldsymbol{I}_{D}$ denotes a $D \times D$ identity matrix.
" $\mathbf{0}$ " denotes either a vector or a matrix filled with zeros, with adequate dimensions depending on the given context.

The operator $\|\boldsymbol{x}\|_{2}^{2}$ represents the squared $\ell_{2}$-norm $\left(\|\boldsymbol{x}\|_{2}\right)^{2}$ of vector $\boldsymbol{x}$.

### 1.4.2 Special Operators

The "col" operator stacks its arguments (scalars, vectors or matrices) in a column-wise fashion, producing new vectors or new "tall" matrices. For example, for $x_{i} \in \mathbb{R}, 1 \leq i \leq N$, the operation $\operatorname{col}\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$ produces a new vector $\boldsymbol{x}=\left[x_{1} x_{2} \ldots x_{N}\right]^{\top} \in \mathbb{R}^{N}$; similarly, for matrices $\boldsymbol{X}_{i} \in \mathbb{R}^{K \times L}, 1 \leq i \leq N$, the operation $\operatorname{col}\left\{\boldsymbol{X}_{1}, \boldsymbol{X}_{2}, \ldots, \boldsymbol{X}_{N}\right\}$ produces a new matrix $\mathcal{X}=\left[\begin{array}{llll}\boldsymbol{X}_{1}^{\top} & \boldsymbol{X}_{2}^{\top} & \ldots & \boldsymbol{X}_{N}^{\top}\end{array}\right]^{\top} \in \mathbb{R}^{N K \times L}$. The vector case follows from the matrix example for $L=1$.

The "diag" operator arranges its arguments along the diagonal of a square matrix with appropriate dimensions, filling the remaining of the new resulting matrix with zeros. For example, for $x_{i} \in \mathbb{R}$ and $\boldsymbol{X}_{i} \in \mathbb{R}^{K \times L}, 1 \leq i \leq N$, we have

$$
\begin{aligned}
\operatorname{diag}\left\{x_{1}, x_{2}, \ldots, x_{N}\right\} & =\left[\begin{array}{cccc}
x_{1} & 0 & \cdots & 0 \\
0 & x_{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & x_{N}
\end{array}\right] \in \mathbb{R}^{N \times N}, \text { and } \\
\operatorname{diag}\left\{\boldsymbol{X}_{1}, \boldsymbol{X}_{2}, \ldots, \boldsymbol{X}_{N}\right\} & =\left[\begin{array}{ccccc}
\boldsymbol{X}_{1} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \boldsymbol{X}_{2} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \boldsymbol{X}_{N}
\end{array}\right] \in \mathbb{R}^{K N \times L N} .
\end{aligned}
$$

$\boldsymbol{A} \otimes \boldsymbol{B}$ denotes the Kronecker product of matrices $\boldsymbol{A}$ and $\boldsymbol{B}$; i.e., for $\boldsymbol{A}=\left(a_{k \ell}\right) \in \mathbb{R}^{K \times L}$ and $\boldsymbol{B} \in \mathbb{R}^{M \times N}$

$$
\boldsymbol{A} \otimes \boldsymbol{B}=\left[\begin{array}{cccc}
a_{11} \boldsymbol{B} & a_{12} \boldsymbol{B} & \cdots & a_{1 L} \boldsymbol{B} \\
a_{21} \boldsymbol{B} & a_{22} \boldsymbol{B} & \cdots & a_{2 L} \boldsymbol{B} \\
\vdots & \vdots & \ddots & \vdots \\
a_{K 1} \boldsymbol{B} & a_{K 2} \boldsymbol{B} & \cdots & a_{K L} \boldsymbol{B}
\end{array}\right] \in \mathbb{R}^{K M \times N L} .
$$

### 1.4.3 Time indices

Discrete time-dependent quantities are denoted by indices $i, j, \iota$ inside brackets (e.g., $x[i], \boldsymbol{x}[j], \boldsymbol{X}[i, j], \mathcal{X}[i, j, \iota])$.

Vectors or matrices that are a collection of quantities from time $i$ down to time 0 are denoted using " $0: i$ " as subscript; e.g.,

$$
\begin{aligned}
& \boldsymbol{x}_{0: i}=\operatorname{col}\{x[i], x[i-1], \ldots, x[0]\}, \\
& \boldsymbol{X}_{0: i}=\operatorname{diag}\{\boldsymbol{X}[i], \boldsymbol{X}[i-1], \ldots, \boldsymbol{X}[0]\},
\end{aligned}
$$

### 1.4.4 Indices for states

If the definition of a quantity depends on a determined state of nature, this is denoted by indices $n, m, \nu$ in subscript (e.g., $x_{n}, \boldsymbol{X}_{m}$ ).

### 1.4.5 Random quantities and its operators

We represent random quantities by a tilde mark underneath its symbol, as in $\underset{\sim}{x}$ and $\underset{\sim}{x}$; their respective realizations are generally denoted simply as $x$ and $\boldsymbol{x}$.

If $\boldsymbol{x}$ has a distribution conditioned on a given state of nature indexed by $n \in \mathbb{N}$, we denote such dependence as $\boldsymbol{x}_{n}$.

The operator $\mathrm{E}(\underset{\sim}{\boldsymbol{x}})$ denotes unconditional expectation, and $\mathrm{E}\left(\underset{\sim}{\boldsymbol{x}} \mid H_{n}\right)$ denotes an expectation conditioned on a given hypothesis $H_{n}$.

Similarly, the operator $\operatorname{Var}(\underset{\sim}{x})$ denotes the unconditional variance of the random variable $\underset{\sim}{x}$, and $\operatorname{Cov}(\underset{\sim}{x}, \underset{\sim}{w})$ denotes the unconditional covariance between the random variables $\underset{\sim}{x}$ and $\underset{\sim}{w}$. No conditional variance or covariance is used throughout this thesis.

We may see the abuse of notation $\operatorname{Var}(\underset{\sim}{\boldsymbol{x}})$ or even $\operatorname{Var}\left(\boldsymbol{x}_{\sim}^{\top}\right)$ to refer to the corresponding covariance matrix of the random vector $\boldsymbol{x}$, defined as $\mathrm{E}\left(\underset{\sim}{\boldsymbol{x}} \boldsymbol{x}^{\top}\right)-\mathrm{E}(\underset{\sim}{\boldsymbol{x}}) \mathrm{E}\left({\underset{\sim}{x}}^{\top}\right)$.

### 1.4.6 Indices denoting sensor nodes

Subscripts $k$ and $\ell$ are used to label sensor nodes in the network. If a time varying quantity $\boldsymbol{x}$ depends on a given state $n$ and also on a specific sensor node labeled as $k$, the indices for the state and for the node are separated by a comma, with that of the state appearing first (e.g. $\boldsymbol{x}_{n, k}[i]$ ).

### 1.4.7 Avoiding too many subscript indices

Sometimes a quantity $x_{n, k}[i]$, which depends on state $n$ and is defined at node $k$, can be a realization of a random process that is also conditioned on a given state $m$. In order to avoid denoting this random process with too many subscript indices such as ${\underset{\sim}{x}}_{m, n, k}[i]$, instead no subscript for the conditioning is used, and it is denoted by other means such as

$$
\begin{gathered}
{\underset{\sim}{x}}_{n, k}[i] \text { conditioned on state } m, \text { or } \\
{\underset{\sim}{x}, k}^{x}[i] \mid \text { "state } m \text { ", or } \\
{\underset{\sim}{x}, k}^{x}[i] \mid H_{m},
\end{gathered}
$$

where $H_{m}$ refers to the hypothesis that "state $m$ " is the actual state of nature.
Similarly, quantities such as $\boldsymbol{x}_{0: i}$ that are the realization of a random process conditioned on a given state $n$ are are better denoted as " $x_{0: i}$ conditioned on state $n$ " or other variations.

### 1.5 Brief description of the next chapters

The following Chapter 2 formulates the decision problem discussed in this Introduction but restricted to a single isolated sensor node, in order to build on that the theoretical foundations and basic assumptions pertaining both the model of the observed data and the statistical
hypothesis test. In this fashion the reader becomes familiar with the terminology and notations used throughout this thesis in the context of a simpler system. The chapter takes advantage of this simplicity to present the important connection between detection and parameter estimation, and discuss how such a connection can lead to a more suitable detection strategy.

Next, Chapter 3 expands the discussion of the preceding chapter to a distributed network of wireless sensors and formulates a cooperative detection algorithm based on the estimation algorithm dLMS, using the detection-estimation connection discussed previously. The main mathematical basis of the distributed detector described in this thesis is developed in this chapter, producing a theoretical and "no-approximations" detector which is the base for the analysis and developments in the following chapters.

The performance analysis of the dLMS detector is done in Chapter 4, where it will be proved that its performance is independent of the value of the step size of the LMS algorithm, provided it is sufficiently small, and that this performance tends to optimum.

In Chapter 5, a low-complexity distributed detector, suitable for applications under stringent power conditions, is derived from the theoretical one developed in Chapter 3 by means of a few justifiable approximations, but maintaining the same performance behavior shown in Chapter 4. Also, we discuss the effect of the initial value of the LMS estimate in the performance and in the algorithm complexity. Finally, Chapter 5 concludes presenting a technique to estimate off-line the stopping time of the proposed detector and how it can be used to devise a strategy to track eventual changes in the state of nature.

The simulations showing the performance of the low-complexity detector developed in Chapter 5 are presented in Chapter 6, where it is compared with the performances of the theoretical detector of Chapter 3 and with an optimal detector under the same conditions. Additional simulations regarding other topics and later findings are also presented.

Finally, Chapter 7 provides conclusive remarks regarding this thesis and provide some ideas for future work.

## 2 FUNDAMENTALS OF THE DECISION PROBLEM: THE SINGLE NODE CASE

We start addressing the decision problem of a single isolated sensor node, so that the theoretical foundations and basic assumptions can be built on top of a simpler system. We then derive and discuss an optimal test and its statistic, and from this examination an alternative test based upon a recursive parameter estimator is presented. This connection between detection and estimation produces a sequential detector, which is more suitable for the distributed problem being addressed and further developed in Chapter 3. The chapter then concludes with a brief discussion concerning the statistical sufficiency of the parameter estimator.

### 2.1 Framework

Suppose that an isolated node, endowed with sensing and computation capacities, senses and measures events in its surroundings via an observable scalar $d[i]$, available periodically at every discrete time instant $i$. From these observations, our sensor must infer the current state of its environment, which must be chosen from a set of $N$ known possible states, each indexed by $n=1,2, \ldots, N$. To each state $n$ is associated a different $D$-dimensional random vector of parameters ${\underset{\sim}{w}}_{n}$, called state vector, and their prior distributions for each possible state form a family of normally distributed vectors, given as

$$
\begin{equation*}
{\underset{\sim}{w}}_{n} \sim \mathcal{N}\left(\boldsymbol{\theta}_{n}, \boldsymbol{\Sigma}_{\boldsymbol{w}}\right) \in \mathbb{R}^{D}, \quad n \in\{1, \ldots, N\}, \tag{2.1}
\end{equation*}
$$

where $\left\{\boldsymbol{\theta}_{n}\right\}_{n=1}^{N}$ are known vector means and the covariance matrix $\boldsymbol{\Sigma}_{\boldsymbol{w}}$ is independent of any specific state and represents our uncertainty about the true value of any realization $\boldsymbol{w}$ of the random state vector ${\underset{\sim}{w}}_{n}$. Our observable scalar $d[i]$ is related to $\boldsymbol{w}$ through the linear model

$$
\begin{equation*}
d[i]=\boldsymbol{u}^{\top}[i] \boldsymbol{w}+v[i], \tag{2.2}
\end{equation*}
$$

where $\boldsymbol{u}[i] \in \mathbb{R}^{D}$ is a known "input" vector, available at every time $i$, and the scalar $v[i]$ is a measurement noise, modeled as a realization of a white noise process with $\underset{\sim}{v}[i] \sim \mathcal{N}\left(0, \sigma_{v}^{2}\right)$ and assumed to be independent of ${\underset{\sim}{w}}_{n}$. In summary, our node must decide from a noisy observation $d[i]$ and a known vector $\boldsymbol{u}[i]$ which state is at place at time $i$. In addition, assume that there is no change of states during the period of time under consideration, unless it is expressly stated.

The interpretation of the quantities $d_{k}[i], \boldsymbol{u}_{k}[i]$ and $\boldsymbol{w}$ can vary substantially depending on the specific application where the linear model in (2.2) is valid. This is particularly the case in the field of Adaptive Filtering, which the algorithm LMS - the "core" of the proposed distributed detector described in Chapter 3-is mostly related with. We refer to [98, pp. 168-174] and [99] for some examples of applications of the model. As it is customary in Adaptive Filtering,
assume that the input vector $\boldsymbol{u}[i]$ in Equation (2.2) has a shift delay structure; i.e., given a signal $u[j] \in \mathbb{R}, j=0, \ldots, i$, we have

$$
\boldsymbol{u}[i]=\operatorname{col}\{u[i], u[i-1], \ldots, u[i-D+1]\} .
$$

For this reason, the model in Equation (2.2) is known as tapped delay line, commonly used to model a multi-path channel signal transmission [86, p. 169], and in this context the vector $\boldsymbol{u}[i]$ is called regressor vector, a terminology adopted in Adaptive Filtering and in this thesis.

For most scenarios where the model in Equation (2.2) is applied, the regressor vector is the observation of a random process $\underset{\sim}{\boldsymbol{u}}$. The sequence of observed regressors $\{\boldsymbol{u}[j]\}_{j=0}^{i}$ should be considered deterministic at time $i$, in the sense that they have already been observed. Therefore, the solution to the decision problem herein can be seen as designed for this particular sequence of realizations of the random process $\underset{\sim}{\boldsymbol{u}}$, and such a solution is in fact optimal and has a closed-form, as we see later on.

Finally, in order to arrange and simplify the description of the decision problem, let us collect all data samples up to instant $i$ :

$$
\begin{align*}
\boldsymbol{d}_{0: i} & =\operatorname{col}\{d[i], d[i-1], \ldots, d[0]\} \in \mathbb{R}^{i+1} \\
\boldsymbol{U}_{0: i} & =\operatorname{col}\left\{\boldsymbol{u}^{\top}[i], \boldsymbol{u}^{\top}[i-1], \ldots, \boldsymbol{u}^{\top}[0]\right\} \in \mathbb{R}^{(i+1) \times D} \tag{2.3}
\end{align*}
$$

Thus, given state $n$, the data model in Equation (2.2) can be grouped as

$$
\begin{equation*}
\boldsymbol{d}_{0: i}=\boldsymbol{U}_{0: i} \boldsymbol{w}+\boldsymbol{v}_{0: i} \tag{2.4}
\end{equation*}
$$

where $\boldsymbol{v}_{0: i}=\operatorname{col}\{v[i], \ldots, v[0]\}$ is the realization of a white noise process $\boldsymbol{v}_{\sim: i} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}\right)$ which is independent of ${\underset{\sim}{w}}_{n}$, and whose covariance matrix is

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}=\operatorname{diag}\left\{\sigma_{v}^{2}, \ldots, \sigma_{v}^{2}\right\} \in \mathbb{R}^{(i+1) \times(i+1)} \tag{2.5}
\end{equation*}
$$

### 2.2 Formulating a Hypothesis Test

The solution of a decision problem is a rule that associates the observed data with a unique true hypothesis, chosen from a sequence $\left\{H_{n}\right\}_{n=1}^{N}$ of possible alternatives, where each $H_{n}$ represents the event $\{$ "state $n$ is the current state" $\}$. We start defining a function $\Phi: \mathbb{R}^{i+1} \rightarrow \mathbb{N}^{*}$ of the observed data $\boldsymbol{d}_{0: i}$, and the event

$$
\begin{equation*}
\left\{\Phi\left(\boldsymbol{d}_{0: i}\right)=n \mid \boldsymbol{U}_{0: i}, H_{m}\right\}, \quad n \in\{1, \ldots, N\} \tag{2.6}
\end{equation*}
$$

represents a decision in favor of hypothesis $H_{n}$ based on the observed data $\boldsymbol{d}_{0: i}$, given a particular matrix $\boldsymbol{U}_{0: i}$ and $H_{m}, m \neq n$, is the true hypothesis. In a Bayesian framework, we assign a $\operatorname{cost}\left(H_{n}, H_{m}\right) \mapsto C_{n m}$ whenever we decide for $H_{n}$ when $H_{m}$ is true, and we measure the
performance of the decision rule $\Phi\left(\boldsymbol{d}_{0: i}\right)$ through the average decision cost (also called Bayes risk function), given as [86, p. 80]

$$
R[i]=\sum_{n=1}^{N} \sum_{m=1}^{N} C_{n m} \mathbb{P}\left(\left\{\Phi\left(\boldsymbol{d}_{0: i}\right)=n \mid \boldsymbol{U}_{0: i}, H_{m}\right\}\right) \mathbb{P}\left(H_{m}\right)
$$

The probabilities $\left\{\mathbb{P}\left(H_{m}\right)\right\}_{n=1}^{N}$ above are called the prior probabilities and represent our knowledge or belief about the "odds" of the hypotheses before any data is observed. Evidently, we have $\mathbb{P}\left(H_{m}\right)=\mathbb{P}(\{$ "state $n$ is the current state" $\})$. In particular, setting $C_{n m}=1$ if $n \neq m$ and $C_{n m}=0$ otherwise, the Bayes risk reduces to the average probability of error $\xi[i]$, given as

$$
\begin{equation*}
\xi[i]=\sum_{n=1}^{N} \sum_{\substack{m=1 \\ m \neq n}}^{N} \mathbb{P}\left(\left\{\Phi\left(\boldsymbol{d}_{0: i}\right)=n \mid \boldsymbol{U}_{0: i}, H_{m}\right\}\right) \mathbb{P}\left(H_{m}\right) \tag{2.7}
\end{equation*}
$$

which can be minimized by setting $\Phi\left(\boldsymbol{d}_{0: i}\right)=n$ whenever the probability $\mathbb{P}\left(H_{n} \mid \boldsymbol{d}_{0: i}, \boldsymbol{U}_{0: i}\right)$ is maximum. In other words, we choose $H_{n}$ if

$$
\begin{equation*}
\mathbb{P}\left(H_{n} \mid \boldsymbol{d}_{0: i}, \boldsymbol{U}_{0: i}\right)>\mathbb{P}\left(H_{m} \mid \boldsymbol{d}_{0: i}, \boldsymbol{U}_{0: i}\right) \quad \forall m \neq n \tag{2.8}
\end{equation*}
$$

The probabilities above are called posterior probabilities, since they represent the chances of each hypothesis to be correct after data is observed. Consequently, this test is called maximum a posteriori (MAP). Note that the MAP test in Equation (2.8) implies the evaluation of $N$ posterior probabilities and $N-1$ comparisons between pairs in order to find the maximum.

Using Bayes' theorem, we can compare a given pair of hypotheses $\left\{H_{n}, H_{m}\right\}$ by

$$
\begin{equation*}
f\left(\boldsymbol{d}_{0: i} \mid \boldsymbol{U}_{0: i}, H_{n}\right) \mathbb{P}\left(H_{n}\right) \stackrel{\Phi \neq m}{\underset{\Phi \neq n}{\gtrless}} f\left(\boldsymbol{d}_{0: i} \mid \boldsymbol{U}_{0: i}, H_{m}\right) \mathbb{P}\left(H_{m}\right), \tag{2.9}
\end{equation*}
$$

where $f\left(\boldsymbol{d}_{0: i} \mid \boldsymbol{U}_{0: i}, H_{n}\right)$ is the probability density function (p.d.f.) of the random vector $\boldsymbol{d}_{0: i}$ conditioned on $\left\{\boldsymbol{U}_{0: i}, H_{n}\right\}$, which is, from Equation (2.4), given as

$$
\begin{equation*}
{\underset{\sim}{\boldsymbol{d}}}_{0: i} \mid\left\{\boldsymbol{U}_{0: i}, H_{n}\right\}=\boldsymbol{U}_{0: i}{\underset{\sim}{w}}_{n}+{\underset{\sim}{0}}_{0: i} \tag{2.10}
\end{equation*}
$$

therefore,

$$
\underset{\sim 0: i}{ } \mid\left\{\boldsymbol{U}_{0: i}, H_{n}\right\} \sim \mathcal{N}\left(\boldsymbol{U}_{0: i} \boldsymbol{\theta}_{n}, \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}\right)
$$

where $\boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}=\boldsymbol{U}_{0: i} \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{U}_{0: i}^{\top}+\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}$ is its covariance matrix. Since it is a normal random vector, its p.d.f. is given as

$$
\begin{equation*}
f\left(\boldsymbol{d}_{0: i} \mid \boldsymbol{U}_{0: i}, H_{n}\right)=\left((2 \pi)^{\frac{i+1}{2}} \operatorname{det}^{\frac{1}{2}} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}\right)^{-1} \mathrm{e}^{\tau_{n}[i]} \tag{2.11}
\end{equation*}
$$

where $\tau_{n}[i]$ is a function of the data given as

$$
\begin{equation*}
\tau_{n}[i]=-\frac{1}{2}\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1}\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{\theta}_{n}\right) \tag{2.12}
\end{equation*}
$$

Thus, taking the logarithm on both sides of the inequality in Equation (2.9) and canceling constants out, the test can be reduced to the following equivalent:

$$
\begin{equation*}
\tau_{n}[i] \stackrel{\Phi \neq m}{\underset{\Phi \neq n}{\gtrless}} \tau_{m}[i]+\gamma_{m n}, \tag{2.13}
\end{equation*}
$$

where $\gamma_{m n}=\ln \left(\mathbb{P}\left(H_{m}\right) / \mathbb{P}\left(H_{n}\right)\right)$. The functions of data $\left\{\tau_{n}[i]\right\}_{n=1}^{N}$ used to compare pairs of hypotheses are called test statistics. Let us summarize these results in the following proposition:

Proposition 1. A test statistic $\tau_{n}[i]$ and the hypothesis test to decide in favor of $H_{n}$ from $\boldsymbol{d}_{0: i}=\boldsymbol{U}_{0: i} \boldsymbol{w}+\boldsymbol{v}_{0: i}$ are given as

$$
\begin{gathered}
\tau_{n}[i]=-\frac{1}{2}\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1}\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{\theta}_{n}\right), \\
\tau_{n}[i] \underset{\Phi \neq n}{\underset{\Phi \neq m}{\gtrless} \tau_{m}[i]+\gamma_{m n},}
\end{gathered}
$$

where $\gamma_{m n}=\ln \left(\mathbb{P}\left(H_{m}\right) / \mathbb{P}\left(H_{n}\right)\right)$.

Proof. See equations (2.9) to (2.13) above.

The test statistic just presented in Equation (2.12) consists in a batch process; i.e, in order to evaluate it and make a decision at time $i$, we have to process all the previously collected data at once. Therefore, in such a scenario it is reasonable to evaluate the test statistic only at the end of our observation, when all data are collected. In this thesis, the focus in on a solution that produces intermediate statistics for every time $i$ without the need for data accumulation, since the sensor nodes could benefit from this in-between processing to share their intermediate results with its neighboring nodes, which in turn can combine this new information with their own local statistic, thus improving their performance. This could be achieved, for instance, by using a recursive algorithm, in such a way that the evaluation of these new intermediate statistics depends only on its past values and on the most recently observed data. In the next section, we will discuss the case where these intermediate statistics are estimates of the state vector $\boldsymbol{w}$ and how we can employ it as the core of a detection algorithm.

### 2.3 Detection \& Estimation

From our previous discussion, we are interested in producing a test with the following structure:

$$
\begin{equation*}
g\left(\check{\boldsymbol{w}}[i] \mid H_{n}\right) \underset{\Phi \neq n}{\stackrel{\Phi \neq m}{\gtrless}} g\left(\check{\boldsymbol{w}}[i] \mid H_{m}\right)+\gamma_{m n}^{\prime} \tag{2.14}
\end{equation*}
$$

where $\check{\boldsymbol{w}}[i] \in \mathbb{R}^{D}$ is any estimate of ${\underset{\sim}{w}}_{n}, \gamma_{m n}^{\prime}$ is an appropriate decision threshold and $g: \mathbb{R}^{D} \rightarrow \mathbb{R}$ is a function which depends on the observable data $\boldsymbol{d}_{0: i}$ only through $\check{\boldsymbol{w}}[i]$. To get
rid of the direct dependence on previously observed data, assume that $\check{\boldsymbol{w}}[i]$ can be evaluated recursively in time as follows:

$$
\check{\boldsymbol{w}}[i]=G(\check{\boldsymbol{w}}[i-1], d[i], \boldsymbol{u}[i]),
$$

where $G(\cdot)$ is a function which depends on previous information only through $\check{\boldsymbol{w}}[i-1]$. As mentioned, nodes in a cooperative wireless network can take advantage of these local estimates to share information among them, which we should expect will improve the detection performance. Not incidentally, there are efficient estimators whose use was devised for detection in distributed networks, such as the already mentioned dLMS algorithm (see the most related literature in Section 1.2). We will discuss in Chapter 3 how we can formulate a distributed detector based on the dLMS. But first it must be shown that a hypothesis test can be produced from an estimator, as shown in Equation (2.14).

According to the Bayesian philosophy, the criterion typically employed to choose an estimator-i.e., a random quantity whose realizations are estimates-is to select the one that minimize the Bayesian mean squared error (BMSE): given a hypothesis $H_{n}$, we choose the estimator such that

$$
\check{\sim}_{n}^{*}[i]=\underset{\sim}{\underset{\boldsymbol{w}}{ }[i]} \underset{\arg \min }{ } \mathrm{E}\left(\left\|{\underset{\sim}{\boldsymbol{w}}}_{n}-\underset{\sim}{\check{\boldsymbol{w}}}[i]\right\|_{2}^{2} \mid \boldsymbol{d}_{0: i}, \boldsymbol{U}_{0: i}\right) .
$$

The solution to such problem is the Bayesian minimum mean square error estimator (MMSE) [100, p. 316], whose estimates at time $i$ are set as the mean value of the random variable ${\underset{\sim}{w}}_{n}$ after (conditioned on) the observation of data; put mathematically,

$$
\begin{equation*}
\check{\boldsymbol{w}}^{*}[i]=\mathrm{E}\left({\underset{\sim}{w}}_{n} \mid \boldsymbol{d}_{0: i}, \boldsymbol{U}_{0: i}\right) . \tag{2.15}
\end{equation*}
$$

Therefore, assuming the linear model in Equation (2.4), the MMSE can be expressed as [100, p. 326]

$$
\begin{equation*}
\check{\boldsymbol{w}}^{*}[i]=\boldsymbol{\theta}_{n}+\boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1}\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{\theta}_{n}\right), \tag{2.16}
\end{equation*}
$$

where $\boldsymbol{\theta}_{n}=\mathrm{E}\left({\underset{\sim}{w}}_{n}\right)$ (see Equation (2.1)). The MMSE is noteworthy because its estimates can be calculated recursively. Such recursive routine is given by the following equation [100, p. 398]:

$$
\begin{equation*}
\check{\boldsymbol{w}}^{*}[i]=\boldsymbol{\omega}[i] d[i]+\left(\boldsymbol{I}_{D}-\boldsymbol{\omega}[i] \boldsymbol{u}^{\top}[i]\right) \check{\boldsymbol{w}}^{*}[i-1] \tag{2.17}
\end{equation*}
$$

where

$$
\begin{aligned}
\boldsymbol{\omega}[i] & =\frac{\boldsymbol{\Omega}[i-1] \boldsymbol{u}[i]}{\sigma_{v}^{2}+\boldsymbol{u}^{\top}[i] \boldsymbol{\Omega}[i-1] \boldsymbol{u}[i]} \in \mathbb{R}^{D}, \text { and } \\
\boldsymbol{\Omega}[i] & =\left(\boldsymbol{I}_{D}-\boldsymbol{\omega}[i] \boldsymbol{u}^{\top}[i]\right) \boldsymbol{\Omega}[i-1] \in \mathbb{R}^{D \times D},
\end{aligned}
$$

which must be initialized as $\check{\boldsymbol{w}}^{*}[-1]=\boldsymbol{\theta}_{n}$ and $\boldsymbol{\Omega}[-1]=\boldsymbol{\Sigma}_{\boldsymbol{w}}$. However, if we want to make use of the MMSE, we would need to remove the direct dependence on a specific $\boldsymbol{\theta}_{n}$, because we do not know the current state $n$ in order to set $\breve{\boldsymbol{w}}^{*}[-1]=\boldsymbol{\theta}_{n}$. Furthermore, this would be
preposterous, since if we knew the correct $\boldsymbol{\theta}_{n}$ to choose, the detection problem would be solved already. In order to fix this inconsistency, let us notice that the MMSE is unbiased, since from Equation (2.16)

$$
\mathrm{E}\left({\underset{\sim}{\boldsymbol{w}}}_{n}-\mathrm{E}\left(\check{\boldsymbol{w}}_{n}^{*}\right)\right)=\mathrm{E}\left({\underset{\sim}{\boldsymbol{w}}}_{n}-\boldsymbol{\theta}_{n}\right)=\mathbf{0} ;
$$

in fact, we can remove the direct dependence on a specific $\boldsymbol{\theta}_{n}$ by discarding the unbiased condition. By substituting $\boldsymbol{\theta}_{n}$ in Equation (2.16) by an arbitrary constant vector $\boldsymbol{b} \in \mathbb{R}^{D}$, we produce a new biased estimator $\underset{\sim}{\widehat{w}}$ based on the MMSE, whose estimates are given as

$$
\begin{equation*}
\widehat{\boldsymbol{w}}[i]=\boldsymbol{b}+\boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1}\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{b}\right) \tag{2.18}
\end{equation*}
$$

which is a biased estimate for all $\boldsymbol{b} \neq \boldsymbol{\theta}_{n}$. Although $\widehat{\boldsymbol{w}}$ is not optimal according to the BMSE criterion due to the insertion of a bias, we will see ahead in Section 2.4 that, from a detection perspective, this bias does not change the detector performance because it is a sufficient statistic for $\boldsymbol{\theta}_{n}$. Furthermore, the new estimator $\widehat{\boldsymbol{w}}$ can also be updated by the same recursive algorithm given in Equation (2.17) for the MMSE, setting the initial estimate to $\widehat{\boldsymbol{w}}[-1]=\boldsymbol{b}$.

Next, we define a new test statistic $\tau_{n}^{\prime}[i]$ from $\tau_{n}[i]$ in Equation (2.12) that depends on $\boldsymbol{d}_{0: i}$ only through the estimate $\widehat{\boldsymbol{w}}[i]$ and is equivalent to $\tau_{n}[i]$ with regard to detection. Since this is an important result, let us state it in the following proposition:

Proposition 2. The following hypothesis test with its corresponding statistic test, namely

$$
\begin{gather*}
\tau_{n}^{\prime}[i] \stackrel{\Phi \neq m}{\gtrless} \tau_{m}^{\prime}[i]+\gamma_{m n}, \\
\tau_{n}^{\prime}[i]=(\widehat{\boldsymbol{w}}[i]-\boldsymbol{b})^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)-\frac{1}{2}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right), \tag{2.19}
\end{gather*}
$$

is completely equivalent to the original test in Equation (2.13) in a statistical hypothesis test point of view.

Proof. The new test statistic $\tau_{n}^{\prime}[i]$ is obtained from $\tau_{n}[i]$. First, by using the following algebraic manipulation:

$$
\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{\theta}_{n}=\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{b}\right)-\left(\boldsymbol{U}_{0: i} \boldsymbol{\theta}_{n}-\boldsymbol{U}_{0: i} \boldsymbol{b}\right),
$$

we can expand Equation (2.12) to obtain

$$
\begin{align*}
\tau_{n}[i]= & -\frac{1}{2}\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1}\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{b}\right)+\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right) \\
& -\frac{1}{2}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right) \tag{2.20}
\end{align*}
$$

Let $h\left(\boldsymbol{d}_{0: i}\right)$ be the first right-hand side term above; i.e.,

$$
h\left(\boldsymbol{d}_{0: i}\right)=-\frac{1}{2}\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1}\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{b}\right)
$$

Note that $h\left(\boldsymbol{d}_{0: i}\right)$ does not change when $H_{n}$ changes; thus, $h\left(\boldsymbol{d}_{0: i}\right)$ cannot influence the test result and it is always canceled out when we compare a pair $\left\{\tau_{n}[i], \tau_{m}[i]\right\}$ of statistics. Hence,
we can remove it by defining $\tau_{n}^{\prime}[i]=\tau_{n}[i]-h\left(\boldsymbol{d}_{0: i}\right)$. Next, substitute in Equation (2.20) the following identity:

$$
\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{\boldsymbol { d } _ { 0 : i }}}^{-1} \boldsymbol{U}_{0: i}=(\widehat{\boldsymbol{w}}[i]-\boldsymbol{b})^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}
$$

which can be obtained by manipulating Equation (2.18) accordingly:

$$
\begin{aligned}
\widehat{\boldsymbol{w}}[i]-\boldsymbol{b} & =\boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1}\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{b}\right) \Rightarrow \\
\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}(\widehat{\boldsymbol{w}}[i]-\boldsymbol{b}) & =\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1}\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{b}\right),
\end{aligned}
$$

and then transposing both sides of the equation. Thus, we have

$$
\begin{equation*}
\tau_{n}^{\prime}[i]=(\widehat{\boldsymbol{w}}[i]-\boldsymbol{b})^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)-\frac{1}{2}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right), \tag{2.21}
\end{equation*}
$$

which is, as in Equation (2.14), a function that depends on the observable data $\boldsymbol{d}_{0: i}$ only through the estimate $\widehat{\boldsymbol{w}}[i]$. From the test in Equation (2.13), we also conclude that $\gamma_{m n}^{\prime}=\gamma_{m n}$. Therefore, the hypothesis test presented in Proposition 2 is equivalent to the test in Equation (2.13).

Note that, because the statistic $\tau_{n}[i]$ in Equation (2.12) does not depend on the particular value of $\boldsymbol{b}$, and the test in Equation (2.19) is equivalent to that in Equation (2.13), we conclude that the value chosen for $\boldsymbol{b}$ can not, in principle, influence the detection performance. This result justifies replacing the MMSE in Equation (2.17) with a more consistent biased version without losing anything by doing this replacement from a detection perspective. However, although we can choose any value for $\boldsymbol{b}$, there are in fact more adequate choices when we take approximations for the test statistics as we develop the implementable distributed detector later in Chapter 5.

### 2.4 Sufficiency

The detection equivalence between the tests Equation (2.13) and Equation (2.19) can be addressed by showing that the estimator $\widehat{\boldsymbol{w}}[i]$ as defined in Equation (2.18) is a sufficient statistic for $\boldsymbol{\theta}_{n}$, given that $H_{n}$ is true (notice that, when $H_{n}$ is true, $\boldsymbol{\theta}_{n}$ is a constant deterministic parameter). We can verify this fact by examining the p.d.f. of $\boldsymbol{d}_{0: i}$ in Equation (2.11), which is

$$
\begin{equation*}
f\left(\boldsymbol{d}_{0: i} \mid \boldsymbol{U}_{0: i}, H_{n}\right)=\left((2 \pi)^{\frac{i+1}{2}} \operatorname{det}^{\frac{1}{2}} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}\right)^{-1} \mathrm{e}^{h\left(\boldsymbol{d}_{0: i} \mid \boldsymbol{U}_{0: i}\right)} \mathrm{e}^{\tau_{n}^{\prime}[i]} \tag{2.22}
\end{equation*}
$$

As we can see, the p.d.f. in Equation (2.22) is a product of a function $\mathrm{e}^{h\left(d_{0: i}\right)}$ depending only on the data and function $\mathrm{e}^{\tau_{n}^{\prime}[i]}$. Also, remember that $\tau_{n}^{\prime}[i]=g\left(\widehat{\boldsymbol{w}}[i] \mid H_{n}\right)$ is a function that depends on the data $\boldsymbol{d}_{0: i}$ only through the estimate $\widehat{\boldsymbol{w}}[i]$. According to the Neyman-Fisher Factorization Theorem [100, p. 104], $\widehat{\boldsymbol{w}}[i]$ is, therefore, a sufficient statistic for $\boldsymbol{\theta}_{n}$. This fact justifies considering the estimates $\widehat{\boldsymbol{w}}[i]$, instead of $\boldsymbol{d}_{0: i}$, as our de facto data sample, since all the information needed to perform a detection about ${\underset{\sim}{w}}_{n}$ (or, equivalently, about $\boldsymbol{\theta}_{n}$ ) is embedded in $\widehat{\boldsymbol{w}}[i]$. Framing the detection problem directly from an estimator expands the set of possible algorithms we can use, since there are many works on distributed estimation in WSNs that
propose efficient cooperative algorithms for this task, such as the already mentioned dLMS. This is, perhaps, the motif for many works on detection in distributed WSNs that rely on solutions for the estimation problem, such as [78-81]. Moreover, finding a truly distributed sufficient statistic for WSNs in real world applications is likely an unattainable task. Therefore, there is a practical interest in finding a distributed estimator that can be used in lieu of an unattainable sufficient statistic and that can approximate, under certain conditions, an optimal performance. In the next chapters, we head towards a distributed detection solution based on the dLMS estimator, as well describe its main features (Chapter 3), and its interesting, useful and somewhat counterintuitive performance behavior (Chapter 4), notably a decay rate of the probability of error that is independent of the learning rate of the LMS algorithm.

## 3 THE DISTRIBUTED DETECTOR USING THE DIFFUSION-LMS

In this chapter, we start the discussion about the proposed cooperative detector based on the dLMS, aiming at exploiting the diffusion of information within the wireless network. From the connection between detection and estimation discussed in the previous chapter, we develop the necessary mathematical tools to show that we can produce a cooperative $N$-ary hypothesis test whose "core" is the dLMS. The detector developed in this chapter is ideal in the sense that no approximations are taken during its conception, and is the base for the performance analysis in Chapter 4 and for the construction of a feasible low-complexity detector in Chapter 5.

### 3.1 Cooperative estimation with $K$ sensor nodes

Consider now a wireless network composed of $K$ different sensor nodes, where each node $k$ has its local inputs $d_{k}[i]$ and a regressor vector $\boldsymbol{u}_{k}[i]$ (seen as a realization of a random process ${\underset{\sim}{u}}_{k}[i]$ ). All nodes are inserted in the same environment and therefore undergo the same ongoing state, and must decide, as the single node case, which is the current state. Likewise, each node is capable of processing data locally. They also can communicate bi-directionally with other nodes in their vicinity in order to share information in a fully distributed setting (i.e., there is no fusion center), and considering resource limitations such as power. Likewise, to each state $n$ is associated a random and unknown state vector ${\underset{\sim}{w}}_{n}$ whose prior distribution depends on the current state $n$ according to Equation (2.1). We make the same assumptions taken in Equation (2.2) for the single node case: the inputs $d_{k}[i], \boldsymbol{u}_{k}[i]$ are related to a realization $\boldsymbol{w}$ of ${\underset{\sim}{w}}_{n}$ by

$$
\begin{equation*}
d_{k}[i]=\boldsymbol{u}_{k}^{\top}[i] \boldsymbol{w}+v_{k}[i], \tag{3.1}
\end{equation*}
$$

where $v_{v_{k}}[i] \sim \mathcal{N}\left(0, \sigma_{v_{k}}^{2}\right)$ is the noise at node $k$. As for the isolated node in Chapter 2, assume that the regressor vectors $\boldsymbol{u}_{k}[i]$ have a shift delay structure; i.e.,

$$
\boldsymbol{u}_{k}[i]=\operatorname{col}\left\{u_{k}[i], u_{k}[i-1], \ldots, u_{k}[i-D+1]\right\} .
$$

where $u[j] \in \mathbb{R}, j=0, \ldots, i$ is an input signal. ${ }^{1}$
Note that a general optimal solution for this decision problem would be unfeasible in practice, since a sufficient statistic would require that all data be collected at the same place (in other words, at a fusion center). Notwithstanding, the focus herein is not on global solutions, but in formulating and describing practical algorithms that exploit the sharing of information among nodes across the network, in such a way that we can achieve a detection performance that we expect to be superior in general to what sensor nodes would attain if they acted with no cooperation.

[^0]Based on our previous discussion, we are employing a preprocessing of data via a cooperative estimation algorithm that can satisfactorily exploit information sharing in the network, instead of an impractical sufficient statistic. Therefore, assume that each node $k$ can calculate recursively from $d_{k}[i]$ and $\boldsymbol{u}_{k}[i]$ a local estimate $\hat{\boldsymbol{w}}_{k}[i]$ of the state vector $\boldsymbol{w}$ and send it to its neighbors at every time $i$. For this task the diffusion-LMS (dLMS) was chosen as the cooperative estimation algorithm due to its well known good performance and simplicity for adaptive estimation on WSNs [72]. The dLMS estimates at nodes are denoted as $\hat{\boldsymbol{w}}_{k}[i]$, whose recursive algorithm can be outlined by the following equations:

$$
\begin{align*}
& \boldsymbol{\psi}_{k}[i]=\hat{\boldsymbol{w}}_{k}[i-1]+\mu_{k} \boldsymbol{u}_{k}[i]\left(d_{k}[i]-\boldsymbol{u}_{k}^{\top}[i] \hat{\boldsymbol{w}}_{k}[i-1]\right),  \tag{3.2}\\
& \hat{\boldsymbol{w}}_{k}[i]=\sum_{\ell \in \vartheta_{k}} a_{\ell k} \boldsymbol{\psi}_{\ell}[i], \tag{3.3}
\end{align*}
$$

where $a_{\ell k} \geq 0$ and $\sum_{\ell=1}^{K} a_{\ell k}=1 \forall k, \ell \in\{1,2, \ldots, K\}$.
Equation (3.2) shows that the intermediate estimates $\psi_{k}[i]$ are the output of a local LMS update from the previous estimate $\hat{\boldsymbol{w}}_{k}[i-1]$ using local up-to-date inputs $d_{k}[i]$ and $\boldsymbol{u}_{k}[i]$. Next, the estimates $\hat{\boldsymbol{w}}_{k}[i]$ are obtained via a convex combination of the intermediate estimates $\boldsymbol{\psi}_{\ell}[i]$ from neighbors connected to node $k$, which constitute the vicinity of node $k$, represented by the set

$$
\vartheta_{k}=\{\ell: \text { node } \ell \text { is connected with node } k\}
$$

(also consider that every node $k$ is connected to itself). The weights of this combination are given by the coefficients $a_{\ell k}$. Figure 5 shows an illustration of the diffusion-LMS. Finally, $\mu_{k}>0$ is the constant step size of the LMS algorithm ${ }^{2}$.

From the structure of the dLMS algorithm in Equation (3.2) and Equation (3.3), notice that each estimate $\hat{\boldsymbol{w}}_{k}[i]$ condenses information from a set of measurable quantities

$$
\begin{equation*}
\Upsilon_{k}[i]=\left\{d_{k}[i], \boldsymbol{u}_{k}[i]\right\} \cup\left\{\bigcup_{\ell \in \vartheta_{k}}\left\{\hat{\boldsymbol{w}}_{\ell}[i-1]\right\}\right\} . \tag{3.4}
\end{equation*}
$$

Therefore, it is reasonable to consider $\hat{\boldsymbol{w}}_{k}[i]$ as a sample of a process which depends on those quantities in the set $\Upsilon_{k}[i]$; in other words, we could build a hypothesis test as in Equation (2.9) using corresponding p.d.f. of the estimator ${\underset{\sim}{\boldsymbol{w}}}_{n, k}[i]$ as follows:

$$
f\left(\hat{\boldsymbol{w}}_{k}[i] \mid \Upsilon_{k}[i], H_{n}\right) \underset{\Phi_{k} \neq n}{\stackrel{\Phi_{k} \neq m}{\gtrless}} f\left(\hat{\boldsymbol{w}}_{k}[i] \mid \Upsilon_{k}[i], H_{m}\right),
$$

where $\Phi_{k}: \mathbb{R}^{D} \rightarrow \mathbb{N}^{*}$ is the decision rule at node $k$, which is a function of the estimate $\hat{\boldsymbol{w}}_{k}[i]$. However, in order to do so, first we need to find its distribution of $\widehat{\boldsymbol{w}}_{n, k}$ for each node $k$ and hypothesis $H_{n}$, which it is done in the next section.

[^1]

Figure 5 - Diffusion LMS algorithm
Note: Example of a dLMS algorithm running in a small wireless network. In (a) each node $k$ in the network individually collects a pair $\left\{d_{k}[i], \boldsymbol{u}_{k}[i]\right\}$ and processes it to produce $\boldsymbol{\psi}_{k}[i]$ according to Equation (3.2). In (b) we observe the information sharing with focus on node $k=1$ : neighboring nodes send their local estimates produced in the last step to node 1 , which in turn sends its own local estimate. The final estimate is produced by taking a convex combination of the received and local estimates, as described in Equation (3.3).

### 3.2 The distribution of the local dLMS estimator

As we were discussing, before building a hypothesis test based on the dLMS algorithm, first we need to find the distribution of random vector ${\underset{\sim}{w}}_{n, k}[i]$ from which the dLMS estimate $\hat{\boldsymbol{w}}_{k}[i]$ in Equation (3.3) is the corresponding realization. We start by rearranging the dLMS equations in Equation (3.2) and Equation (3.3) to find an expression for the p.d.f. of the local estimates. First, let us define the matrix

$$
\begin{equation*}
\boldsymbol{Y}_{k}[i]=\boldsymbol{I}_{D}-\mu_{k} \boldsymbol{u}_{k}[i] \boldsymbol{u}_{k}^{\top}[i], \tag{3.5}
\end{equation*}
$$

and rewrite Equation (3.2) and Equation (3.3) more compactly as

$$
\begin{equation*}
\hat{\boldsymbol{w}}_{k}[i]=\sum_{\ell \in \vartheta_{k}} a_{\ell k}\left(\mu_{\ell} \boldsymbol{u}_{\ell}[i] d_{\ell}[i]+\boldsymbol{Y}_{\ell}[i] \hat{\boldsymbol{w}}_{\ell}[i-1]\right) \tag{3.6}
\end{equation*}
$$

We define a combination matrix $\boldsymbol{A}=\left(a_{\ell k}\right)$ that, by the definition of the coefficients $a_{\ell k}$ in Equation (3.3), displays the property $\boldsymbol{A}^{\top} \mathbb{1}_{K}=\mathbb{1}_{K}$, where $\mathbb{1}_{K} \in \mathbb{R}^{K}$ and

$$
\mathbb{1}_{K}=\operatorname{col}\{1,1, \ldots, 1\}
$$

In other words, $\boldsymbol{A}$ is a left stochastic matrix.

Let us also define the following matrices:

$$
\begin{align*}
\mathcal{A} & =\boldsymbol{A}^{\top} \otimes \boldsymbol{I}_{D} \in \mathbb{R}^{D K \times D K}, 3 \\
\mathcal{M} & =\operatorname{diag}\left\{\mu_{1} \boldsymbol{I}_{D}, \ldots, \mu_{k} \boldsymbol{I}_{D}, \ldots, \mu_{K} \boldsymbol{I}_{D}\right\} \in \mathbb{R}^{D K \times D K}, \\
\boldsymbol{d}[i] & =\operatorname{col}\left\{d_{1}[i], \ldots, d_{k}[i], \ldots, d_{K}[i]\right\} \in \mathbb{R}^{K}, \\
\mathcal{U}[i] & =\operatorname{diag}\left\{\boldsymbol{u}_{1}[i], \ldots, \boldsymbol{u}_{k}[i], \ldots, \boldsymbol{u}_{K}[i]\right\} \in \mathbb{R}^{D K \times K}, \\
y[i] & =\operatorname{diag}\left\{\boldsymbol{Y}_{1}[i], \ldots, \boldsymbol{Y}_{k}[i], \ldots, \boldsymbol{Y}_{K}[i]\right\} \in \mathbb{R}^{D K \times D K} . \tag{3.7}
\end{align*}
$$

We will use these new matrices to wrap the dLMS equations in Equation (3.6) for all nodes as a single expression, which can be done by defining the collection of estimates ${ }^{4}$

$$
\begin{equation*}
\widehat{\mathbf{w}}[i]=\operatorname{col}\left\{\hat{\boldsymbol{w}}_{1}[i], \ldots, \hat{\boldsymbol{w}}_{k}[i], \ldots, \hat{\boldsymbol{w}}_{K}[i]\right\} \in \mathbb{R}^{D K} \tag{3.8}
\end{equation*}
$$

Thus, we can rewrite $\hat{\mathbf{w}}[i]$ above as

$$
\begin{align*}
\hat{\mathbf{w}}[i]= & {\left[\begin{array}{c}
\sum_{\ell \in \vartheta_{1}} a_{\ell 1}\left(\mu_{\ell} \boldsymbol{u}_{\ell}[i] d_{\ell}[i]+\boldsymbol{Y}_{\ell}[i] \hat{\boldsymbol{w}}_{\ell}[i-1]\right) \\
\sum_{\ell \in \vartheta_{2}} a_{\ell 2}\left(\mu_{\ell} \boldsymbol{u}_{\ell}[i] d_{\ell}[i]+\boldsymbol{Y}_{\ell}[i] \hat{\boldsymbol{w}}_{\ell}[i-1]\right) \\
\vdots \\
\sum_{\ell \in \vartheta_{k}} a_{\ell K}\left(\mu_{\ell} \boldsymbol{u}_{\ell}[i] d_{\ell}[i]+\boldsymbol{Y}_{\ell}[i] \hat{\boldsymbol{w}}_{\ell}[i-1]\right)
\end{array}\right] } \\
= & {\left[\begin{array}{cccc}
a_{11} \boldsymbol{I}_{D} & a_{21} \boldsymbol{I}_{D} & \cdots & a_{K 1} \boldsymbol{I}_{D} \\
a_{12} \boldsymbol{I}_{D} & a_{22} \boldsymbol{I}_{D} & \cdots & a_{K 2} \boldsymbol{I}_{D} \\
\vdots & \vdots & \ddots & \vdots \\
a_{1 K} \boldsymbol{I}_{D} & a_{2 K} \boldsymbol{I}_{D} & \cdots & a_{K K} \boldsymbol{I}_{D}
\end{array}\right] \cdot\left(\left[\begin{array}{ccc}
\mu_{1} \boldsymbol{u}_{1}[i] & \mathbf{0} & \cdots \\
\mathbf{0} & \mu_{2} \boldsymbol{u}_{2}[i] & \cdots \\
\vdots & \vdots & \ddots \\
\vdots \\
\mathbf{0} & \mathbf{0} & \cdots \\
\mu_{K} \boldsymbol{u}_{K}[i]
\end{array}\right]\left[\begin{array}{c}
d_{1}[i] \\
d_{2}[i] \\
\vdots \\
d_{K}[i]
\end{array}\right]\right.} \\
& \left.+\left[\begin{array}{cccc}
\boldsymbol{Y}_{1}[i] & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \boldsymbol{Y}_{2}[i] & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \boldsymbol{Y}_{K}[i]
\end{array}\right]\left[\begin{array}{c}
\hat{\boldsymbol{w}}_{1}[i-1] \\
\hat{\boldsymbol{w}}_{2}[i-1] \\
\vdots \\
\hat{\boldsymbol{w}}_{K}[i-1]
\end{array}\right]\right) \\
= & \mathcal{A}(\mathcal{M U U}[i] \boldsymbol{d}[i]+y[i] \hat{\mathbf{w}}[i-1]) . \tag{3.9}
\end{align*}
$$

Next, for analysis purposes, it is convenient to obtain a non-recursive version of Equation (3.9); but first, define the auxiliary matrix $\mathcal{F}[i, j] \in \mathbb{R}^{D K \times D K}$ as

$$
\mathcal{F}[i, j]=\left\{\begin{array}{cc}
\prod_{\iota=j}^{i} \mathcal{A} \mathcal{y}[i+j-\iota], & \text { if } j \leq i,  \tag{3.10}\\
\boldsymbol{I}_{D K}, & \text { if } j>i .
\end{array}\right.
$$

Proposition 3. A non-recursive expression for $\hat{\mathbf{w}}[i]$ in Equation (3.9) is given as

$$
\begin{equation*}
\widehat{\mathbf{w}}[i]=\sum_{j=0}^{i} \mathcal{F}[i, j+1] \mathcal{A M M}[j] \boldsymbol{d}[j]+\mathcal{F}[i, 0] \hat{\mathbf{w}}[-1], i \geq 0, \tag{3.11}
\end{equation*}
$$

where $\hat{\mathbf{w}}[-1]=\operatorname{col}\left\{\hat{\boldsymbol{w}}_{1}[-1], \ldots, \hat{\boldsymbol{w}}_{k}[-1], \ldots, \hat{\boldsymbol{w}}_{K}[-1]\right\}$ is the collection of initial estimates.

[^2]Proof. We can prove Proposition 3 by a mathematical inductive process. Evaluating Equation (3.9) for $i=0$, we have

$$
\begin{equation*}
\widehat{\mathbf{w}}[0]=\mathcal{A} \mathcal{M U}[0] \boldsymbol{d}[0]+\mathcal{A} \mathcal{Y}[0] \hat{\mathbf{w}}[-1] \tag{3.12}
\end{equation*}
$$

According to the definition of $\mathcal{F}[i, j]$ in Equation (3.10), we have

$$
\mathcal{F}[i, i]=\mathcal{A} \mathcal{Y}[i] \text { and } \mathcal{F}[i, i+1]=\boldsymbol{I}_{D K}
$$

thus, we can rewrite Equation (3.12) as

$$
\begin{aligned}
\hat{\mathbf{w}}[0] & =\mathcal{F}[0,1] \mathcal{A M} \mathcal{M}[0] \boldsymbol{d}[0]+\mathcal{F}[0,0] \hat{\mathbf{w}}[-1] \\
& =\sum_{j=0}^{0} \mathcal{F}[0, j+1] \mathcal{A} \mathcal{M U Z}[j] \boldsymbol{d}[j]+\mathcal{F}[0,0] \hat{\mathbf{w}}[-1],
\end{aligned}
$$

which shows that Equation (3.11) is valid for $i=0$. Next, suppose it is valid for a given $i=i_{0} \geq 0$; let us verify if it is also valid for $i_{0}+1$; again, from Equation (3.9), we have

$$
\begin{aligned}
\hat{\mathbf{w}}\left[i_{0}+1\right]= & \mathcal{A}\left(\mathcal{M U U}\left[i_{0}+1\right] \boldsymbol{d}\left[i_{0}+1\right]+\mathcal{y}\left[i_{0}+1\right] \hat{\mathbf{w}}\left[i_{0}\right]\right) \\
= & \mathcal{A} \mathcal{M U}\left[i_{0}+1\right] \boldsymbol{d}\left[i_{0}+1\right] \\
& +\mathcal{A} \mathcal{Y}\left[i_{0}+1\right]\left(\sum_{j=0}^{i_{0}} \mathcal{F}\left[i_{0}, j+1\right] \mathcal{A} \mathcal{M U}[j] \boldsymbol{d}[j]+\mathcal{F}\left[i_{0}, 0\right] \hat{\mathbf{w}}[-1]\right) \\
= & \mathcal{F}\left[i_{0}+1, i_{0}+2\right] \mathcal{A M M U}\left[i_{0}+1\right] \boldsymbol{d}\left[i_{0}+1\right] \\
& +\sum_{j=0}^{i_{0}} \mathcal{A} \mathcal{Y}\left[i_{0}+1\right] \mathcal{F}\left[i_{0}, j+1\right] \mathcal{A M} \mathcal{M U}[j] \boldsymbol{d}[j]+\mathcal{A} \mathcal{Y}\left[i_{0}+1\right] \mathcal{F}\left[i_{0}, 0\right] \hat{\mathbf{w}}[-1] .
\end{aligned}
$$

Notice that, from the definition of $\mathcal{F}[i, j]$ in Equation (3.10), it holds that

$$
\begin{aligned}
\mathcal{F}[i, j] & =(\mathcal{A} y[i]) \cdot(\mathcal{A} y[i-1]) \cdot(\ldots) \cdot(\mathcal{A} y[j]) \\
& =\mathcal{A} y[i]((\mathcal{A} y[i-1]) \cdot(\ldots) \cdot(\mathcal{A} y[j])) \\
& =\mathcal{A} y[i] \prod_{\imath=j}^{i-1} \mathcal{A} y[i+j-\iota] \\
& =\mathcal{A} y[i] \mathcal{F}[i-1, j] ;
\end{aligned}
$$

hence, we can rewrite $\hat{\mathbf{w}}\left[i_{0}+1\right]$ above as

$$
\begin{aligned}
\hat{\mathbf{w}}\left[i_{0}+1\right]= & \mathcal{F}\left[i_{0}+1, i_{0}+2\right] \mathcal{A M M U}\left[i_{0}+1\right] \boldsymbol{d}\left[i_{0}+1\right] \\
& +\sum_{j=0}^{i} \mathcal{F}\left[i_{0}+1, j+1\right] \mathcal{A M U U}[j] \boldsymbol{d}[j]+\mathcal{F}\left[i_{0}+1,0\right] \hat{\mathbf{w}}[-1] \\
= & \sum_{j=0}^{i+1} \mathcal{F}\left[i_{0}+1, j+1\right] \mathcal{A M U U}[j] \boldsymbol{d}[j]+\mathcal{F}\left[i_{0}+1,0\right] \hat{\mathbf{w}}[-1] .
\end{aligned}
$$

Therefore, we can see that expression Equation (3.11) holds for $i_{0}+1$ supposing that it holds for $i_{0}$. Since it was shown that it is valid for $i=0$, by a mathematical inductive process we must conclude that it holds for any $i \geq 0$.

It will be proven beneficial for our analysis to rewrite the summation of the non-recursive expression of $\hat{\mathbf{w}}[i]$ in Equation (3.11) as a product of matrices; keeping that in mind, we define a few more collections of data in the network:

$$
\begin{align*}
\boldsymbol{U}[i] & =\operatorname{col}\left\{\boldsymbol{u}_{1}^{\top}[i], \ldots, \boldsymbol{u}_{k}^{\top}[i], \ldots, \boldsymbol{u}_{K}^{\top}[i]\right\} \in \mathbb{R}^{K \times D}, \\
\boldsymbol{v}[i] & =\operatorname{col}\left\{v_{1}[i], \ldots, v_{k}[i], \ldots, v_{K}[i]\right\} \in \mathbb{R}^{K} . \tag{3.13}
\end{align*}
$$

Next, let us extend the definitions of the quantities in equations (2.3) and (2.4) to encompass all data of every node $k$ in the network:

$$
\begin{aligned}
\boldsymbol{d}_{0: i} & =\operatorname{col}\{\boldsymbol{d}[i], \ldots, \boldsymbol{d}[j], \ldots, \boldsymbol{d}[0]\} \in \mathbb{R}^{(i+1) K}, \\
\boldsymbol{U}_{0: i} & =\operatorname{col}\{\boldsymbol{U}[i], \ldots, \boldsymbol{U}[j], \ldots, \boldsymbol{U}[0]\} \in \mathbb{R}^{(i+1) K \times D}, \\
\boldsymbol{v}_{0: i} & =\operatorname{col}\{\boldsymbol{v}[i], \ldots, \boldsymbol{v}[j], \ldots, \boldsymbol{v}[0]\} \in \mathbb{R}^{(i+1) K},
\end{aligned}
$$

where $\boldsymbol{d}[i]$ was defined in Equation (3.7) and $\boldsymbol{U}[i], \boldsymbol{v}[i]$ in Equation (3.13). Please note that the definitions made for the single node case in Equation (2.3) are just a special case of this extended definition and correspond to $K=1$. Also, the linear model in Equation (2.4), which we must recall:

$$
\begin{equation*}
\boldsymbol{d}_{0: i}=\boldsymbol{U}_{0: i} \boldsymbol{w}+\boldsymbol{v}_{0: i} \tag{3.14}
\end{equation*}
$$

evidently holds for the whole network of $K \geq 1$ nodes now. Next, we define a matrix $\mathcal{L}[i]$ as

$$
\mathcal{L}[i]=\left[\begin{array}{lllll}
\mathcal{A M U}[i] & \ldots & \mathcal{F}[i, j] \mathcal{A M U}[j-1] & \ldots & \mathcal{F}[i, 1] \mathcal{A \mathcal { M U }}[0] \tag{3.15}
\end{array}\right],
$$

which can be combined with the time increasing vector $d_{0: i}$ in order to rewrite the summation in Equation (3.11) as follows:

$$
\sum_{j=0}^{i} \mathcal{F}[i, j+1] \mathcal{A M M U}[j] \boldsymbol{d}[j]=\mathcal{L}[i] d_{0: i}
$$

Thereby, we can rewrite $\hat{\mathbf{w}}[i]$ in Equation (3.11) using Equation (3.14) as

$$
\begin{align*}
\hat{\mathbf{w}}[i] & =\mathcal{L}[i] \boldsymbol{d}_{0: i}+\mathcal{F}[i, 0] \hat{\mathbf{w}}[-1] \\
& =\mathcal{L}[i] \boldsymbol{U}_{0: i} \boldsymbol{w}+\mathcal{L}[i] \boldsymbol{v}_{0: i}+\mathcal{F}[i, 0] \hat{\mathbf{w}}[-1] . \tag{3.16}
\end{align*}
$$

Define $\mathcal{P}[i]=\mathcal{L}[i] \boldsymbol{U}_{0: i} \in \mathbb{R}^{D K \times D}$; the following proposition will be useful to rewrite Equation (3.16) more appropriately.

Proposition 4. For the matrices $\mathcal{F}[i, j]$ defined in Equation (3.10), $\mathcal{P}[i]=\mathcal{L}[i] \boldsymbol{U}_{0: i}$, and $\mathbb{I}=\operatorname{col}\left\{\boldsymbol{I}_{D}, \ldots, \boldsymbol{I}_{D}\right\}$, it holds that

$$
\begin{equation*}
\mathcal{F}[i, 0] \mathbb{I}=\mathbb{I}-\mathcal{P}[i] . \tag{3.17}
\end{equation*}
$$

Proof. From the definition of $\mathcal{F}[i, j]$ in Equation (3.10), we can rewrite it as

$$
\mathcal{F}[i, j]=\mathcal{F}[i, j+1] \mathcal{A} \mathcal{y}[j] .
$$

From the definitions of $y[i]$ in Equation (3.7) and $\boldsymbol{Y}_{k}[i]$ in Equation (3.5), we can rewrite $y[i]$ as

$$
\begin{equation*}
y[i]=\boldsymbol{I}_{D K}-\mathcal{M} \mathcal{U}[i] \mathcal{U}^{\top}[i] ; \tag{3.18}
\end{equation*}
$$

thus, we can write

$$
\mathcal{F}[i, j]=\mathcal{F}[i, j+1] \mathcal{A}-\mathcal{F}[i, j+1] \mathcal{A} \mathcal{M U}[j] \mathcal{U}^{\top}[j] .
$$

Thus, repeatedly substituting $\mathcal{F}[i, j+1]$, in the first term above from $j=0$ up to $i$, we obtain

$$
\begin{align*}
\mathcal{F}[i, 0] & =\mathcal{F}[i, 1] \mathcal{A}-\mathcal{F}[i, 1] \mathcal{A M U U}[j] \mathcal{U}^{\top}[j] \\
& =\mathcal{F}[i, 2] \mathcal{A}^{2}-\sum_{j=0}^{i} \mathcal{F}[i, j+1] \mathcal{A M \mathcal { M }}[j] \mathcal{U}^{\top}[j] \mathcal{A}^{j} \\
& \vdots \\
& =\mathcal{A}^{i+1}-\sum_{j=0}^{i} \mathcal{F}[i, j+1] \mathcal{A M} \mathcal{M}[j] \mathcal{U}^{\top}[j] \mathcal{A}^{j} \tag{3.19}
\end{align*}
$$

From $\mathcal{P}[i]=\mathcal{L}[i] \boldsymbol{U}_{0: i}$ and the definition of $\mathcal{L}[i]$ given in Equation (3.15), we can write $\mathcal{P}[i]$ as follows:

$$
\begin{equation*}
\mathcal{P}[i]=\sum_{j=0}^{i} \mathcal{F}[i, j+1] \mathcal{A} \mathcal{M U}[j] \boldsymbol{U}[j] . \tag{3.20}
\end{equation*}
$$

Note that we can rewrite the matrix $\boldsymbol{U}[i]$ defined in Equation (3.13) as $\boldsymbol{U}[i]=\mathcal{U}^{\top}[i] \mathbb{I}$, where $\mathbb{I}=\operatorname{col}\left\{\boldsymbol{I}_{D}, \ldots, \boldsymbol{I}_{D}\right\}$. Furthermore, note that, by the definition of the combination matrix (recall that $\boldsymbol{A}^{\top} \mathbb{1}_{K}=\mathbb{1}_{K}$ ), it is true that $\mathcal{A} \mathbb{I}=\mathbb{I}$. Consequently, it is also true that $\mathcal{A}^{i} \mathbb{I}=\mathbb{I}, \forall i \in \mathbb{N}$. Thereby, let us rewrite $\boldsymbol{U}[i]=\mathcal{U}[i] \mathcal{A}^{i} \mathbb{I}$ and then substitute it in Equation (3.20), in order to obtain

$$
\mathcal{P}[i]=\sum_{j=0}^{i} \mathcal{F}[i, j+1] \mathcal{A M} \mathcal{M U}[j] \mathcal{U}^{\top}[j] \mathcal{A}^{j} \mathbb{I}
$$

Now, multiply both sides of Equation (3.19) by $\mathbb{I}$ to obtain

$$
\begin{aligned}
\mathcal{F}[i, 0] \mathbb{I} & =\mathcal{A}^{i+1} \mathbb{I}-\sum_{j=0}^{i} \mathcal{F}[i, j+1] \mathcal{A} \mathcal{M U}[j] \mathcal{U}^{\top}[j] \mathcal{A}^{j} \mathbb{I} \\
& =\mathbb{I}-\mathcal{P}[i],
\end{aligned}
$$

which completes the proof.

From the proposition above, if we set $\hat{\boldsymbol{w}}_{k}[-1]=\boldsymbol{b}$ for every node $k$, we can substitute Equation (3.17) in Equation (3.16), resulting in

$$
\hat{\mathbf{w}}[i]=\mathcal{P}[i] \boldsymbol{w}+\mathcal{L}[i] \boldsymbol{v}_{0: i}+(\mathbb{I}-\mathcal{P}[i]) \boldsymbol{b}
$$

Therefore, we conclude that the vector $\hat{\mathbf{w}}[i]$ is a realization of the random vector

$$
\begin{equation*}
\hat{\mathbf{w}}_{n}[i]=\mathcal{P}[i]{\underset{\sim}{w}}_{n}+(\mathbb{I}-\mathcal{P}[i]) \boldsymbol{b}+\mathcal{L}[i]{\underset{\sim}{0}: i} \tag{3.21}
\end{equation*}
$$

Hence, since the state vector process ${\underset{\sim}{w}}_{n}$ and the noise ${\underset{\sim}{v}}_{0: i}$ are independent, we have, if $H_{n}$ is true, that

$$
\begin{equation*}
\hat{\mathbf{w}}_{n}[i] \sim \mathcal{N}\left(\mathcal{P}[i] \boldsymbol{\theta}_{n}+(\mathbb{I}-\mathcal{P}[i]) \boldsymbol{b}, \mathcal{S}[i]\right), \tag{3.22}
\end{equation*}
$$

where $\mathcal{S}[i] \in \mathbb{R}^{D K \times D K}$ is defined as the covariance matrix of $\hat{\mathbf{w}}_{n}[i]$. It is shown in Appendix A that $\mathcal{S}[i]$ can be written from Equation (3.21) as

$$
\begin{equation*}
\mathcal{S}[i]=\mathcal{P}[i] \boldsymbol{\Sigma}_{\boldsymbol{w}} \mathcal{P}^{\top}[i]+\mathcal{L}^{\top}[i] \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}} \mathcal{L}[i] \tag{3.23}
\end{equation*}
$$

where $\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}$ is the extended covariance matrix of $\boldsymbol{v}_{0: i}$ :

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}=\mathrm{E}\left(\boldsymbol{v}_{0: i} \boldsymbol{v}_{0: i}^{\top}\right)=\boldsymbol{I}_{i+1} \otimes \boldsymbol{\Sigma}_{\boldsymbol{v}}, \text { where } \boldsymbol{\Sigma}_{\boldsymbol{v}}=\operatorname{diag}\left\{\sigma_{v_{1}}^{2}, \ldots, \sigma_{v_{K}}^{2}\right\} \tag{3.24}
\end{equation*}
$$

Also, it is convenient for our analysis to define $Z[i]$ as the second term in the right-hand side of Equation (3.23):

$$
\begin{equation*}
z[i]=\mathcal{L}[i] \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}} \mathcal{L}^{\top}[i] . \tag{3.25}
\end{equation*}
$$

Having the distribution of ${\underset{\sim}{w}}_{n}[i]$ in Equation (3.22), our next step is to describe the distributions of the various local estimators $\hat{w}_{n, k}[i]$. Keeping that in mind, we divide matrix $\mathcal{P}[i]=\mathcal{L}[i] \boldsymbol{U}_{0: i}$ into $K$ matrix blocks:

$$
\mathcal{P}[i]=\left[\begin{array}{c}
\boldsymbol{P}_{1}[i]  \tag{3.26}\\
\vdots \\
\boldsymbol{P}_{k}[i] \\
\vdots \\
\boldsymbol{P}_{K}[i] .
\end{array}\right], \text { with } \boldsymbol{P}_{k}[i] \in \mathbb{R}^{D \times D} \text {. }
$$

Next, let us call $S_{k}[i]$ the covariance matrix of the local estimator $\hat{\boldsymbol{w}}_{k}[i]$. Since $\mathcal{S}[i]$ is the covariance matrix of $\underset{\sim}{\hat{w}}[i]$, and $\underset{\underset{\sim}{\hat{w}}}{ }[i]$ is the collection of estimators as defined in (3.8), it follows that $\boldsymbol{S}_{k}[i]$ can be found by taking the $k$ th diagonal block of $\mathcal{S}[i]$. It is shown in Appendix A that

$$
\begin{equation*}
\boldsymbol{S}_{k}[i]=\boldsymbol{P}_{k}[i] \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{k}^{\top}[i]+\boldsymbol{Z}_{k}[i], \tag{3.27}
\end{equation*}
$$

where $\boldsymbol{Z}_{k}[i]$ is the corresponding $k$ th diagonal block of matrix $\mathcal{Z}[i]$ defined in Equation (3.23). Thus, from the definitions of $\boldsymbol{P}_{k}[i], \boldsymbol{S}_{k}[i]$ and $\boldsymbol{Z}_{k}[i]$ as matrix blocks in Equation (3.26) and Equation (3.27), and from the distribution of $\underset{\sim}{\hat{w}}$ in Equation (3.22), we can say that each local estimator $\hat{\boldsymbol{w}}_{k}$ is distributed, if $H_{n}$ is true, as

$$
\begin{equation*}
\hat{\boldsymbol{w}}_{n, k}[i] \sim \mathcal{N}\left(\boldsymbol{P}_{k}[i] \boldsymbol{\theta}_{n}+\left(\boldsymbol{I}_{D}-\boldsymbol{P}_{k}[i]\right) \boldsymbol{b}, \boldsymbol{S}_{k}[i]\right) . \tag{3.28}
\end{equation*}
$$

Note that the distribution of $\underset{\sim}{\underset{\sim}{\underset{w}{w}}}{ }_{n, k}[i]$ above depends on the active hypothesis (i.e., the state of nature at place) as the distribution of ${\underset{\sim}{w}}_{n}$ in Equation (2.1) in Chapter 2. Therefore, we can build, for each node $k$, a hypothesis test using the local dLMS estimates, which are our $d e$ facto data sample. We can find this test by performing the same process described for the single node case in Chapter 2. The result is summarized in the following proposition.

Proposition 5. A statistic $t_{n, k}[i]$ and the MAP hypothesis test to decide in favor of $H_{n}$ given the dLMS estimator in Equation (3.28) are

$$
\begin{gather*}
t_{n, k}[i]=-\frac{1}{2}\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{\epsilon}_{n, k}[i]\right)^{\top} \boldsymbol{S}_{k}^{-1}[i]\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{\epsilon}_{n, k}[i]\right), \\
t_{n, k}[i] \underset{\Phi_{k} \neq n}{\stackrel{\Phi_{k} \neq m}{\gtrless}} t_{m, k}[i]+\gamma_{m n}, \tag{3.29}
\end{gather*}
$$

where $\boldsymbol{\epsilon}_{n, k}[i]=\mathrm{E}\left({\underset{\sim}{\hat{\boldsymbol{w}}}}_{n, k}[i]\right)$ and $\gamma_{m n}=\ln \left(\mathbb{P}\left(H_{m}\right) / \mathbb{P}\left(H_{n}\right)\right)$.
Proof. We start from the MAP test to compare a pair of hypotheses $\left\{H_{n}, H_{m}\right\}$ at node $k$ when $\hat{\boldsymbol{w}}_{k}[i]$ is our observed sample; i.e., we set for each local decision rule $\Phi_{k}\left(\hat{\boldsymbol{w}}_{k}[i]\right)=n$ whenever

$$
\mathbb{P}\left(H_{n} \mid \hat{\boldsymbol{w}}_{k}[i], \Upsilon_{k}[i]\right)>\mathbb{P}\left(H_{m} \mid \hat{\boldsymbol{w}}_{k}[i], \Upsilon_{k}[i]\right) \quad \forall m \neq n,
$$

where $\Upsilon_{k}[i]$ was defined in Equation (3.4). Using Bayes' theorem, we can compare using

$$
\begin{equation*}
f\left(\hat{\boldsymbol{w}}_{k}[i] \mid \Upsilon_{k}[i], H_{n}\right) \mathbb{P}\left(H_{n}\right) \stackrel{\Phi_{k} \neq m}{\gtrless} f\left(\hat{\boldsymbol{w}}_{k}[i] \mid \Upsilon_{k}[i], H_{m}\right) \mathbb{P}\left(H_{m}\right), \tag{3.30}
\end{equation*}
$$

where $f\left(\hat{\boldsymbol{w}}_{k}[i] \mid \Upsilon_{k}[i], H_{n}\right)$ is the p.d.f. of $\hat{\boldsymbol{w}}_{k}[i]$ conditioned on $\left\{\Upsilon_{k}[i], H_{n}\right\}$. From its distribution in Equation (3.28), this is

$$
\begin{equation*}
f\left(\hat{\boldsymbol{w}}_{k}[i] \mid \Upsilon_{k}[i], H_{n}\right)=\left((2 \pi)^{\frac{i+1}{2}} \operatorname{det}^{\frac{1}{2}} \boldsymbol{S}_{k}[i]\right)^{-1} \mathrm{e}^{t_{n, k}[i]} \tag{3.31}
\end{equation*}
$$

where $t_{n, k}[i]$ is a function of data given as

$$
\begin{equation*}
t_{n, k}[i]=-\frac{1}{2}\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{\epsilon}_{n, k}[i]\right)^{\top} \boldsymbol{S}_{k}^{-1}[i]\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{\epsilon}_{n, k}[i]\right), \tag{3.32}
\end{equation*}
$$

where we define $\boldsymbol{\epsilon}_{n, k}[i]=\mathrm{E}\left({\underset{\sim}{\boldsymbol{w}}}_{n, k}[i]\right)$; thus, from Equation (3.28), we have

$$
\begin{equation*}
\boldsymbol{\epsilon}_{n, k}[i]=\boldsymbol{P}_{k}[i] \boldsymbol{\theta}_{n}+\left(\boldsymbol{I}_{D}-\boldsymbol{P}_{k}[i]\right) \boldsymbol{b} \tag{3.33}
\end{equation*}
$$

Hence, taking the natural logarithm on both sides in Equation (3.31) and canceling constants out, the test is reduced to that in Equation (3.29).

In the next chapter, we will discuss the performance analysis of this detector and show that during a period of time that does not extend indefinitely the dLMS detector yields a performance that is independent of the step size and approximates an optimal detector, provided that its value is sufficiently small.

## 4 PERFORMANCE ANALYSIS

In this chapter, we will discuss the fact that, during a period of time that does not extend indefinitely, the dLMS detector developed in the previous chapter yields a performance that is independent of the step size, provided that its value is sufficiently small. Furthermore, it will be argued that as the step size is made smaller, and therefore the estimation algorithm at the core of the detection routine becomes slower, the performance of the proposed detector approximates an optimal Bayesian detector.

### 4.1 Criterion of performance

As a measure of performance, we consider the maximum probability of error

$$
\xi_{\max }[i]=\max \left\{\xi_{1}[i], \ldots, \xi_{k}[i], \ldots, \xi_{K}[i]\right\}
$$

where $\xi_{k}[i]$ is the average probability of error at node $k$ as defined in Equation (2.7). According to Equation (3.29), an error occurs whenever $t_{n, k}[i]<t_{m, k}[i]+\gamma_{m n}$ for any $m$ when $H_{n}$ is true. Thus, the probability of an error when $H_{n}$ is true is

$$
\begin{align*}
\xi_{n, k}[i] & =\mathbb{P}\left(\bigcup_{\substack{m=1 \\
m \neq n}}^{N}\left\{\underset{n, k}{ }[i]<{\underset{\sim}{m}}^{t_{m, k}}[i]+\gamma_{m n}\right\} \mid H_{n}\right) \\
& =1-\mathbb{P}\left(\bigcap_{\substack{m=1 \\
m \neq n}}^{N}\left\{{\underset{\sim}{t} m, k}^{t_{m}}[i] \leq{\underset{\sim}{t}, k}[i]-\gamma_{m n}\right\} \mid H_{n}\right), \tag{4.1}
\end{align*}
$$

where $t_{n, k}[i]$ is the random variable corresponding to $t_{n, k}[i] .{ }^{1}$ Define $\zeta_{n, k}[i]=1-\xi_{n, k}[i]$ as the probability of a correct detection given $H_{n}$. Thus, the average probability of error at node $k$ is given as

$$
\begin{equation*}
\xi_{k}[i]=\sum_{n=1}^{N} \mathbb{P}\left(H_{n}\right) \xi_{n, k}[i]=1-\sum_{n=1}^{N} \mathbb{P}\left(H_{n}\right) \zeta_{n, k}[i], \tag{4.2}
\end{equation*}
$$

where $\zeta_{n, k}[i]=1-\xi_{n, k}[i]$ is the probability of a correct detection given $H_{n}$. By the Law of Total Probability of continuous random variables, the probability of a correct detection given $H_{n}$ can be evaluated as
where $f_{t_{n, k}[i] \mid H_{n}}(t)$ denotes the marginal p.d.f. of ${\underset{\sim}{t}, k}[i]$ given $H_{n}$. But note that if we define

$$
\begin{equation*}
T_{m n, k}[i]=t_{m, k}[i]-t_{n, k}[i], \tag{4.3}
\end{equation*}
$$

[^3]the probability of a correct detection can be expressed, from Equation (4.1), as
\[

$$
\begin{equation*}
\zeta_{n, k}[i]=\mathbb{P}\left(\bigcap_{\substack{m=1 \\ m \neq n}}^{N}\left\{\underset{\sim}{T} m n, k[i] \leq-\gamma_{m n}\right\} \mid H_{n}\right), \tag{4.4}
\end{equation*}
$$

\]

where $T_{m n, k}[i]$ is the random variable corresponding to the realization $T_{m n, k}[i]$ and is conditioned on $H_{n}$. The expression in (4.4) can in turn be seen as a cumulative distribution function (c.d.f) of the random vector

$$
\underset{\sim}{\boldsymbol{T}} \boldsymbol{T}_{n, k}[i]=\operatorname{col}\left\{\underset{\sim}{\underset{1 n}{ }}{ }_{1 n, k}[i], \ldots, \underset{\sim}{\underset{(n-1) n, k}{ }[i], \underset{\sim}{T}(n+1) n, k}[i], \ldots, \underset{\sim}{T_{N n, k}}[i]\right\}
$$

evaluated at point $\left(-\gamma_{1 n}, \ldots,-\gamma_{N n}\right)$-it should be noted that all $\underset{\sim}{T}{ }_{m n, k}[i]$ are conditioned on $H_{n}$. The following proposition states that we can find the distribution of the various $\underset{\sim}{\underset{m n}{*}, k}[i]$ given $H_{n}$ from the expressions of the $T_{m n, k}[i]$ in Equation (4.3).

Proposition 6. The statistics $T_{m n, k}[i]$ in Equation (4.3) are the realization of normally distributed random variables and can be written as

$$
\begin{equation*}
T_{m n, k}[i]=\left(\hat{\boldsymbol{w}}_{k}[i]-\frac{\boldsymbol{\epsilon}_{m, k}[i]+\boldsymbol{\epsilon}_{n, k}[i]}{2}\right)^{\top} \boldsymbol{Q}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right), \tag{4.5}
\end{equation*}
$$

where $\boldsymbol{\epsilon}_{n, k}[i]=\mathrm{E}\left({\underset{\sim}{\boldsymbol{w}}}_{n, k}[i]\right)$ and $\boldsymbol{Q}_{k}[i]=\boldsymbol{S}_{k}^{-1}[i] \boldsymbol{P}_{k}[i]$.
Proof. First, let us use the following result from Matrix Analysis: given a vector $\boldsymbol{x} \neq \mathbf{0} \in \mathbb{R}^{D}$ and a positive definite matrix $\boldsymbol{M} \in \mathbb{R}^{D \times D}$, we call the product $\boldsymbol{x}^{\top} \boldsymbol{M} \boldsymbol{x}$ a quadratic form, and for any two vectors $\boldsymbol{x}$ and $\boldsymbol{y} \in \mathbb{R}^{D}$, it holds that

$$
\boldsymbol{x}^{\top} \boldsymbol{M} \boldsymbol{x}-\boldsymbol{y}^{\top} \boldsymbol{M} \boldsymbol{y}=(\boldsymbol{x}+\boldsymbol{y})^{\top} \boldsymbol{M}(\boldsymbol{x}-\boldsymbol{y}) .
$$

Notice that $t_{n, k}[i]$ in Proposition 5 is in fact a quadratic form; therefore, $T_{m n, k}[i]$ as defined in Equation (4.3) is a difference of two quadratic forms:

$$
\begin{aligned}
T_{m n, k}[i]= & t_{m, k}[i]-t_{n, k}[i] \\
= & -\frac{1}{2}\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{\epsilon}_{m, k}[i]\right)^{\top} \boldsymbol{S}_{k}^{-1}[i]\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{\epsilon}_{m, k}[i]\right) \\
& +\frac{1}{2}\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{\epsilon}_{n, k}[i]\right)^{\top} \boldsymbol{S}_{k}^{-1}[i]\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{\epsilon}_{n, k}[i]\right) \\
= & \frac{1}{2} \boldsymbol{x}^{\top} \boldsymbol{M} \boldsymbol{x}-\frac{1}{2} \boldsymbol{y}^{\top} \boldsymbol{M} \boldsymbol{y} \\
= & \frac{1}{2}(\boldsymbol{x}+\boldsymbol{y})^{\top} \boldsymbol{M}(\boldsymbol{x}-\boldsymbol{y}),
\end{aligned}
$$

where we substituted $\boldsymbol{M}=\boldsymbol{S}_{k}^{-1}[i], \boldsymbol{x}=\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{\epsilon}_{n, k}[i]$ and $\boldsymbol{y}=\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{\epsilon}_{m, k}[i]$. Therefore, we have

$$
\begin{aligned}
T_{m n, k}[i] & =\frac{1}{2}(\boldsymbol{x}+\boldsymbol{y})^{\top} \boldsymbol{M}(\boldsymbol{x}-\boldsymbol{y}) \\
& =\left(\hat{\boldsymbol{w}}_{k}[i]-\frac{\boldsymbol{\epsilon}_{n, k}[i]+\boldsymbol{\epsilon}_{m, k}[i]}{2}\right)^{\top} \boldsymbol{S}_{k}^{-1}[i]\left(\boldsymbol{\epsilon}_{m, k}[i]-\boldsymbol{\epsilon}_{n, k}[i]\right) .
\end{aligned}
$$

Note that, by the definition of $\boldsymbol{\epsilon}_{n, k}[i]$ as $\mathrm{E}\left(\hat{\boldsymbol{w}}_{n, k}[i]\right)$, we have from Equation (3.33) that

$$
\begin{align*}
\boldsymbol{\epsilon}_{m, k}[i]-\boldsymbol{\epsilon}_{n, k}[i] & =\boldsymbol{P}_{k}[i] \boldsymbol{\theta}_{m}+\left(\boldsymbol{I}_{D}-\boldsymbol{P}_{k}[i]\right) \boldsymbol{b}-\left(\boldsymbol{P}_{k}[i] \boldsymbol{\theta}_{n}+\left(\boldsymbol{I}_{D}-\boldsymbol{P}_{k}[i]\right) \boldsymbol{b}\right) \\
& =\boldsymbol{P}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right) . \tag{4.6}
\end{align*}
$$

Thus, defining $\boldsymbol{Q}_{k}[i]=\boldsymbol{S}_{k}^{-1}[i] \boldsymbol{P}_{k}[i]$ results in the expression given in Proposition 6. Finally, since $\boldsymbol{x}=\hat{\boldsymbol{w}}_{k}[i]$ is a normally distributed vector (see Equation (3.28) ), $T_{m n, k}[i]$ is a linear combination of correlated normally distributed variables and, therefore, is also normally distributed.

We can now obtain from Equation (4.5) expressions for its statistical parameters of ${\underset{\sim}{T}}_{m n, k}[i]$ necessary to calculate the probability in Equation (4.4). Those are given in the following proposition.

Proposition 7. The expectation, variance and covariance of ${\underset{\sim}{m n, k}}^{T}[i]$ are given as

$$
\begin{align*}
& \mathrm{E}(\underset{\sim}{T}\left.{ }_{m n, k}[i] \mid H_{n}\right) \\
& \operatorname{Var}\left(\underset{\sim}{T} T_{m n, k}[i]\right)=-\frac{1}{2}\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{R}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right), \\
&\left.\operatorname{Cov}\left(\underset{\sim}{T}{\underset{\theta}{m n, k}}[i], \boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{R}_{k n, k}[i](i]\right)=\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{R}_{k}[i]\left(\boldsymbol{\theta}_{n}\right),  \tag{4.7}\\
&\left.\boldsymbol{\theta}_{\nu}-\boldsymbol{\theta}_{n}\right) .
\end{align*}
$$

where $\boldsymbol{R}_{k}[i]=\boldsymbol{P}_{k}^{\top}[i] \boldsymbol{Q}_{k}[i]$.
Proof. Finding the expectation is straightforward:

$$
\begin{aligned}
\mathrm{E}\left(T_{\sim m n, k}[i] \mid H_{n}\right) & =\left(\boldsymbol{\epsilon}_{n, k}[i]-\frac{\boldsymbol{\epsilon}_{m, k}[i]+\boldsymbol{\epsilon}_{n, k}[i]}{2}\right)^{\top} \boldsymbol{Q}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right) \\
& =\frac{1}{2}\left(\boldsymbol{\epsilon}_{n, k}[i]-\boldsymbol{\epsilon}_{m, k}[i]\right)^{\top} \boldsymbol{Q}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right) \\
& =\frac{1}{2}\left(\boldsymbol{\theta}_{n}-\boldsymbol{\theta}_{m}\right)^{\top} \boldsymbol{P}_{k}^{\top}[i] \boldsymbol{Q}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right) \\
& =-\frac{1}{2}\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{R}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)
\end{aligned}
$$

where we used the fact that $\boldsymbol{\epsilon}_{m, k}[i]-\boldsymbol{\epsilon}_{n, k}[i]=\boldsymbol{P}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)$ as shown in Equation (4.6). The variance can be easily found by applying some of its intrinsic properties: given a vector $\boldsymbol{y}$ and matrix $M$, both deterministic, and a constant $c$, we have that

$$
\operatorname{Var}\left(\boldsymbol{x}_{\sim}^{\top} \boldsymbol{M} \boldsymbol{y}+c\right)=\boldsymbol{y}^{\top} \boldsymbol{M}^{\top} \operatorname{Var}(\underset{\sim}{\boldsymbol{x}}) \boldsymbol{M} \boldsymbol{y}
$$

thus, removing the constant term in Equation (4.5), we have

$$
\begin{aligned}
\operatorname{Var}\left(T_{m n, k}[i]\right) & =\operatorname{Var}\left(\hat{\boldsymbol{w}}_{k}^{\top}[i] \boldsymbol{Q}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)\right) \\
& =\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{Q}_{k}^{\top}[i] \operatorname{Var}\left(\hat{\boldsymbol{w}}_{k}[i]\right) \boldsymbol{Q}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right) \\
& =\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{P}_{k}^{\top}[i] \boldsymbol{S}_{k}^{-1}[i] \boldsymbol{S}_{k}[i] \boldsymbol{Q}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right) \\
& =\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{R}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right) .
\end{aligned}
$$

It can be proven that the covariance has a similar property:
thus, the covariance between $\underset{\sim}{T}{\underset{m n, k}{ }}[i]$ and $\underset{\sim}{T}{\underset{\nu n}{k}}[i]$ can be found similarly:

$$
\begin{aligned}
\operatorname{Cov}\left(\underset{\sim}{T} T_{m, k}[i], T_{\nu n, k}[i]\right) & =\operatorname{Cov}\left(\hat{\boldsymbol{w}}_{k}^{\top}[i] \boldsymbol{Q}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right), \hat{\boldsymbol{w}}_{k}^{\top}[i] \boldsymbol{Q}_{k}[i]\left(\boldsymbol{\theta}_{\nu}-\boldsymbol{\theta}_{n}\right)\right) \\
& =\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{Q}_{k}^{\top}[i] \operatorname{Cov}\left(\hat{\boldsymbol{w}}_{k}[i], \hat{\boldsymbol{w}}_{k}[i]\right) \boldsymbol{Q}_{k}[i]\left(\boldsymbol{\theta}_{\nu}-\boldsymbol{\theta}_{n}\right) \\
& =\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{P}_{k}^{\top}[i] \boldsymbol{S}_{k}^{-1}[i] \boldsymbol{S}_{k}[i] \boldsymbol{Q}_{k}[i]\left(\boldsymbol{\theta}_{\nu}-\boldsymbol{\theta}_{n}\right) \\
& =\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{R}_{k}[i]\left(\boldsymbol{\theta}_{\nu}-\boldsymbol{\theta}_{n}\right),
\end{aligned}
$$

since $\operatorname{Cov}\left(\hat{\boldsymbol{w}}_{k}[i], \hat{\boldsymbol{w}}_{k}[i]\right)$ must be equal to $\operatorname{Var}\left(\hat{\boldsymbol{w}}_{k}[i]\right)=\boldsymbol{S}_{k}[i]$ by definition.

Since all statistical information we need in order to infer the probability in Equation (4.4) is given by the parameters in Equation (4.7), it is evident that the analysis of matrix $\boldsymbol{R}_{k}[i]$ is mandatory. Therefore, we need to describe how both matrices $\boldsymbol{P}_{k}[i]$ and $\boldsymbol{S}_{k}[i]$ evolve with time in order to evaluate those quantities. We will do this analysis in the next section, assuming that the step size of the dLMS algorithm is sufficiently small.

### 4.2 The influence of the initial estimate

Before we move forward, there is yet another important property of the detector in Equation (4.5), which concerns the influence of the initial estimate. In order to illustrate this property, write the following alternative expression for $\hat{\boldsymbol{w}}_{k}[i]$ based on its distribution in Equation (3.28):

$$
\begin{equation*}
\hat{\boldsymbol{w}}_{k}[i]=\boldsymbol{L}_{k}[i] \boldsymbol{d}_{0: i}+\left(\boldsymbol{I}_{D}-\boldsymbol{P}_{k}[i]\right) \boldsymbol{b}, \tag{4.8}
\end{equation*}
$$

where we set $\hat{\boldsymbol{w}}_{k}[-1]=\boldsymbol{b}$, and $\boldsymbol{L}_{k}[i] \in \mathbb{R}^{D \times(i+1) K}$ is a deterministic matrix defined in such a way that $\boldsymbol{P}_{k}[i]=\boldsymbol{L}_{k}[i] \boldsymbol{U}_{0: i}$. It is shown in Appendix B that $\boldsymbol{L}_{k}[i]$ is in fact well defined. Finally, note that choosing $\boldsymbol{b}=\mathbf{0}$ in Equation (4.8), we obtain $\hat{\boldsymbol{w}}_{k}[i]=\boldsymbol{L}_{k}[i] \boldsymbol{d}_{0: i}$; therefore, we can write

$$
\begin{equation*}
\left.\hat{\boldsymbol{w}}_{k}[i]\right|_{\boldsymbol{b}}=\left.\hat{\boldsymbol{w}}_{k}[i]\right|_{\mathbf{0}}+\left(\boldsymbol{I}_{D}-\boldsymbol{P}_{k}[i]\right) \boldsymbol{b} \tag{4.9}
\end{equation*}
$$

where the vertical bar with a subscript " $\left.\right|_{b}$ " indicates that $\hat{\boldsymbol{w}}_{k}[i]$ was initialized as $\hat{\boldsymbol{w}}_{k}[-1]=\boldsymbol{b}$. Now, also note from Equation (3.28) that

$$
\frac{1}{2}\left(\boldsymbol{\epsilon}_{m, k}[i]+\boldsymbol{\epsilon}_{n, k}[i]\right)=\left(\boldsymbol{I}_{D}-\boldsymbol{P}_{k}[i]\right) \boldsymbol{b}+\boldsymbol{P}_{k}[i] \overline{\boldsymbol{\theta}}_{m n}
$$

where $\overline{\boldsymbol{\theta}}_{m n}=\left(\boldsymbol{\theta}_{m}+\boldsymbol{\theta}_{n}\right) / 2$. We use this result and also Equation (4.9) to rewrite the statistic $T_{m n, k}[i]$ in Equation (4.5) as

$$
\begin{equation*}
T_{m n, k}[i]=\left(\left.\hat{\boldsymbol{w}}_{k}[i]\right|_{\mathbf{0}}-\boldsymbol{P}_{k}[i] \overline{\boldsymbol{\theta}}_{m n}\right)^{\top} \boldsymbol{Q}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right) \tag{4.10}
\end{equation*}
$$

Therefore, equations Equation (4.5) and Equation (4.10) describe the same quantity. But notice that the estimate $\boldsymbol{w}_{k}[i]$ in Equation (4.5) is not restricted to any particular initial value $\boldsymbol{b}$; at the same time, $T_{m n, k}[i]$ in Equation (4.10) does not depend on the value $\boldsymbol{b}$. Therefore, we must conclude that $T_{m n, k}[i]$ does not depend on the value of $\boldsymbol{b}$; furthermore, because comparing

$$
T_{m n, k}[i] \underset{\Phi_{k} \neq n}{\stackrel{\Phi_{k} \neq m}{\gtrless}}-\gamma_{m n}
$$

is fundamentally the same as testing hypothesis $H_{n}$ against $H_{m}$ due to the definition of $T_{m n, k}[i]$ in Equation (4.3), the performance of this detector does not depend on the value of the initial estimate, as the optimal detector for the single node case in Chapter 2. Hence, one can choose any value $b$ in order to initiate the dLMS algorithm and calculate the test statistic accordingly to Equation (4.5), and would obtain the same detection performance as if the algorithm were initialized at the zero vector, using the test statistic in Equation (4.10) instead. Although the choice $\boldsymbol{b}=\mathbf{0}$ seems the most natural choice for the initial estimate in the context of estimation problems, there is in fact a more convenient value for $\boldsymbol{b}$ for our detection context, as we will see later when we discuss the implementation of a feasible and low cost detector suitable for real world applications.

### 4.3 Analysis for small step sizes

As we discussed in the previous section, we must describe how matrices $\boldsymbol{P}_{k}[i]$ and $\boldsymbol{Q}_{k}[i]$ in Equation (4.10) evolve with time in order to describe the detector performance in terms of the probability of error in Equation (4.2). Let us start by analyzing the behavior of matrix $\boldsymbol{P}_{k}[i]$; recall from Equation (3.26) that $\boldsymbol{P}_{k}[i]$ is a block of $\mathcal{P}[i]$. Recall that while proofing Proposition 4, we saw that $\mathcal{P}[i]$ can be written as a sum given in Equation (3.20), which we repeat herein for future reference:

$$
\begin{equation*}
\mathcal{P}[i]=\sum_{j=0}^{i} \mathcal{F}[i, j+1] \mathcal{A M} \mathcal{M U}[j] \boldsymbol{U}[j], \tag{4.11}
\end{equation*}
$$

(also recall the definitions of $\mathcal{F}[i, j], \mathcal{A}, \mathcal{M}, \mathcal{U}[i]$ and $\boldsymbol{U}[i]$ in Equation (3.7), Equation (3.10) and Equation (3.13) ). For the general case, describing the evolution of $\mathcal{P}[i]$ with relation to time is a intractable mathematical problem. Notwithstanding, we will show later on that we can choose a value of the step size as small as we want without damaging performance. Thus, we proceed the analysis for the special case of small LMS step sizes.

Hereafter, we describe how to obtain an appropriate approximation of $\mathcal{P}[i]$ for small step sizes. First, it is convenient to define the local step sizes as $\mu_{k}=\mu \mu_{k}^{\prime}$, with $\mu, \mu_{k}^{\prime} \in \mathbb{R}^{+}$. Thus, we can substitute in Equation (3.20) $\mathcal{M}=\mu \mathcal{M}^{\prime}$, where

$$
\begin{equation*}
\mathcal{M}^{\prime}=\operatorname{diag}\left\{\mu_{1}^{\prime} \boldsymbol{I}_{D}, \ldots, \mu_{k}^{\prime} \boldsymbol{I}_{D}, \ldots, \mu_{K}^{\prime} \boldsymbol{I}_{D}\right\} \tag{4.12}
\end{equation*}
$$

Thereby, $\mathcal{P}[i]$ in Equation (3.20) can be expanded as a polynomial on $\mu$, resulting in

$$
\begin{equation*}
\mathcal{P}[i]=\mathcal{B}_{0}[i]+\mu \mathcal{B}_{1}[i]+\cdots+\mu^{i+1} \mathcal{B}_{i+1}[i], \tag{4.13}
\end{equation*}
$$

where the matrices $\mathcal{B}_{\kappa}[j]$ are the coefficients of the expansion and do not depend on $\mu$. The first three coefficients are given as (see Appendix C)

$$
\begin{align*}
& \mathcal{B}_{0}[i]=\mathbf{0}, \\
& \mathcal{B}_{1}[i]=\sum_{j=0}^{i} \mathcal{A}^{i-j+1} \boldsymbol{H}[j], \\
& \mathcal{B}_{2}[i]=-\sum_{j=0}^{i}\left(\sum_{\iota=j+1}^{i} \mathcal{A}^{i-\iota+1} \mathcal{H}[\iota] \mathcal{A}^{\iota-j}\right) \boldsymbol{H}[j], \tag{4.14}
\end{align*}
$$

where we define

$$
\begin{align*}
\boldsymbol{H}[j] & =\mathcal{M}^{\prime} \mathcal{U}[j] \boldsymbol{U}[j], \text { and } \\
\mathcal{H}[\iota] & =\mathcal{M}^{\prime} \mathcal{U}[\iota] \mathcal{U}^{\top}[\iota] . \tag{4.15}
\end{align*}
$$

It is important to ask for what conditions it is reasonable to approximate $\mathcal{P}[i]$ as a first-order polynomial on $\mu$. That is, since $\mathcal{B}_{0}[i]=\mathbf{0}$,

$$
\mathcal{P}[i] \approx \mu \mathcal{B}_{1}[i] .
$$

As we said in Chapter 1, we are interested in an algorithm that decides the current state within a finite time interval; thus, let us limit our analysis for $i \leq I_{\mathcal{B}_{1}}$, where $I_{\mathcal{B}_{1}}$ denotes the time limit in which this approximation is to be valid. Under this condition, notice that $\mathcal{B}_{2}[i]$ is upper bounded: the summations in Equation (4.14) have at most $i \leq I_{\mathcal{B}_{1}}$ terms, and matrices $\mathcal{H}[i]$ and $\boldsymbol{H}[i]$ always have finite entries by their definition in Equation (4.15). In the case of matrix $\mathcal{A}$, it follows from its definition in Equation (3.7) that $\mathcal{A}^{i}$ always converges as $i$ increases according to the Perron-Frobenius theorem [101]-we will discuss this more carefully ahead in Section 4.4. At the same time, $\mathcal{B}_{1}[i]$ is always different from the zero matrix if any of the regressors $\boldsymbol{u}_{k}[i] \neq \mathbf{0}$ for $i \geq 0$. Therefore, we can choose a value of the step size $\mu \leq \mu_{\mathcal{B}_{1}}$ sufficiently small so that, for $i \leq I_{\mathcal{B}_{1}}$, the second order term $\mu^{2} \mathcal{B}_{2}[i]$ is negligible in comparison to the first order term $\mu \mathcal{B}_{1}[i]$. This argument is valid for all terms $\mu^{\kappa} \mathcal{B}_{\kappa}[i], \kappa \geq 2$ by the same reasons. Thus, from Equation (4.14), we can approximate $\mathcal{P}[i]$ around $\mu=0$ as

$$
\begin{equation*}
\mathcal{P}[i] \approx \mu \sum_{j=0}^{i} \mathcal{A}^{i-j+1} \boldsymbol{H}[i] \tag{4.16}
\end{equation*}
$$

provided that, for a given interval $i \leq I_{\mathcal{B}_{1}}$, we guarantee that the higher order terms in Equation (4.13) are negligible for all $\mu \leq \mu_{\mathcal{B}_{1}}$; in other words, this approximation is valid for a period of time lasting until time instant $I_{\mathcal{B}_{1}}$. It is very important to note that if we want this approximation to be valid for a larger interval, which means a larger value of $I_{\mathcal{B}_{1}}$, we only need, at least in principle, to choose a smaller value of the step size $\mu$ such that the higher order terms
in Equation (4.13) take more time to really affect the behavior of $\mathcal{P}[i]$ and, consequently, the detector performance. As we will show later in this chapter, we can always choose smaller values for $\mu$ with no degradation in performance.

Finally, we are able to find an approximation for $\boldsymbol{P}_{k}[i]$. First, we need the following proposition:

Proposition 8. For matrix $\mathcal{A}=\boldsymbol{A}^{\top} \otimes \boldsymbol{I}_{D}$, it holds that

$$
\begin{equation*}
\mathcal{A}^{i}=\left(\boldsymbol{A}^{\top}\right)^{i} \otimes \boldsymbol{I}_{D}, i \geq 0 \tag{4.17}
\end{equation*}
$$

Proof. For $i=0$ and $i=1$, the proof is trivial. For $i \geq 2$, we use the property of Kronecker products that, for any matrices $\boldsymbol{M}_{1}, \boldsymbol{M}_{2}, \boldsymbol{M}_{3}$ and $\boldsymbol{M}_{4}$ with appropriate dimensions, it holds $\left(\boldsymbol{M}_{1} \otimes \boldsymbol{M}_{2}\right) \cdot\left(\boldsymbol{M}_{3} \otimes \boldsymbol{M}_{4}\right)=\left(\boldsymbol{M}_{1} \boldsymbol{M}_{3}\right) \otimes\left(\boldsymbol{M}_{2} \boldsymbol{M}_{4}\right)$. Therefore, for $i=2$, we have

$$
\begin{aligned}
\mathcal{A}^{2} & =\mathcal{A} \cdot \mathcal{A}=\left(\boldsymbol{A}^{\top} \otimes \boldsymbol{I}_{D}\right) \cdot\left(\boldsymbol{A}^{\top} \otimes \boldsymbol{I}_{D}\right) \\
& =\left(\boldsymbol{A}^{\top} \boldsymbol{A}^{\top}\right) \otimes\left(\boldsymbol{I}_{D} \boldsymbol{I}_{D}\right)=\left(\boldsymbol{A}^{\top}\right)^{2} \otimes \boldsymbol{I}_{D}
\end{aligned}
$$

Suppose that $\mathcal{A}^{i-1}=\left(\boldsymbol{A}^{\top}\right)^{i-1} \otimes \boldsymbol{I}_{D}$ is a true statement. Thus,

$$
\begin{aligned}
\mathcal{A}^{i} & =\mathcal{A}^{i-1} \mathcal{A} \\
& =\left(\left(\boldsymbol{A}^{\top}\right)^{i-1} \otimes \boldsymbol{I}_{D}\right) \cdot\left(\boldsymbol{A}^{\top} \otimes \boldsymbol{I}_{D}\right) \\
& =\left(\left(\boldsymbol{A}^{\top}\right)^{i-1} \boldsymbol{A}^{\top}\right) \otimes\left(\boldsymbol{I}_{D} \boldsymbol{I}_{D}\right) \\
& =\left(\boldsymbol{A}^{\top}\right)^{i} \otimes \boldsymbol{I}_{D} .
\end{aligned}
$$

Therefore, by a mathematical induction process, the proposition is proved for $i \geq 2$.
Next, using Proposition 8, and seeing $\mathcal{P}[i]$ divided into block matrices $\boldsymbol{P}_{k}[i]$ in Equation (3.26), we can prove the following:

Proposition 9. A first-order polynomial approximation of matrices $\boldsymbol{P}_{k}[i], k=1, \ldots, K$, defined in Equation (3.26), is given as

$$
\begin{equation*}
\boldsymbol{P}_{k}[i] \approx \mu \sum_{j=0}^{i} \sum_{\ell=1}^{K}\left(\boldsymbol{A}^{i-j+1}\right)_{\ell k} \mu_{\ell}^{\prime} \boldsymbol{u}_{\ell}[j] \boldsymbol{u}_{\ell}^{\top}[j] \tag{4.18}
\end{equation*}
$$

where $\left(\boldsymbol{A}^{i-j+1}\right)_{\ell k}$ denotes the entry of matrix $\boldsymbol{A}^{i-j+1}$ at the lh row and kth column. This approximation if valid for $i \leq I_{\mathcal{B}_{1}}$ for any $\mu \leq \mu_{\mathcal{B}_{1}}$ such that the higher order terms $\mu^{\kappa} \mathcal{B}_{\kappa}[i]$, $\kappa \geq 2$ in Equation (4.13) are negligible.

Proof. See Appendix D.
Very similarly and under the same conditions, we can find a suitable approximation to $\boldsymbol{S}_{k}[i]$ defined in Equation (3.27). Substituting $\mathcal{L}[i]$ and $\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}$ by its definitions given in

Equation (3.15) and Equation (3.24), respectively, in the expression of $Z[i]$ in Equation (3.25) and performing the resultant matrix product, we can find a new expression of $Z[i]$ given as

$$
\begin{align*}
\mathcal{Z}[i] & =\mathcal{L}[i] \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}} \mathcal{L}^{\top}[i] \\
\mathcal{L}[i] & =\left[\begin{array}{lll}
\mathcal{A M U}[i] & \ldots & \mathcal{F}[i, 1] \mathcal{A M} \mathcal{M}[0]
\end{array}\right]\left[\begin{array}{ccc}
\boldsymbol{\Sigma}_{\boldsymbol{v}} & \cdots & \mathbf{0} \\
\vdots & \ddots & \vdots \\
\mathbf{0} & \cdots & \boldsymbol{\Sigma}_{\boldsymbol{v}}
\end{array}\right]\left[\begin{array}{c}
(\mathcal{A M M}[i])^{\top} \\
\vdots \\
(\mathcal{F}[i, 1] \mathcal{A M U U}[0])^{\top}
\end{array}\right] \\
& =\sum_{j=0}^{i} \mathcal{F}[i, j+1] \mathcal{A D}[j] \mathcal{A}^{\top} \mathcal{F}^{\top}[i, j+1], \tag{4.19}
\end{align*}
$$

where we define $\mathcal{D}[j]=\mathcal{M U}[j] \boldsymbol{\Sigma}_{\boldsymbol{v}} \mathcal{U}^{\top}[j] \mathcal{M}^{\top}$. Expanding $\mathcal{Z}[i]$ as a polynomial on $\mu$ as in Equation (4.13), let $\mathcal{C}_{\kappa}[i], \kappa \in \mathbb{N}$, be the matrix coefficients of such an expansion; i.e.,

$$
\begin{equation*}
z[i]=\mathcal{C}_{0}[i]+\mu \mathcal{C}_{1}[i]+\cdots+\mu^{i+1} \mathcal{C}_{i+1}[i] . \tag{4.20}
\end{equation*}
$$

The first three coefficients are given as (see Appendix C)

$$
\begin{aligned}
& \mathcal{C}_{0}[i]=\mathbf{0}, \\
& \mathcal{C}_{1}[i]=\mathbf{0}, \\
& \mathcal{C}_{2}[i]=\sum_{j=0}^{i} \mathcal{A}^{i-j+1} \mathcal{M}^{\prime} \mathcal{U}[j] \Sigma_{v} \mathcal{U}^{\top}[j] \mathcal{M}^{\prime}\left(\mathcal{A}^{\top}\right)^{i-j+1} .
\end{aligned}
$$

Thus, following the same reasoning used for $\mathcal{P}[i]$, given a $\mu \leq \mu_{\mathcal{C}_{2}}$ such that all $\mathcal{C}_{\kappa}[i], \kappa \geq 3$, are negligible for $i \leq I_{\mathcal{C}_{2}}$, we can approximate ${ }^{2}$

$$
Z[i] \approx \mu^{2} \sum_{j=0}^{i} \mathcal{A}^{i-j+1} \mathcal{M}^{\prime} \mathcal{U}[j] \boldsymbol{\Sigma}_{\boldsymbol{v}} \mathcal{U}^{\top}[j] \mathcal{M}^{\prime}\left(\mathcal{A}^{\top}\right)^{i-j+1}
$$

Recalling that $\boldsymbol{Z}_{k}[i]$ is the $k$ th $D \times D$ diagonal block of $Z[i]$, we can prove the following proposition:

Proposition 10. A second-order polynomial approximation of matrices $\boldsymbol{Z}_{k}[i], k=1, \ldots, K$, defined as the $k$ th $D \times D$ diagonal block of $Z[i]$, is given as

$$
\begin{equation*}
\boldsymbol{Z}_{k}[i] \approx \mu^{2} \sum_{j=0}^{i} \sum_{\ell=1}^{K}\left(\boldsymbol{A}^{i-j+1}\right)_{\ell k}^{2} \mu_{\ell}^{\prime 2} \sigma_{v_{k}}^{2} \boldsymbol{u}_{\ell}[j] \boldsymbol{u}_{\ell}^{\top}[j] \tag{4.21}
\end{equation*}
$$

where $\left(\boldsymbol{A}^{i-j+1}\right)_{\ell k}$ denotes the entry of matrix $\boldsymbol{A}^{i-j+1}$ at the lh row and kth column. This approximation if valid for $i \leq I_{\mathcal{C}_{2}}$ for any $\mu \leq \mu_{\mathcal{C}_{2}}$ such that the higher order terms $\mu^{\kappa} \mathcal{C}_{\kappa}[i]$, $\kappa \geq 3$ in Equation (4.20) are negligible.

## Proof. See Appendix D.

[^4]Now, we choose the value of $\mu$ such that

$$
\mu<\mu_{\text {sup }}=\min \left\{\mu_{\mathcal{B}_{1}}, \mu_{\mathcal{C}_{2}}\right\}
$$

in order to guarantee that our approximations for $\boldsymbol{P}_{k}[i]$ and $\boldsymbol{S}_{k}[i]$ are valid for any

$$
i<I_{\text {sup }}=\min \left\{I_{\mathcal{B}_{1}}, I_{\mathcal{C}_{2}}\right\}
$$

Under such conditions, define the matrices $\hat{\boldsymbol{P}}_{k}[i]$ and $\hat{\boldsymbol{Z}}_{k}[i]$ such that $\boldsymbol{P}_{k}[i]=\mu \hat{\boldsymbol{P}}_{k}[i]$ and $\boldsymbol{Z}_{k}[i]=\mu^{2} \hat{\boldsymbol{Z}}_{k}[i]$. Note that, by definition, $\hat{\boldsymbol{P}}_{k}[i]$ and $\hat{\boldsymbol{Z}}_{k}[i]$ do not depend on $\mu$. Applying the approximations for $\boldsymbol{P}_{k}[i]$ and $\boldsymbol{Z}_{k}[i]$ obtained above, and the definition of $\boldsymbol{S}_{k}[i]$ in Equation (3.27), we have

$$
\begin{align*}
\boldsymbol{R}_{k}[i] & \approx \mu \hat{\boldsymbol{P}}_{k}^{\top}[i]\left(\mu \hat{\boldsymbol{P}}_{k}[i] \boldsymbol{\Sigma}_{\boldsymbol{w}} \mu \hat{\boldsymbol{P}}_{k}^{\top}[i]+\mu^{2} \hat{\boldsymbol{Z}}_{k}[i]\right)^{-1} \mu \hat{\boldsymbol{P}}_{k}[i] \\
& =\hat{\boldsymbol{P}}_{k}^{\top}[i]\left(\hat{\boldsymbol{P}}_{k}[i] \boldsymbol{\Sigma}_{\boldsymbol{w}} \hat{\boldsymbol{P}}_{k}^{\top}[i]+\hat{\boldsymbol{Z}}_{k}[i]\right)^{-1} \hat{\boldsymbol{P}}_{k}[i], \tag{4.22}
\end{align*}
$$

where we can see that the resulting matrix product does not depend on $\mu$; therefore, the parameters of $\underset{\sim}{T}{ }_{m n, k}[i]$ in Equation (4.7) do not depend on $\mu$ as well, provided $\mu<\mu_{\text {sup }}$ whenever $i<I_{\text {sup }}$. Hence, for sufficient small step sizes and for a period of time, the performance of the detector does not depend on the value of this step size. This results in the fact that its performance is not affected by smaller choices of values for $\mu$ in terms of convergence rate, since smaller values of $\mu$ extend the period during which our approximations are valid. That means that desirable values for the convergence rate and steady state performance of the detector are not conflicting, in contrast to what happens in the estimation problem using the LMS algorithm. In fact, the dLMS at the core of the detector is prevented from reaching the steady state, which in turn reflects in the matrices $\boldsymbol{R}_{k}[i]$ being independent of the step size.

This counterintuitive result can be more easily explained for $N=2$ hypotheses in the small step size regime: as shown in the predecessor works [60] and [88], the detector performance in that case depends on the ratio of the expected value of the detector statistic (which grows with $\mu$ ) and the square root of the variance (which also grows with $\mu$ ); more specifically, the probability of error at node $k$ is given as

$$
\xi_{k}[i]=\mathbb{P}\left(H_{1}\right) Q\left(\frac{\mu \gamma-\mathrm{E}\left(t_{k}[i] \mid H_{1}\right)}{\sigma_{k}[i]}\right)+\mathbb{P}\left(H_{2}\right) Q\left(\frac{\mathrm{E}\left(t_{k}[i] \mid H_{2}\right)-\mu \gamma}{\sigma_{k}[i]}\right)
$$

where $t_{k}[i]$ represents the $N=2$ test statistic, $\sigma_{k}[i]=\sqrt{\operatorname{Var}\left(t_{k}[i]\right)}, \gamma$ is the proper decision threshold and $Q(z)=\mathbb{P}(Z>z)$ for a standard normally distributed variable $Z$. As we can see, the step size $\mu$ cancels out in the expression above. Unfortunately, such easy visualization by a simple expression is not possible for $N \geq 3$.

### 4.4 Analysis as smaller step sizes are chosen

Let us proceed our analysis in order to show how the proposed detector approximates the minimum possible probability of error, which is the performance achieved by optimal ideal

Bayesian detector. We do it by showing, under a few assumptions we discuss next, that the local test statistics $T_{n, k}[i]$ in Equation (4.10) approximates an ideal global optimal test statistic. We start by discussing how the coefficients $\left(\boldsymbol{A}^{i}\right)_{\ell k}$ can be approximated; recall that $\boldsymbol{A}$, as defined in Section 3.2, is a left stochastic matrix. Thus, it follows from the Perron-Frobenius theorem [101] that $\boldsymbol{A}$ has a single (right) eigenvalue at one and its spectral radius is also one ${ }^{3}$-i.e., $\rho(\boldsymbol{A})=1$-and there is a vector $\boldsymbol{\pi} \in \mathbb{R}^{K}$ with a sequence of entries $\left\{\pi_{k}\right\}_{k=1}^{K}, \pi_{k}>0$, such that

$$
\boldsymbol{A} \boldsymbol{\pi}=\boldsymbol{\pi}, \quad \mathbb{1}_{K}^{\top} \boldsymbol{\pi}=1 .
$$

In other words, $\boldsymbol{\pi}$ is the (right) eigenvector of $\boldsymbol{A}$ associated with the unitary eigenvalue. It follows again from the Perron-Frobenius theorem that, for a sufficiently large $i>I_{\boldsymbol{\pi}}$,

$$
\boldsymbol{A}^{i} \approx \boldsymbol{\pi} \mathbb{1}_{K}^{\top}=\left[\begin{array}{llll}
\pi_{1} & \pi_{2} & \ldots & \pi_{K}
\end{array}\right]
$$

that is, as $i$ increases, the coefficients $\left(\boldsymbol{A}^{i}\right)_{\ell k}$ can be approximated by $\pi_{\ell}$ for each $\ell \in\{1, \ldots, K\}$. Let us see how this is the case in Equation (4.18); after changing $i-j=\iota$ for simplicity, we can approximate the inner summation as

$$
\begin{equation*}
\sum_{\iota=0}^{i}\left(\boldsymbol{A}^{\iota+1}\right)_{\ell k} \boldsymbol{u}_{\ell}[i-\iota] \boldsymbol{u}_{\ell}^{\top}[i-\iota] \approx \sum_{\iota=0}^{i} \pi_{\ell} \boldsymbol{u}_{\ell}[i-\iota] \boldsymbol{u}_{\ell}^{\top}[i-\iota] . \tag{4.23}
\end{equation*}
$$

Note that as $i$ increases more terms $\left(\boldsymbol{A}^{\iota+1}\right)_{\ell k}$ in the summation can be better approximated by $\pi_{\ell}$, since $\boldsymbol{A}^{\iota+1}$ becomes closer to $\boldsymbol{\pi} \mathbb{1}_{K}^{\top}$. Also note that this approximation is equivalent to assuming that the network is totally connected with a combination matrix $\boldsymbol{A}=\boldsymbol{\pi} \mathbb{1}_{K}^{\top}$. ${ }^{4}$ The reader should be convinced that this is a reasonable argument, since due to the diffusion process among nodes in a connected network, every node eventually receives information from every other node as time increases. Therefore, according to this reasoning, this approximation is better when the network has a large number of connections among nodes, as information diffuses faster. Finally, all the reasoning about approximating $\left(\boldsymbol{A}^{i}\right)_{\ell k}$ by $\pi_{\ell}$ also applies to $\boldsymbol{Z}_{k}[i]$ in Equation (4.21).

Let us move forward and apply these results in order to find adequate approximations for $\boldsymbol{P}_{k}[i]$ and $\boldsymbol{Z}_{k}[i]$. In addition to the criterion above about a sufficiently large $i>I_{\boldsymbol{\pi}}$, also consider that we choose a $\mu<\mu_{\text {sup }}$ to approximate $\boldsymbol{P}_{k}[i]$ in Equation (4.18), valid for $i<I_{\text {sup }}$. Therefore, during a time interval such that $I_{\boldsymbol{\pi}}<i<I_{\text {sup }}, \boldsymbol{P}_{k}[i]$ can be approximated as follows ${ }^{5}$ :

$$
\begin{equation*}
\boldsymbol{P}_{k}[i] \approx \mu \sum_{j=0}^{i} \sum_{\ell=1}^{K} \mu_{\ell}^{\prime} \pi_{\ell} \boldsymbol{u}_{\ell}[j] \boldsymbol{u}_{\ell}^{\top}[j] \tag{4.24}
\end{equation*}
$$

Under the same conditions, each matrix block $\boldsymbol{Z}_{k}[i]$ of $Z[i]$ can also be approximated as

$$
\begin{equation*}
\boldsymbol{Z}_{k}[i] \approx \mu^{2} \sum_{j=0}^{i} \sum_{\ell=1}^{K} \mu_{\ell}^{\prime 2} \sigma_{v_{k}}^{2} \pi_{\ell}^{2} \boldsymbol{u}_{\ell}[j] \boldsymbol{u}_{\ell}^{\top}[j] . \tag{4.25}
\end{equation*}
$$

[^5]Now, suppose that we are able to set, for all $k$,

$$
\begin{equation*}
\mu_{k}^{\prime}=\left(\pi_{k} \sigma_{v_{k}}^{2}\right)^{-1} \tag{4.26}
\end{equation*}
$$

which is possible assuming that the noise variances $\sigma_{v_{k}}^{2}$ at nodes are known or can be satisfactorily estimated. Therefore, we have from Equation (4.24) and Equation (4.25) that

$$
\begin{align*}
& \boldsymbol{P}_{k}[i] \approx \mu \sum_{j=0}^{i} \sum_{\ell=1}^{K} \frac{\boldsymbol{u}_{\ell}[j] \boldsymbol{u}_{\ell}^{\top}[j]}{\sigma_{v_{\ell}}^{2}} \\
& \boldsymbol{Z}_{k}[i] \approx \mu^{2} \sum_{j=0}^{i} \sum_{\ell=1}^{K} \frac{\boldsymbol{u}_{\ell}[j] \boldsymbol{u}_{\ell}^{\top}[j]}{\sigma_{v_{\ell}}^{2}} \tag{4.27}
\end{align*}
$$

Also, examining closely, we can notice that

$$
\begin{equation*}
\sum_{j=0}^{i} \sum_{\ell=1}^{K} \frac{\boldsymbol{u}_{\ell}[j] \boldsymbol{u}_{\ell}^{\top}[j]}{\sigma_{v_{\ell}}^{2}}=\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i} \tag{4.28}
\end{equation*}
$$

thus, we have in Equation (4.27) that

$$
\begin{equation*}
\boldsymbol{P}_{k}[i] \approx \mu \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}, \text { and } \boldsymbol{Z}_{k}[i] \approx \mu^{2} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i} \tag{4.29}
\end{equation*}
$$

Now, under the conditions assumed so far, we apply the approximations of $\boldsymbol{P}_{k}[i]$ and $\boldsymbol{S}_{k}[i]$ in the expression of the local estimate $\hat{\boldsymbol{w}}_{k}[i]$. First, recall that we saw in Section 4.2 that the detector performance does not depend on the initial estimate; thus, for simplicity, we assume $\boldsymbol{b}=\mathbf{0}$. Hence, from Equation (2.3) and Equation (4.8), we can write

$$
\begin{equation*}
\left.\hat{\boldsymbol{w}}_{k}[i]\right|_{\mathbf{0}}=\boldsymbol{P}_{k}[i] \boldsymbol{w}_{n}+\boldsymbol{z}_{k}[i], \tag{4.30}
\end{equation*}
$$

where $\boldsymbol{z}_{k}[i]=\boldsymbol{L}_{k}[i] \boldsymbol{v}_{0: i}$ and $\boldsymbol{w}_{k}[-1]=\mathbf{0}$. In order to find an approximation for $\boldsymbol{z}_{k}[i]$ under the conditions we are assuming so far, since $\boldsymbol{P}_{k}[i]=\boldsymbol{L}_{k}[i] \boldsymbol{U}_{0: i}$ and from the approximation of $\boldsymbol{P}_{k}[i]$ above, we conclude that matrix $\boldsymbol{L}_{k}[i]$ can be approximate as

$$
\boldsymbol{L}_{k}[i] \approx \mu \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1}
$$

and, therefore,

$$
\boldsymbol{z}_{k}[i] \approx \mu \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{v}_{0: i}
$$

To show that this is indeed an adequate approximation, we use the fact that

$$
\begin{equation*}
\boldsymbol{Z}_{k}[i]=\mathrm{E}\left(\boldsymbol{z}_{k}[i] \boldsymbol{z}_{k}^{\top}[i]\right) \tag{4.31}
\end{equation*}
$$

(see proof in Appendix A). Thus,

$$
\begin{aligned}
\mathrm{E}\left(\boldsymbol{z}_{k}[i] \boldsymbol{z}_{k}^{\top}[i]\right) & \left.\approx \mathrm{E}\left(\mu \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{v}_{0: i}\right)\left(\mu \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{v}_{0: i}\right)^{\top}\right) \\
& =\mu^{2} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \mathrm{E}\left(\boldsymbol{v}_{0: i} \boldsymbol{v}_{0: i}^{\top}\right) \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i} \\
& =\mu^{2} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i} \\
& =\mu^{2} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i},
\end{aligned}
$$

which is precisely, from Equation (4.28), the approximation for $\boldsymbol{Z}_{k}[i]$. Thus, from the approximations for $\boldsymbol{P}_{k}[i]$ and $\boldsymbol{z}_{k}[i]$ above, we have the following approximation for $\hat{\boldsymbol{w}}_{k}[i]$ in Equation (4.30):

$$
\begin{equation*}
\left.\hat{\boldsymbol{w}}_{k}[i]\right|_{\mathbf{0}} \approx \mu \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1}\left(\boldsymbol{U}_{0: i} \boldsymbol{w}_{n}+\boldsymbol{v}_{0: i}\right)=\mu \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{d}_{0: i} \tag{4.32}
\end{equation*}
$$

Finally, we can approximate $T_{m n, k}[i]$ in Equation (4.10) substituting the quantities $\hat{\boldsymbol{w}}_{k}[i], \boldsymbol{P}_{k}[i]$ and $Z_{k}[i]$ by their approximations, which is presented in the following proposition:

Proposition 11. An approximation for $T_{m n, k}[i]$ for $\mu<\mu_{\text {sup }}$ and $I_{\pi}<i<i_{\text {sup }}$, and if $\mu_{k}=\left(\pi_{k} \sigma_{v_{k}}^{2}\right)^{-1} \mu$ is given as

$$
\begin{equation*}
T_{m n, k}[i] \approx\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \overline{\boldsymbol{\theta}}_{n m}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right) \tag{4.33}
\end{equation*}
$$

Proof. We will use the approximations of $\left.\hat{\boldsymbol{w}}_{k}[i]\right|_{\mathbf{0}}, \boldsymbol{P}_{k}[i], \boldsymbol{Z}_{k}[i]$ in Equation (4.32) and Equation (4.29) to substitute them in the expression of $T_{m n, k}[i]$ in Equation (4.10). But first, let us recall the definitions of $\boldsymbol{Q}_{k}[i]$ (and also of $\boldsymbol{S}_{k}[i]$ in Equation (3.27)) and rewrite it as

$$
\begin{aligned}
\boldsymbol{Q}_{k}[i] & =\boldsymbol{S}_{k}^{-1}[i] \boldsymbol{P}_{k}[i] \\
& =\left(\boldsymbol{P}_{k}[i] \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{k}^{\top}[i]+\boldsymbol{Z}_{k}[i]\right)^{-1} \boldsymbol{P}_{k}[i] \\
& =\left(\boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{k}^{\top}[i]+\boldsymbol{P}_{k}^{-1}[i] \boldsymbol{Z}_{k}[i]\right)^{-1} .
\end{aligned}
$$

Note that using the approximations of $\boldsymbol{P}_{k}[i]$ and $\boldsymbol{Z}_{k}[i]$ in Equation (4.29) we have that

$$
\boldsymbol{P}_{k}^{-1}[i] \boldsymbol{Z}_{k}[i] \approx \mu \boldsymbol{I}_{M}
$$

therefore, we can approximate of $\boldsymbol{Q}_{k}[i]$ as

$$
\begin{align*}
\boldsymbol{Q}_{k}[i] & \approx\left(\mu \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}+\mu \boldsymbol{I}_{M}\right)^{-1} \\
& =\frac{1}{\mu}\left(\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}+\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\right)^{-1} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \tag{4.34}
\end{align*}
$$

Thus, we have

$$
\begin{align*}
T_{m n, k}[i]= & \left(\left.\hat{\boldsymbol{w}}_{k}[i]\right|_{0}-\boldsymbol{P}_{k}[i] \overline{\boldsymbol{\theta}}_{m n}\right)^{\top} \boldsymbol{Q}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right) \\
\approx & \left(\mu \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{d}_{0: i}-\mu \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i} \overline{\boldsymbol{\theta}}_{m n}\right)^{\top} \\
& \times \frac{1}{\mu}\left(\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}+\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\right)^{-1} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right) \\
= & \left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \overline{\boldsymbol{\theta}}_{m n}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\left(\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}+\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\right)^{-1} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right) . \tag{4.35}
\end{align*}
$$

Now we need to manipulate the matrix product above as follows:

$$
\begin{align*}
& \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\left(\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}+\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\right)^{-1} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}  \tag{4.36}\\
= & \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\left(\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}+\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\right)^{-1}(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\underbrace{\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}-\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}}_{0: i}) \\
= & \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i} \underbrace{}_{0}\left(\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}+\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\right)^{-1}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\right) \\
& -\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\left(\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}+\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\right)^{-1} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i} \\
= & \boldsymbol{\Sigma}_{0}^{-1} \boldsymbol{v}_{0: i}-\boldsymbol{U}_{0: i}^{-1}-\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}} \boldsymbol{U}_{0: i}\left(\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}+\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\right)^{-1} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i} \\
= & \left(\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1}-\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\left(\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}+\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\right)^{-1} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1}\right) \boldsymbol{U}_{0: i} .
\end{align*}
$$

By the Matrix Inversion Lemma ${ }^{6}$, it holds that

$$
\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1}-\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\left(\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}+\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\right)^{-1} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1}=\left(\boldsymbol{U}_{0: i} \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{U}_{0: i}^{\top}+\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}\right)^{-1}=\boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1},
$$

since $\boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}=\boldsymbol{U}_{0: i} \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{U}_{0: i}^{\top}+\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}$ (see Equation (2.10) ). Thus, we can write (4.36) as

$$
\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\left(\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}+\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\right)^{-1} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}=\boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1} \boldsymbol{U}_{0: i}
$$

and rewrite Equation (4.35) as given in Equation (4.33).

In order to make sense of this result, let us define an optimal statistic test direct from the global linear model $\boldsymbol{d}_{0: i}=\boldsymbol{U}_{0: i} \boldsymbol{w}_{n}+\boldsymbol{v}_{0: i}$. Consequently, the corresponding statistic must encompass all data of all nodes and at all times; thus, it would be equivalent to the statistic of a single omniscient sensor node where all data are received. Therefore, following a very similar procedure described in Section 2.2 for the single node scenario (the only different is that $\boldsymbol{d}_{0: i}$ collects data of $K>1$ nodes), the optimal global statistic to test hypothesis $H_{n}$ results to be given just as presented in Proposition 1; i.e.,

$$
\begin{equation*}
o_{n}[i]=-\frac{1}{2}\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1}\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{\theta}_{n}\right) . \tag{4.37}
\end{equation*}
$$

Define $O_{m n}[i]=o_{m}[i]-o_{n}[i]$, which can be reduced, using the fact that this is a difference of two quadratic forms, to ${ }^{7}$

$$
\begin{equation*}
O_{m n}[i]=\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \overline{\boldsymbol{\theta}}_{m n}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right) \tag{4.38}
\end{equation*}
$$

which is exactly the same expression obtained in Equation (4.33). Thus, the dLMS detector approximates the performance of the global optimal detector as we make the estimation learning run slower by choosing smaller values of $\mu$, provided that the diffusion algorithm runs for a sufficient period of time for the approximation in Equation (4.23) to be valid.

[^6]
### 4.5 Synthesis

In order to help assimilate the result just discussed and its correct interpretation, let us synthesize the conditions on which this result depends and its consequences:

1. This chapter described the performance of the ideal dLMS detector in terms of statistical quantities of the local dLMS estimates, namely their expectations, variances and covariances, obtained in Proposition 7. It was shown that if we choose sufficient small step size these quantities are approximated by a linear and a quadratic function of the step size (Propositions 9 and 10), and the performance of the detector does not depend on its specific value (Equation (4.22)). The period of time $i<I_{\text {sup }}$ during which this is valid depends on how small we choose the value of the step size, and larger periods are achievable by means of smaller step sizes.
2. It was assumed that the noise level to which the network is submitted is known or can be estimated, since the noise variances at sensor nodes are necessary to "tune" the detector accordingly (see Equation (4.26) ).
3. During the first iterations of the algorithm, as time increases to $i>I_{\pi}$, the network becomes more similar to one that is totally connected, due to the diffusion process. Using that we approximated the expressions further-note that this state of approximate "total connectivity" of the network is completely independent of the value of the step size; it only depends on the network topology and the combination coefficients.
4. Finally and most important, after a certain number of algorithm iterations $I_{\pi}$ and until a time instant $I_{\text {sup }}$-which we can choose to be as large as we wish by selecting a sufficiently small value of $\mu$-, the dLMS detector approximates the performance of the optimal detector that considers all data at all nodes at all times, although the estimation algorithm at the detector core becomes slower in terms of its learning rate. Therefore, as in the classic Aesop's fable, we should favor the Tortoise over the Hare.

## 5 LOW-COMPLEXITY DISTRIBUTED DETECTOR

In this chapter, we discuss the approximations we can take to produce a detector with low complexity in terms of the number of arithmetic operations required to run the detection routine, aiming at a feasible detector suitable for applications under stringent power limitations. Also, we discuss how the initial estimate of the dLMS can be chosen having in mind a simpler detector and a better performance. To fulfill one of the objectives of this thesis, it is shown how we can estimate the time required (the stopping time) for this low-complexity detector to reach a desired minimum performance. It is also explained how this stopping time can be used for the strategy devised to track changes in the state of nature.

### 5.1 Developing the low-complexity detector

Using the results of Section 4.4, we can now find appropriate approximations for matrices $\boldsymbol{R}_{k}[i]$ and $\boldsymbol{Q}_{k}[i]$. Note that their evaluation, by definition, would be unfeasible in practice, since it implies a tremendous amount of data to be shared between nodes, and matrix inversions are required as well, which is highly costly and, therefore, should not compose an implementable low-cost algorithm.

The following proposition provide us with a more useful and practical expression for the analysis we conduct in this section:

Proposition 12. The test statistic

$$
\begin{equation*}
t_{n, k}^{\prime}[i]=\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{b}\right)^{\top} \boldsymbol{Q}_{k}[i]\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)-\frac{1}{2} \delta_{n, k}^{2}[i], \tag{5.1}
\end{equation*}
$$

where $\delta_{n, k}^{2}[i]=\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top} \boldsymbol{R}_{k}[i]\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)$, is equivalent to the statistic $t_{n, k}[i]$ to perform the $d L M S$ detector test in Equation (3.29).

Proof. First, let us reformulate the expression of $t_{n, k}[i]$ in Equation (3.29) by using a few algebraic manipulations. We start by using

$$
\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{\epsilon}_{n, k}[i]=\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{b}\right)+\left(\boldsymbol{b}-\boldsymbol{\epsilon}_{n, k}[i]\right)
$$

to rewrite Equation (3.29) as

$$
\begin{align*}
t_{n, k}[i]= & -\frac{1}{2}\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{b}\right)^{\top} \boldsymbol{S}_{k}^{-1}[i]\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{b}\right) \\
& +\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{b}\right)^{\top} \boldsymbol{S}_{k}^{-1}[i]\left(\boldsymbol{\epsilon}_{n, k}[i]-\boldsymbol{b}\right) \\
& -\frac{1}{2}\left(\boldsymbol{\epsilon}_{n, k}[i]-\boldsymbol{b}\right)^{\top} \boldsymbol{S}_{k}^{-1}[i]\left(\boldsymbol{\epsilon}_{n, k}[i]-\boldsymbol{b}\right) . \tag{5.2}
\end{align*}
$$

Now, we use the fact that $\boldsymbol{\epsilon}_{n, k}[i]-\boldsymbol{b}=\boldsymbol{P}_{k}[i]\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)$, and recall the definitions $\boldsymbol{Q}_{k}[i]=$ $\boldsymbol{S}_{k}^{-1}[i] \boldsymbol{P}_{k}[i]$ and $\boldsymbol{R}_{k}[i]=\boldsymbol{P}_{k}^{\top} \boldsymbol{Q}_{k}[i]$. We now substitute these in Equation (5.2), and removing
the term that does not depend on the hypothesis being considered, we obtain the expression in Equation (5.1).

The first step towards a feasible detector is to simplify the expression in Equation (5.1) and try to minimize the number of arithmetic operations; more specifically, we can try to remove the terms $\delta_{n, k}^{2}[i]$ from the hypothesis test by some means. Suppose that we are able to choose the initial estimate $\boldsymbol{b}$ such that we minimize

$$
\begin{equation*}
\sum_{n=1}^{N-1} \sum_{m=n+1}^{N}\left(\delta_{n, k}^{2}[i]-\delta_{m, k}^{2}[i]\right)^{2} \tag{5.3}
\end{equation*}
$$

so that we can approximate the terms $\delta_{n, k}^{2}[i]$ in Equation (5.1) by a common value (we discuss how this can be done in detail in Section 5.2 ahead). Thus, when performing the hypothesis test, these terms can be canceled out, and we can simplify the statistic simply to

$$
\begin{equation*}
t_{n, k}^{\prime}[i]=\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{b}\right)^{\top} \boldsymbol{Q}_{k}[i]\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right) \tag{5.4}
\end{equation*}
$$

Before we find a vector $\boldsymbol{b}$ which satisfies this condition in practice, we need first to find an appropriated approximation for matrices $\boldsymbol{R}_{k}[i] \forall k$, as we will see in the next step.

The second step towards an implementable detector is to find an appropriate approximation for both matrices $\boldsymbol{R}_{k}[i]$ and $\boldsymbol{Q}_{k}[i]$. Using the approximations of $\boldsymbol{P}_{k}[i]$ and $\boldsymbol{Z}_{k}[i]$ in Equation (4.27), we have that $\boldsymbol{P}_{k}^{-1}[i] \boldsymbol{Z}_{k}[i]=\mu \boldsymbol{I}_{M}$ and, therefore, we can approximate $\boldsymbol{Q}[i]$ as

$$
\begin{aligned}
\boldsymbol{Q}_{k}[i] & =\boldsymbol{S}_{k}^{-1}[i] \boldsymbol{P}_{k}[i] \\
& =\left(\boldsymbol{P}_{k}[i] \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{k}^{\top}[i]+\boldsymbol{Z}_{k}[i]\right)^{-1} \boldsymbol{P}_{k}[i] \\
& =\left(\boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{k}^{\top}[i]+\boldsymbol{P}_{k}^{-1}[i] \boldsymbol{Z}_{k}[i]\right)^{-1} \\
& \approx\left(\boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{k}^{\top}[i]+\mu \boldsymbol{I}_{D}\right)^{-1}
\end{aligned}
$$

and from the definition of $\boldsymbol{R}_{k}[i]$, we have

$$
\begin{aligned}
\boldsymbol{R}_{k}[i] & =\boldsymbol{P}_{k}^{\top}[i] \boldsymbol{Q}_{k}[i] \\
& \approx \boldsymbol{P}_{k}^{\top}[i]\left(\boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{k}^{\top}[i]+\mu \boldsymbol{I}_{D}\right)^{-1} \\
& =\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}+\mu \boldsymbol{P}_{k}^{-1}[i]\right)^{-1}
\end{aligned}
$$

using the fact that the approximation of $\boldsymbol{P}_{k}[i]$ in Equation (4.27) is a symmetric matrix. We now recall the fact that $\boldsymbol{u}_{k}[i]$ was modeled as a realization of a random vector ${\underset{\sim}{u}}_{k}[i]$. Suppose that it is modeled as a wide sense stationary process $^{1}$ and ${\underset{\sim}{u}}_{k}[i] \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{\Sigma}_{\boldsymbol{u}_{k}}\right)$; thus, let us use the fact that

$$
\begin{equation*}
\sum_{j=0}^{i} \frac{\boldsymbol{u}_{k}[j] \boldsymbol{u}_{k}^{\top}[j]}{i+1} \Longrightarrow \boldsymbol{\Sigma}_{\boldsymbol{u}_{k}}, \text { as } i \text { increases, } \tag{5.5}
\end{equation*}
$$

[^7]to further approximate $\boldsymbol{P}_{k}[i]$ for a $i>I_{\boldsymbol{u}}$ sufficiently large. Therefore, we have from Equation (4.27) that
\[

$$
\begin{equation*}
\boldsymbol{P}_{k}[i] \approx(i+1) \mu \sum_{\ell=1}^{K} \frac{\boldsymbol{\Sigma}_{\boldsymbol{u}_{\ell}}}{\sigma_{v_{\ell}}^{2}}=(i+1) \mu \boldsymbol{P}_{\mathrm{ct}} \tag{5.6}
\end{equation*}
$$

\]

where we define the constant matrix $\boldsymbol{P}_{\mathrm{ct}}=\sum_{\ell=1}^{K} \boldsymbol{\Sigma}_{\boldsymbol{u}_{\ell}} / \sigma_{v_{\ell}}^{2}$. Hence, our approximations of $\boldsymbol{Q}_{k}[i]$ and $\boldsymbol{R}_{k}[i]$ can now be written as

$$
\begin{align*}
& \boldsymbol{Q}_{k}[i] \approx\left((i+1) \mu \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{\mathrm{ct}}+\mu \boldsymbol{I}_{D}\right)^{-1} \\
& \boldsymbol{R}_{k}[i] \approx\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}+(i+1)^{-1} \boldsymbol{P}_{\mathrm{ct}}^{-1}\right)^{-1} \tag{5.7}
\end{align*}
$$

valid for $I_{\text {inf }}=\max \left\{I_{\boldsymbol{\pi}}, I_{\boldsymbol{u}}\right\}<i<I_{\text {sup }}$ and $\mu<\mu_{\text {sup }}$. Therefore, we can further approximate the matrix inversions above, as $i$ increases, as

$$
\begin{equation*}
\boldsymbol{Q}_{k}[i] \approx\left((i+1) \mu \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{\mathrm{ct}}\right)^{-1}, \quad \boldsymbol{R}_{k}[i] \approx \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \tag{5.8}
\end{equation*}
$$

As we can see, all quantities, except for $i$, are known and constant by assumption. Next, let us substitute Equation (5.5) in the test statistic in Equation (5.4), which results in an approximation of it, assuming that we choose am adequate $b$ :

$$
t_{n, k}^{\prime}[i] \approx\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{b}\right)^{\top}\left((i+1) \mu \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{\mathrm{ct}}\right)^{-1}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)
$$

Defining the constant vector

$$
\begin{equation*}
\boldsymbol{q}_{n}=\left(\boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{\mathrm{ct}}\right)^{-1}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right), \tag{5.9}
\end{equation*}
$$

the test using this approximation of $t_{n, k}^{\prime}[i]$ is given as

$$
\frac{\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{b}\right)^{\top} \boldsymbol{q}_{n}}{(i+1) \mu} \stackrel{\Phi_{k} \neq m}{\gtrless} \stackrel{\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{b}\right)^{\top} \boldsymbol{q}_{n}}{(i+1) \mu}+\gamma_{m n} .
$$

Thus, multiplying both sides of the test by $(i+1) \mu$ and defining $t_{n, k}^{\prime \prime}[i]=\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{b}\right)^{\top} \boldsymbol{q}_{n}$, we have the following new low-complexity test:

$$
\begin{gather*}
t_{n, k}^{\prime \prime}[i]=\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{b}\right)^{\top} \boldsymbol{q}_{n}, \\
t_{n, k}^{\prime \prime}[i] \underset{\Phi_{k} \neq m}{\gtrless} t_{m, k}^{\prime \prime}[i]+(i+1) \mu \gamma_{m n}, \tag{5.10}
\end{gather*}
$$

valid for $I_{\text {inf }}<i<I_{\text {sup }}$ and $\mu<\mu_{\text {sup }}$. Note that the test statistic is a simple dot product between two vectors: our local diffusion estimate $\hat{\boldsymbol{w}}_{k}[i]$ and two constant vectors $\boldsymbol{b}$ and $\boldsymbol{q}_{n}$. Therefore, this version of the proposed detector is certainly feasible. Furthermore, from a computational complexity viewpoint, it is surprisingly cheap: it requires for each iteration $i$ only $D$ products and $2 D-1$ sums to evaluate the test statistic. Since there are $N$ statistics, there are $N D$ products and $2 N D-N$ sums.

We must recall that the low-complexity detector expressed in Equation 5.10 depends on the assumption that the initial estimate $\boldsymbol{b}$ is chosen so that the terms $\delta_{n, k}^{2}[i]$ in Equation (5.1) are sufficiently close to be removed from the hypothesis test. In the next section, we see how to choose $\boldsymbol{b}$ in such a way as to meet this requirement. Just as importantly, we should be able to estimate the number of iterations that is needed to the the detector to reach a certain desired performance level. This topic will be discussed ahead in Section 5.3.

### 5.2 Choosing the initial estimate

In Chapter 4, choosing $\boldsymbol{b}=\mathbf{0}$ was useful to describe mathematically the performance of the proposed detector, but it is not necessarily the best choice for an implementable low-cost version. We will see in this section how to choose $\boldsymbol{b}$ that simplifies calculations.

We can now use the approximation of $\boldsymbol{R}_{k}[i]$ obtained in Equation (5.8) to find the initialization $\boldsymbol{b}$ such that it minimizes Equation (5.3), which allows us to simplify the detector by using the test statistic in Equation (5.10) for $I_{\text {inf }}<i<I_{\text {sup }}$ and $\mu<\mu_{\text {sup }}$. First, note that the cost function in Equation (5.3) can be made equal to zero if there exists a value of $\boldsymbol{b}$ such that

$$
\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top}=\left(\boldsymbol{\theta}_{m}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{m}-\boldsymbol{b}\right)^{\top}, \forall m \neq n .
$$

Such value can be found, if it exists, by solving

$$
\begin{align*}
\left(\boldsymbol{\theta}_{1}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{1}-\boldsymbol{b}\right) & =\delta^{2} \\
\left(\boldsymbol{\theta}_{2}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{2}-\boldsymbol{b}\right) & =\delta^{2} \\
& \vdots  \tag{5.11}\\
\left(\boldsymbol{\theta}_{N}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{N}-\boldsymbol{b}\right) & =\delta^{2}
\end{align*}
$$

Without loss of generality, for a $n \in\{1, \ldots, N\}$ let us substitute $\delta^{2}=\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)$ in the other $N-1$ equations; thus,

$$
\begin{align*}
\left(\boldsymbol{\theta}_{1}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{1}-\boldsymbol{b}\right) & =\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right) \\
\left(\boldsymbol{\theta}_{2}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{2}-\boldsymbol{b}\right) & =\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right) \\
& \vdots  \tag{5.12}\\
\left(\boldsymbol{\theta}_{N}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{N}-\boldsymbol{b}\right) & =\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)
\end{align*}
$$

Note, for $m \neq n$, that

$$
\begin{aligned}
& \left(\boldsymbol{\theta}_{m}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{m}-\boldsymbol{b}\right)=\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right) \\
\Rightarrow & \left(\boldsymbol{\theta}_{m}+\boldsymbol{\theta}_{n}-2 \boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)=0 \\
\Rightarrow & \left(\boldsymbol{\theta}_{m}+\boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)-2 \boldsymbol{b}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)=0 \\
\Rightarrow & \left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \boldsymbol{b}-\frac{1}{2}\left(\boldsymbol{\theta}_{m}+\boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)=0 \\
\Rightarrow & \left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \boldsymbol{b}-\frac{1}{2} \boldsymbol{\theta}_{m}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \boldsymbol{\theta}_{m}+\frac{1}{2} \boldsymbol{\theta}_{n}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \boldsymbol{\theta}_{n}=0,
\end{aligned}
$$

which is a linear equation on $\boldsymbol{b}$. Therefore, we can rewrite the equations in Equation (5.12) into a system of $N-1$ linear equations and $D$ unknowns; in matrix form it is given as

$$
\left[\begin{array}{c}
\left(\boldsymbol{\theta}_{1}-\boldsymbol{\theta}_{n}\right)^{\top}  \tag{5.13}\\
\vdots \\
\left(\boldsymbol{\theta}_{N}-\boldsymbol{\theta}_{n}\right)^{\top}
\end{array}\right] \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \boldsymbol{b}=\frac{1}{2}\left[\begin{array}{c}
\boldsymbol{\theta}_{1}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \boldsymbol{\theta}_{1}-\boldsymbol{\theta}_{n}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \boldsymbol{\theta}_{n} \\
\vdots \\
\boldsymbol{\theta}_{N}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \boldsymbol{\theta}_{N}-\boldsymbol{\theta}_{n}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \boldsymbol{\theta}_{n}
\end{array}\right]
$$

This system can have a unique solution, an infinity of solution or no solutions at all. The latter happens if the vector on the right-hand side of Equation (5.13) is not in the range space of the matrix multiplying $\boldsymbol{b}$ in the left-hand side. In this case, the best we can do is to choose a $\boldsymbol{b}$ that minimizes Equation (5.3). Having said that, let us know investigate the possible solutions to this system.

### 5.2.1 Case I: $D=N-1$

Note that the system in Equation (5.13) has a unique solution only if $D=N-1$. In this case, the matrix multiplying $b$ on the left must have full rank; in other words, if no row in that matrix can be written as a linear combination of the other rows. i.e.,

$$
\alpha_{1}\left(\boldsymbol{\theta}_{1}-\boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\ldots+\alpha_{N}\left(\boldsymbol{\theta}_{N}-\boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}=\mathbf{0} \Leftrightarrow \alpha_{m}=0 \text { for } m=1, \ldots, N, m \neq n .
$$

We can rearrange the terms of the sum above to obtain

$$
\left(\alpha_{1} \boldsymbol{\theta}_{1}+\ldots+\alpha_{N} \boldsymbol{\theta}_{N}-\left(\alpha_{1}+\ldots+\alpha_{N}\right) \boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}=\mathbf{0}
$$

Since the covariance matrix $\boldsymbol{\Sigma}_{\boldsymbol{w}}$ has full rank by assumption, we have two types of solution to the equation above:

$$
\begin{gathered}
\alpha_{m}=0 \text { for } m=1, \ldots, N, m \neq n, \text { or } \\
\boldsymbol{\theta}_{n}=\frac{\alpha_{1} \boldsymbol{\theta}_{1}+\ldots+\alpha_{N} \boldsymbol{\theta}_{N}}{\alpha_{1}+\ldots+\alpha_{N}}
\end{gathered}
$$

Thus, if $\boldsymbol{\theta}_{n}$ is an affine combination of $\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{N}$, the linear system in Equation (5.13) has no solution. Interestingly, as $\boldsymbol{\theta}_{n} \in \mathbb{R}^{N-1}$, if $\left\{\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{N}\right\} \backslash\left\{\boldsymbol{\theta}_{n}\right\}$ is a linearly independent set, $\boldsymbol{\theta}_{n}$ necessarily is a linear combination of the others, since they form a basis of $\mathbb{R}^{N-1}$; however, only if $\boldsymbol{\theta}_{n}$ is an affine combination of the other vectors that the system in Equation (5.13) has no solution. For example, when $D=N-1=2$, there exists no $\boldsymbol{b}$ that satisfies Equation (5.13) if $\left\{\boldsymbol{\theta}_{1}, \boldsymbol{\theta}_{2}, \boldsymbol{\theta}_{3}\right\}$ are collinear in $\mathbb{R}^{2}$, since in this case any vector in the set is an affine combination of the others. Similarly, for $D=N-1=3$, there is no solution if $\left\{\boldsymbol{\theta}_{1}, \boldsymbol{\theta}_{2}, \boldsymbol{\theta}_{3}, \boldsymbol{\theta}_{4}\right\}$ are coplanar in $\mathbb{R}^{3}$.

### 5.2.2 Case II: $N-1<D$

In this case, if the system in Equation (5.13) has solution, there are an infinity of them. However, we should be cautious about our choice of $\boldsymbol{b}$ : as we will see in this subsection, when we approximated the dLMS statistic $t_{n, k}^{\prime}[i]$ defined in Section 3.2 by the low-complexity statistic $t_{n, k}^{\prime \prime}[i]$ in Equation (5.10), the property that the detection performance does not depend on a specific value of $\boldsymbol{b}$ does not hold anymore, and a good choice for $\boldsymbol{b}$ is, among all that satisfy the system in Equation (5.13), the one with the least norm. To show that, let us define the error in approximation

$$
\begin{equation*}
e_{n, k}[i]=t_{n, k}^{\prime}[i]-t_{n, k}^{\prime \prime}[i], \tag{5.14}
\end{equation*}
$$

and suppose we choose a $\boldsymbol{b}$ that is a solution of Equation (5.13). Also, define the following error matrices with respect to the approximation in Equation (5.8):

$$
\begin{aligned}
\widetilde{\boldsymbol{Q}}_{k}[i] & =\boldsymbol{Q}[i]-\left((i+1) \mu \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{\mathrm{ct}}\right)^{-1} \\
\widetilde{\boldsymbol{R}}_{k}[i] & =\boldsymbol{R}_{k}[i]-\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}
\end{aligned}
$$

Thus, we can rewrite Equation (5.14) as follows:

$$
\begin{equation*}
e_{n, k}[i]=\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{b}\right)^{\top} \widetilde{\boldsymbol{Q}}_{k}[i]\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)-\frac{1}{2} \delta_{n, k}^{2}[i] . \tag{5.15}
\end{equation*}
$$

When comparing a pair of statistics $\left\{t_{n, k}^{\prime}[i], t_{m, k}^{\prime}[i]\right\}$ of the dLMS detector, we have

$$
\begin{aligned}
& t_{n, k}^{\prime}[i] \\
& t_{n, k}^{\prime \prime}[i]+e_{n, k}[i] \substack{\Phi_{k} \neq m \\
\Phi_{k} \neq n} \\
& \Phi_{k} \neq m \\
& \gtrless
\end{aligned} t_{m, k}^{\prime}[i]+\gamma_{m n} \Rightarrow t_{m, k}^{\prime \prime}[i]+e_{m, k}[i]+\gamma_{m n} \Rightarrow \quad \begin{gathered}
\Phi_{k} \neq n \\
\Phi_{k} \neq m \\
\gtrless
\end{gathered} t_{n, k}^{\prime \prime}[i][i]+\gamma_{m n}+\left(e_{m, k}[i]-e_{n, k}[i]\right) ;
$$

therefore, we can notice that the error committed when comparing $\left\{t_{n, k}^{\prime \prime}[i], t_{m, k}^{\prime \prime}[i]\right\}$ instead of $\left\{t_{n, k}^{\prime}[i], t_{m, k}^{\prime}[i]\right\}$ is embedded in $e_{m, k}[i]-e_{n, k}[i]$. Let us call $E_{m n, k}[i]$ this detection error due to approximations when comparing $H_{n}$ and $H_{n}$, which can be written, from Equation (5.15), as

$$
\begin{equation*}
E_{m n, k}[i]=\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{b}\right)^{\top} \widetilde{\boldsymbol{Q}}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)-\frac{1}{2}\left(\delta_{m, k}^{2}[i]-\delta_{n, k}^{2}[i]\right) . \tag{5.16}
\end{equation*}
$$

Recall that $\delta_{n, k}^{2}[i]=\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top} \boldsymbol{R}_{k}[i]\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)$; since $\boldsymbol{R}_{k}[i]=\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\widetilde{\boldsymbol{R}}_{k}[i]$, and given that we chose a $\boldsymbol{b}$ such that $\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)=\left(\boldsymbol{\theta}_{m}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{m}-\boldsymbol{b}\right) \forall m \neq n$, we have

$$
\delta_{m, k}^{2}[i]-\delta_{n, k}^{2}[i]=\left(\boldsymbol{\theta}_{m}-\boldsymbol{b}\right)^{\top} \widetilde{\boldsymbol{R}}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{b}\right)-\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top} \widetilde{\boldsymbol{R}}_{k}[i]\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right) .
$$

Also notice that $\delta_{m, k}^{2}[i]-\delta_{n, k}^{2}[i]$ above is a difference of two quadratic forms; hence,

$$
\delta_{m, k}^{2}[i]-\delta_{n, k}^{2}[i]=\left(\boldsymbol{\theta}_{m}+\boldsymbol{\theta}_{n}-2 \boldsymbol{b}\right)^{\top} \widetilde{\boldsymbol{R}}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)
$$

thus, we can rewrite Equation (5.16) as

$$
\begin{equation*}
E_{m n, k}[i]=\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{b}\right)^{\top} \widetilde{\boldsymbol{Q}}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)-\left(\overline{\boldsymbol{\theta}}_{m n}-\boldsymbol{b}\right)^{\top} \widetilde{\boldsymbol{R}}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right), \tag{5.17}
\end{equation*}
$$

where $\overline{\boldsymbol{\theta}}_{m n}=\frac{\boldsymbol{\theta}_{m}+\boldsymbol{\theta}_{n}}{2}$.
It makes sense to choose $\boldsymbol{b}$ such that it makes the expression in Equation (5.17) as close to zero as possible when $H_{n}$ or $H_{m}$ is the true hypothesis ${ }^{2}$. A suitable candidate for an objective

[^8]function in this case is the maximum mean square detection error $\mathrm{E}\left(E_{m n, k}^{2}[i]\right)$; in other words, we want
$$
\boldsymbol{b}^{*}=\underset{\boldsymbol{b}}{\arg \min } \quad \max \mathrm{E}\left(E_{m n, k}^{2}[i]\right),
$$
subject to: $\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)=\left(\boldsymbol{\theta}_{m}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{m}-\boldsymbol{b}\right), \forall m \neq n$.
Since $\mathrm{E}\left(E_{m n, k}^{2}[i]\right)$ depends on the active hypothesis, let us consider as a mean square detection error a weighted mean square error, given as
\[

$$
\begin{equation*}
\mathrm{E}\left(E_{m n, k}^{2}[i]\right)=\frac{p\left(H_{m}\right) \mathrm{E}\left(E_{m n, k}^{2}[i] \mid H_{m}\right)+p\left(H_{n}\right) \mathrm{E}\left(E_{m n, k}^{2}[i] \mid H_{n}\right)}{p\left(H_{m}\right)+p\left(H_{n}\right)} \tag{5.18}
\end{equation*}
$$

\]

Also, define for later use the following normalize probabilities:

$$
\begin{equation*}
p^{\prime}\left(H_{m}\right)=\frac{p\left(H_{m}\right)}{p\left(H_{m}\right)+p\left(H_{n}\right)}, \quad \text { and } \quad p^{\prime}\left(H_{n}\right)=\frac{p\left(H_{n}\right)}{p\left(H_{m}\right)+p\left(H_{n}\right)} . \tag{5.19}
\end{equation*}
$$

In order to evaluate the expression above, we use the fact that

$$
\mathrm{E}\left(E_{m n, k}^{2}[i] \mid H_{\nu}\right)=\operatorname{Var}\left(E_{m n, k}[i]\right)+\left(\mathrm{E}\left(E_{m n, k}[i] \mid H_{\nu}\right)\right)^{2}
$$

thus, from Equation (5.17), we have

$$
\operatorname{Var}\left(E_{m n, k}[i]\right)=\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)^{\top} \widetilde{\boldsymbol{Q}}_{k}^{\top}[i] \boldsymbol{S}_{k}[i] \widetilde{\boldsymbol{Q}}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)
$$

which does not depend on $\boldsymbol{b}$. Next, calculate

$$
\begin{equation*}
\mathrm{E}\left(E_{m n, k}[i] \mid H_{\nu}\right)=\left(\boldsymbol{\theta}_{\nu}-\boldsymbol{b}\right)^{\top} \boldsymbol{P}_{k}^{\top}[i] \widetilde{\boldsymbol{Q}}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)-\left(\overline{\boldsymbol{\theta}}_{m n}-\boldsymbol{b}\right)^{\top} \widetilde{\boldsymbol{R}}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right) \tag{5.20}
\end{equation*}
$$

where we used the fact from Equation (4.8) that

$$
\mathrm{E}\left(\hat{\boldsymbol{w}}_{k}[i]-\boldsymbol{b} \mid H_{\nu}\right)=\mathrm{E}\left(\boldsymbol{L}_{k}[i] \boldsymbol{d}_{0: i}-\boldsymbol{P}_{k}[i] \boldsymbol{b} \mid H_{\nu}\right)=\boldsymbol{P}_{k}[i] \boldsymbol{\theta}_{\nu} .
$$

Let us rewrite this expression more adequately as follows:

$$
\begin{equation*}
\mathrm{E}\left(E_{m n, k}[i] \mid H_{\nu}\right)=\boldsymbol{b}^{\top}\left(\widetilde{\boldsymbol{R}}_{k}[i]-\boldsymbol{P}_{k}^{\top}[i] \widetilde{\boldsymbol{Q}}_{k}[i]\right)\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)+\varepsilon_{m n \mid \nu}[i] \tag{5.21}
\end{equation*}
$$

where $\varepsilon_{m n \mid \nu}[i]$ represents the terms of $\mathrm{E}\left(E_{m n, k}[i] \mid H_{\nu}\right)$ that do not depend on $\boldsymbol{b}$; i.e.,

$$
\begin{equation*}
\varepsilon_{m n \mid \nu}[i]=\boldsymbol{\theta}_{\nu}^{\top} \boldsymbol{P}_{k}^{\top}[i] \widetilde{\boldsymbol{Q}}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)-\overline{\boldsymbol{\theta}}_{m n}^{\top} \widetilde{\boldsymbol{R}}_{k}[i]\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right) . \tag{5.22}
\end{equation*}
$$

Let us define the vector $\boldsymbol{\chi}_{m n}[i]=\left(\widetilde{\boldsymbol{R}}_{k}[i]-\boldsymbol{P}_{k}^{\top}[i] \widetilde{\boldsymbol{Q}}_{k}[i]\right)\left(\boldsymbol{\theta}_{m}-\boldsymbol{\theta}_{n}\right)$; thus, from Equation (5.21) we have

$$
\begin{aligned}
\left(\mathrm{E}\left(E_{m n, k}[i] \mid H_{\nu}\right)\right)^{2} & =\left(\boldsymbol{b}^{\top} \boldsymbol{\chi}_{m n}[i]+\varepsilon_{m n \mid \nu}[i]\right)^{2} \\
& =\left(\boldsymbol{b}^{\top} \boldsymbol{\chi}_{m n}[i]\right)^{2}+2 \boldsymbol{b}^{\top} \boldsymbol{\chi}_{m n}[i] \varepsilon_{m n \mid \nu}[i]+\varepsilon_{m n \mid \nu}^{2}[i] .
\end{aligned}
$$

Therefore, from Equation (5.18) and Equation (5.19), we obtain

$$
\begin{aligned}
\mathrm{E}\left(E_{m n, k}^{2}[i]\right)= & \left(\boldsymbol{b}^{\top} \boldsymbol{\chi}_{m n}[i]\right)^{2}+\operatorname{Var}\left(E_{m n, k}[i]\right) \\
& +2 \boldsymbol{b}^{\top} \boldsymbol{\chi}_{m n}[i]\left(p^{\prime}\left(H_{m}\right) \varepsilon_{m n \mid m}[i]+p^{\prime}\left(H_{n}\right) \varepsilon_{m n \mid n}[i]\right) \\
& +p^{\prime}\left(H_{m}\right) \varepsilon_{m n \mid m}^{2}[i]+p^{\prime}\left(H_{n}\right) \varepsilon_{m n \mid n}^{2}[i] .
\end{aligned}
$$

According to the Cauchy-Schwartz inequality, we must have

$$
\left|\boldsymbol{b}^{\top} \boldsymbol{\chi}_{m n}[i]\right| \leq\|\boldsymbol{b}\|_{2} \cdot\left\|\boldsymbol{\chi}_{m n}[i]\right\|_{2} ;
$$

thus,

$$
\begin{aligned}
\mathrm{E}\left(E_{m n, k}^{2}[i]\right) \leq & \|\boldsymbol{b}\|_{2}^{2} \cdot\left\|\boldsymbol{\chi}_{m n}[i]\right\|_{2}^{2}+\operatorname{Var}\left(E_{m n, k}[i]\right) \\
& +2\|\boldsymbol{b}\|_{2} \cdot\left\|\boldsymbol{\chi}_{m n}[i]\right\|_{2} \cdot\left|p^{\prime}\left(H_{m}\right) \varepsilon_{m n \mid m}[i]+p^{\prime}\left(H_{n}\right) \varepsilon_{m n \mid n}[i]\right| \\
& +p^{\prime}\left(H_{m}\right) \varepsilon_{m n \mid m}^{2}[i]+p^{\prime}\left(H_{n}\right) \varepsilon_{m n \mid n}^{2}[i] .
\end{aligned}
$$

Let us define the function $J_{m n}(x)$ for $x \in \mathbb{R}$ as follows:

$$
\begin{aligned}
J_{m n}(x)= & \left\|\boldsymbol{\chi}_{m n}[i]\right\|_{2}^{2} x^{2}+\operatorname{Var}\left(E_{m n, k}[i]\right) \\
& +2\left\|\boldsymbol{\chi}_{m n}[i]\right\|_{2} \cdot\left|p^{\prime}\left(H_{m}\right) \varepsilon_{m n \mid m}[i]+p^{\prime}\left(H_{n}\right) \varepsilon_{m n \mid n}[i]\right| x \\
& +p^{\prime}\left(H_{m}\right) \varepsilon_{m n \mid m}^{2}[i]+p^{\prime}\left(H_{n}\right) \varepsilon_{m n \mid n}^{2}[i] .
\end{aligned}
$$

Since $\frac{d^{2}}{d x^{2}} J_{m n}(x)=2\left\|\chi_{m n}[i]\right\|_{2}^{2}>0, J_{m n}(x)$ has a minimum value which can be found by solving $\frac{d}{d x} J_{m n}(x)=0$ : thus,

$$
\begin{gathered}
2\left\|\boldsymbol{\chi}_{m n}[i]\right\|_{2}^{2} x+2\left\|\boldsymbol{\chi}_{m n}[i]\right\|_{2} \cdot\left|p^{\prime}\left(H_{m}\right) \varepsilon_{m n \mid m}[i]+p^{\prime}\left(H_{n}\right) \varepsilon_{m n \mid n}[i]\right|=0 \\
\Rightarrow x=-\frac{\left|p^{\prime}\left(H_{m}\right) \varepsilon_{m n \mid m}[i]+p^{\prime}\left(H_{n}\right) \varepsilon_{m n \mid n}[i]\right|}{\left\|\boldsymbol{\chi}_{m n}[i]\right\|_{2}}=x_{\min }
\end{gathered}
$$

Hence, $J_{m n}(x)$ is non-decreasing for $x>x_{\min }$; furthermore, since $x_{\min }<0, J_{m n}(x)$ is nondecreasing for $x>0$. Thus, making $x=\|\boldsymbol{b}\|_{2}$, the new function $G_{m n}(\boldsymbol{b})=J_{m n}\left(\|\boldsymbol{b}\|_{2}\right)$ can be minimized as $\boldsymbol{b}$ is chosen such that $\|\boldsymbol{b}\|_{2}$ is minimum. Therefore, by finding a minimum $\|\boldsymbol{b}\|_{2}$ we are also minimizing the maximum value of $\mathrm{E}\left(E_{m n, k}^{2}[i]\right)$, since

$$
\mathrm{E}\left(E_{m n, k}^{2}[i]\right) \leq G_{m n}(\boldsymbol{b})
$$

Finally, since this result does not depend on which pair of hypotheses we choose, by choosing a $\boldsymbol{b}$ such that its norm is minimum reduces the maximum mean square error of the low-complexity test in Equation (5.10). Let us state this result as a new proposition.

Proposition 13. When using the low-complexity dLMS test defined in Equation (5.10), in order to minimize the maximum mean square detection error $\mathrm{E}\left(E_{m n, k}^{2}[i]\right)$ in Equation (5.18), committed due to the approximations when comparing any pair of statistics $\left\{t_{n, k}^{\prime \prime}[i], t_{m, k}^{\prime \prime}[i]\right\}$ when $H_{n}$ or $H_{m}$ is the true hypothesis, we must choose a value of the initial estimate $\boldsymbol{b}$ such that

$$
\boldsymbol{b}^{*}=\underset{\boldsymbol{b}}{\arg \min }\|\boldsymbol{b}\|_{2},
$$

subject to: $\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)=\left(\boldsymbol{\theta}_{m}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{m}-\boldsymbol{b}\right), \forall m \neq n$.

A very special case happens when $N=2$ (i.e., a binary detection problem) and $p\left(H_{1}\right)=$ $p\left(H_{2}\right)^{3}$ : we can show that $\boldsymbol{b}=\overline{\boldsymbol{\theta}}_{12}=\frac{1}{2}\left(\boldsymbol{\theta}_{1}+\boldsymbol{\theta}_{2}\right)$ in fact minimizes the mean square detection error directly, not just its maximum value. In other words,

$$
\begin{gathered}
\overline{\boldsymbol{\theta}}_{12}=\underset{\boldsymbol{b}}{\arg \min } \mathrm{E}\left(E_{21, k}^{2}[i]\right) \\
\text { subject to: }\left(\boldsymbol{\theta}_{1}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{1}-\boldsymbol{b}\right)=\left(\boldsymbol{\theta}_{2}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{2}-\boldsymbol{b}\right) .
\end{gathered}
$$

It is trivial to see that $\overline{\boldsymbol{\theta}}_{12}$ is a solution of Equation (5.12):

$$
\begin{aligned}
& \left(\boldsymbol{\theta}_{1}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{1}-\boldsymbol{b}\right)=\left(\boldsymbol{\theta}_{2}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{2}-\boldsymbol{b}\right) \\
\Rightarrow & \left(\boldsymbol{\theta}_{1}+\boldsymbol{\theta}_{2}-2 \boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{1}-\boldsymbol{\theta}_{2}\right)=0 .
\end{aligned}
$$

Clearly, any vector $\boldsymbol{b}=\overline{\boldsymbol{\theta}}_{12}+\alpha \boldsymbol{n}$ such that $\boldsymbol{n}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{1}-\boldsymbol{\theta}_{2}\right)=0, \forall \alpha \in \mathbb{R}$, is also a solution. But we are going to see that $\alpha=0$ in fact minimizes the mean square detection error as defined in Equation (5.18). From Equation (5.20), we have, for $N=2$ and making $\boldsymbol{b}=\overline{\boldsymbol{\theta}}_{12}+\alpha \boldsymbol{n}$, the following:

$$
\begin{aligned}
\mathrm{E}\left(E_{21, k}[i] \mid H_{\nu}\right)= & \left(\boldsymbol{\theta}_{\nu}-\overline{\boldsymbol{\theta}}_{12}-\alpha \boldsymbol{n}\right)^{\top} \boldsymbol{P}_{k}^{\top}[i] \widetilde{\boldsymbol{Q}}_{k}[i]\left(\boldsymbol{\theta}_{2}-\boldsymbol{\theta}_{1}\right)+\alpha \boldsymbol{n}^{\top} \widetilde{\boldsymbol{R}}_{k}[i]\left(\boldsymbol{\theta}_{2}-\boldsymbol{\theta}_{1}\right) \\
= & \left(\boldsymbol{\theta}_{\nu}-\overline{\boldsymbol{\theta}}_{12}\right)^{\top} \boldsymbol{P}_{k}^{\top}[i] \widetilde{\boldsymbol{Q}}_{k}[i]\left(\boldsymbol{\theta}_{2}-\boldsymbol{\theta}_{1}\right) \\
& +\alpha \boldsymbol{n}^{\top}\left(\widetilde{\boldsymbol{R}}_{k}[i]-\boldsymbol{P}_{k}^{\top}[i] \widetilde{\boldsymbol{Q}}_{k}[i]\right)\left(\boldsymbol{\theta}_{2}-\boldsymbol{\theta}_{1}\right) .
\end{aligned}
$$

Call $\zeta_{\nu, k}=\left(\boldsymbol{\theta}_{\nu}-\overline{\boldsymbol{\theta}}_{12}\right)^{\top} \boldsymbol{P}_{k}^{\top}[i] \widetilde{\boldsymbol{Q}}_{k}[i]\left(\boldsymbol{\theta}_{2}-\boldsymbol{\theta}_{1}\right)$ and $\boldsymbol{\kappa}_{21, k}=\left(\widetilde{\boldsymbol{R}}_{k}[i]-\boldsymbol{P}_{k}^{\top}[i] \widetilde{\boldsymbol{Q}}_{k}[i]\right)\left(\boldsymbol{\theta}_{2}-\boldsymbol{\theta}_{1}\right)$. Thus, we have

$$
\left(\mathrm{E}\left(E_{21, k}[i] \mid H_{\nu}\right)\right)^{2}=\left(\alpha \boldsymbol{n}^{\top} \boldsymbol{\kappa}_{21, k}\right)^{2}+2 \alpha \boldsymbol{n}^{\top} \boldsymbol{\kappa}_{21, k} \zeta_{\nu, k}+\zeta_{\nu, k}^{2}
$$

from Equation (5.18) and the fact that $p\left(H_{1}\right)=p\left(H_{2}\right)$, we have

$$
\mathrm{E}\left(E_{21, k}^{2}[i]\right)=\left(\alpha \boldsymbol{n}^{\top} \boldsymbol{\kappa}_{21, k}\right)^{2}+2 \alpha \boldsymbol{n}^{\top} \boldsymbol{\kappa}_{21, k}\left(\zeta_{1, k}+\zeta_{2, k}\right)+\zeta_{1, k}^{2}+\zeta_{2, k}^{2}+\operatorname{Var}\left(E_{21, k}[i]\right)
$$

Note that $\zeta_{2, k}=-\zeta_{1, k}=\left(\boldsymbol{\theta}_{2}-\boldsymbol{\theta}_{1}\right)^{\top} \boldsymbol{P}_{k}^{\top}[i] \widetilde{\boldsymbol{Q}}_{k}[i]\left(\boldsymbol{\theta}_{2}-\boldsymbol{\theta}_{1}\right)$; thus, $\zeta_{1, k}+\zeta_{2, k}=0$ and

$$
\mathrm{E}\left(E_{21, k}^{2}[i]\right)=\left(\alpha \boldsymbol{n}^{\top} \boldsymbol{\kappa}_{21, k}\right)^{2}+\zeta_{1, k}^{2}+\zeta_{2, k}^{2}+\operatorname{Var}\left(E_{21, k}[i]\right)
$$

Therefore, the minimum value of the mean square detection error is reached for $\alpha=0$, as we wanted to demonstrate.

### 5.2.3 Case III: $N-1>D$

In this case, we just choose a $\boldsymbol{b}$ that minimizes Equation (5.3), since a unique solution to the system in Equation (5.13) depends on the very particular condition where the vector on the right-hand side of Equation (5.13) is in the range space of the matrix multiplying $\boldsymbol{b}$ in the left-hand side.
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### 5.3 Stopping time

### 5.3.1 Off-line estimation of the stopping time

Prior to an eventual deployment, we can estimate the number of iterations of the detection algorithm to reach a desirable probability of error $\varepsilon$-in other words, the stopping time. In fact, this can be done without having to simulate a distributed network in its entirety: we need only to calculate the distribution of the statistics at each time $i$. To do so, we use recursive versions of Equations (3.20) and (4.19) to calculate the matrices $\mathcal{P}[i]$ and $\mathcal{Z}[i]$, which are

$$
\begin{align*}
\mathcal{P}[i] & =\mathcal{A}(y[i] \mathcal{P}[i-1]+\boldsymbol{H}[i]),  \tag{5.23}\\
z[i] & =\mathcal{A}\left(y[i] Z[i-1] y^{\top}[i]+\mathcal{D}[i]\right) \mathcal{A}^{\top}, \tag{5.24}
\end{align*}
$$

recalling $y[i]=\operatorname{diag}\left\{\boldsymbol{Y}_{1}[i], \ldots, \boldsymbol{Y}_{K}[i]\right\}$ in (3.14), $\boldsymbol{H}[i]=\mathcal{M}^{\prime} \mathcal{U}[j] \boldsymbol{U}[j]$ in (4.14) and $\mathcal{D}[i]=\mathcal{M U}[i] \boldsymbol{\Sigma}_{\boldsymbol{w}} \mathcal{U}^{\top}[i] \mathcal{M}^{\top}$ in (4.19). The recursive expression of $\mathcal{P}[i]$ in (5.23) was obtained in Appendix B, Equation (B.4). To obtain the recursive expression of $Z[i]$ in (5.24), we use the definitions $\mathcal{Z}[i]=\mathcal{L}[i] \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}} \mathcal{L}^{\top}[i]$ and $\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}=\boldsymbol{I}_{i+1} \otimes \boldsymbol{\Sigma}_{\boldsymbol{w}}$. Thus, we have

$$
\begin{aligned}
\mathcal{Z}[i] & =\left[\begin{array}{ll}
\mathcal{A M M}[i] & \mathcal{A} y[i] \mathcal{L}[i-1]
\end{array}\right]\left[\begin{array}{cc}
\boldsymbol{\Sigma}_{\boldsymbol{w}} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i-1}}
\end{array}\right]\left[\begin{array}{c}
(\mathcal{A M \mathcal { M } U}[i])^{\top} \\
(\mathcal{A} \mathcal{A}[i] \mathcal{L}[i-1])^{\top}
\end{array}\right] \\
& =\mathcal{A M \mathcal { M } [ i ] \boldsymbol { \Sigma } _ { \boldsymbol { w } } \mathcal { U } ^ { \top } [ i ] \mathcal { M } ^ { \top } \mathcal { A } ^ { \top } + \mathcal { A } y [ i ] \mathcal { L } [ i - 1 ] \boldsymbol { \Sigma } _ { \boldsymbol { v } _ { 0 : i - 1 } } \mathcal { L } ^ { \top } [ i - 1 ] \mathcal { y } ^ { \top } [ i ] \mathcal { A } ^ { \top }} \\
& =\mathcal{A}\left(\mathcal{D}[i]+y[i] \mathcal{Z}[i-1] \mathcal{y}^{\top}[i]\right) \mathcal{A}^{\top} .
\end{aligned}
$$

Next, we estimate the local probabilities of error $\xi_{k}[i]$ by performing a Monte Carlo simulation with $L$ realizations ${ }^{4}$ by which we generate samples of a pseudo-random vector whose $N$ entries represent the $N$ local statistics $t^{\prime \prime}[i], 1 \leq n \leq N$, at node $k$. Supposing $H_{n}$ true, this pseudo-random vector has a distribution given as

$$
\begin{equation*}
\boldsymbol{t}_{k}^{\prime \prime}[i] \mid H_{n} \sim \mathcal{N}\left(\widehat{\boldsymbol{Q}}^{\top} \boldsymbol{P}_{k}[i]\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right), \widehat{\boldsymbol{Q}}^{\top} \boldsymbol{S}_{k}[i] \widehat{\boldsymbol{Q}}\right), \tag{5.25}
\end{equation*}
$$

where we define $\widehat{\boldsymbol{Q}}=\left[\begin{array}{lll}\boldsymbol{q}_{1} & \ldots & \boldsymbol{q}_{N}\end{array}\right]$, where the $\boldsymbol{q}_{n}$ were define in Equation (5.9). To verify that the distribution of $t_{k}^{\prime \prime}[i]$ is correct, we start noting that, from (3.28) and (5.10), we have

$$
\begin{aligned}
\mathrm{E}\left(t_{m, k}^{\prime \prime}[i] \mid H_{n}\right) & =\boldsymbol{q}_{m}^{\top} \boldsymbol{P}_{k}[i]\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right), \\
\operatorname{Var}\left(t_{m, k}^{\prime \prime}[i]\right) & =\boldsymbol{q}_{m}^{\top} \boldsymbol{S}_{k}[i] \boldsymbol{q}_{m}, \\
\operatorname{Cov}\left(t_{m, k}^{\prime \prime}[i], t_{\nu, k}^{\prime \prime}[i]\right) & =\boldsymbol{q}_{m}^{\top} \boldsymbol{S}_{k}[i] \boldsymbol{q}_{\nu} .
\end{aligned}
$$

Define $\boldsymbol{t}_{k}^{\prime \prime}[i]=\operatorname{col}\left\{t_{1, k}^{\prime \prime}[i], \ldots, t_{N, k}^{\prime \prime}[i]\right\}$. Therefore, we have

$$
\begin{aligned}
\mathrm{E}\left(\boldsymbol{t}_{k}^{\prime}[i] \mid H_{n}\right) & =\widehat{\boldsymbol{Q}}^{\top} \boldsymbol{P}_{k}[i]\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right), \\
\operatorname{Cov}\left(\boldsymbol{t}_{k}[i]\right) & =\widehat{\boldsymbol{Q}}^{\top} \boldsymbol{S}_{k}[i] \widehat{\boldsymbol{Q}},
\end{aligned}
$$

[^10]which are, as a matter of course, the expected value and variance of ${\underset{\sim}{k}}_{\prime \prime}[i]$ in (5.25).
With the samples of ${\underset{\sim}{k}}_{\prime \prime}[i]$ in each Monte Carlo trial, we can simulate the hypothesis tests at each node, and then estimate the local probabilities of error $\xi_{k}[i]$ from the relative frequency of incorrect detection in the total number of trials. We then compare, for each iteration $i$, the maximum of the $K$ probabilities $\xi_{k}[i]$ with the desirable maximum probability of error $\varepsilon$, and repeat the process if that maximum is greater than $\varepsilon$. This process can end, for example, when $\max \left\{\xi_{1}[i], \ldots, \xi_{K}[i]\right\}<\varepsilon$ for the first time, ${ }^{5}$ and the total number of iterations until will be the estimate of the stopping time. The Algorithm 1 below shows in pseudo-code the process just described.

```
Algorithm 1 - Off-line estimation of the stopping time.
    Inputs: \(\mu_{k}, \sigma_{v_{k}}^{2}, \boldsymbol{u}_{k}[i],\left\{\mathbb{P}\left(H_{n}\right)\right\}_{n=1}^{N}, \boldsymbol{\theta}_{n}, \widehat{\boldsymbol{Q}}, \boldsymbol{b}, \boldsymbol{\Sigma}_{\boldsymbol{w}}, \mathcal{A}, \varepsilon, i_{\max }, L\).
    Initialize \(i=0, i_{\text {stop }}=0\), all matrices and vectors with zero entries.
    while \(i<i_{\text {max }}\) do
        \(\boldsymbol{H}_{k} \leftarrow \mu_{k} \boldsymbol{u}_{k}[i] \boldsymbol{u}_{k}^{\top}[i]\) for \(k=1, \ldots, K\).
        \(\boldsymbol{Y}_{k} \leftarrow \boldsymbol{I}_{D}-\boldsymbol{H}_{k}\) for \(k=1, \ldots, K\).
        \(\boldsymbol{D}_{k} \leftarrow \mu_{k} \sigma_{v_{k}}^{2} \boldsymbol{H}_{k}\) for \(k=1, \ldots, K\).
        \(\boldsymbol{H} \leftarrow \operatorname{col}\left\{\boldsymbol{H}_{1}, \ldots, \boldsymbol{H}_{K}\right\}, y \leftarrow \operatorname{diag}\left\{\boldsymbol{Y}_{1}, \ldots, \boldsymbol{Y}_{K}\right\}, \mathcal{D} \leftarrow \operatorname{diag}\left\{\boldsymbol{D}_{1}, \ldots, \boldsymbol{D}_{K}\right\}\).
        \(\mathcal{P} \leftarrow \mathcal{A}(\boldsymbol{H}+y \mathcal{P})\).
        \(z \leftarrow \mathcal{A}(y z y+\mathcal{D}) \mathcal{A}^{\top} . \quad\) (5.24)
        \(\mathcal{S} \leftarrow \mathcal{P} \boldsymbol{\Sigma}_{\boldsymbol{w}} \mathcal{P}^{\top}+\mathcal{Z}\).
        \(\boldsymbol{\alpha}_{n, k} \leftarrow \boldsymbol{P}_{k}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)\) for \(k=1, \ldots, K ; n=1, \ldots, N\)
        \(\xi_{k} \leftarrow \operatorname{MC}\left(\widehat{\boldsymbol{Q}}, \boldsymbol{S}_{k},\left\{\boldsymbol{\alpha}_{n, k}\right\}_{n=1}^{N},\left\{\mathbb{P}\left(H_{n}\right)\right\}_{n=1}^{N}, L\right)\) for \(k=1, \ldots, K\)
        if \(\max \left\{\xi_{1}, \ldots, \xi_{K}\right\}<\varepsilon\) then
            \(i_{\text {stop }} \leftarrow i\)
            break
        end if
        \(i \leftarrow i+1\)
    end while
    \(I_{\text {stop }} \leftarrow \mathrm{i}\)
```

It is important to highlight that the desired maximum probability of error $\varepsilon$ cannot be, evidently, smaller than the lower bound of the probability of error of a certain network setting; an appropriate description of how this lower bound can be estimated is given in Appendix E.

### 5.3.2 Tracking changes in the state of nature

As discussed in Chapter 1, this thesis does not cover the problem of detecting, as quickly as possible, a transition between states. However, it was mentioned that a simple periodic reset strategy could enable the tracking of this changes in state adequately for the purposes of this

[^11]work. Conveniently, with the estimate $I_{\text {stop }}$, we can devise an strategy that allows the algorithm to track eventual changes on the state of the environment. The proposed detector, as showed, has better performance as the step size $\mu$ is smaller; therefore, we would naturally favor slower adaptation. However, if a change occurs during the process of diffusion, higher values of the step size would be needed to quickly respond to such a change. Instead of falling back to the trade-off we discussed in the Chapter 1, we can reset the algorithm periodically, whenever it reaches the number $I_{\text {stop }}$ of iterations. This guarantees that any change in state is correctly tracked as the algorithm resets and we can keep the step size as small as we desire. ${ }^{6}$ A scenario with a change in state during the operation of the proposed detector is simulated and the results are presented in Chapter 6, Figure 13. Algorithm 2 below encapsulates all we have been discussing so far.

```
Algorithm 2 - Low-complexity dLMS detection algorithm with stopping time and resetting.
    Inputs: \(\mu_{k}, d_{k}[i], \boldsymbol{u}_{k}[i], \gamma_{m n}, \boldsymbol{\theta}_{n}, \boldsymbol{b}, \boldsymbol{\Sigma}_{\boldsymbol{w}}, \boldsymbol{A}, \boldsymbol{q}_{n}(5.9), I_{\text {stop }}\)
    For each sensor node \(k=1, \ldots, K\) do:
    while TRUE do
        \(i \leftarrow 0, \hat{\boldsymbol{w}}_{k} \leftarrow \boldsymbol{b}\) (see Section 5.2)
        while \(i<I_{\text {stop }}\) do
            \(\hat{\boldsymbol{w}}_{k} \leftarrow \operatorname{dLMS}\left(\hat{\boldsymbol{w}}_{k}, \mu_{k}, d_{k}[i], \boldsymbol{u}_{k}[i], \boldsymbol{A}\right)\)
            \(t_{k, n}^{\prime \prime} \leftarrow\left(\hat{\boldsymbol{w}}_{k}-\boldsymbol{b}\right)^{\top} \boldsymbol{q}_{n}\) for \(n=1, \ldots, N \quad\) (5.10)
            Decide \(H_{n}\) such that \(t_{k, n}^{\prime \prime}>t_{k, m}^{\prime \prime}+(i+1) \mu \gamma_{m n} \forall m, n\)
        end while
    end while
```
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## 6 SIMULATIONS

In this chapter, we see the simulated performance of the low-complexity detector of Chapter 5 (called "LCD" for short in this chapter), comparing it with the theoretical detector from Chapter 3 (called "HCD" for "high-complexity detector") and with the optimal detector under the same conditions. The performances are tested under the worst-case connectivity (an open ring) to show the real potential of the proposed detector. Additional simulations are also presented, such as the effect of the number of Monte Carlo trials on the bias of the maximum probability of error, and a sudden change of state and the application of the resetting strategy, discussed in Subsection 5.3.2. We also see simulations showing the effect of varying the initial estimate and a discussion about an alternative choice to the one recommended in Proposition 13 that can improve the detection performance. Finally, the chapter concludes with simulations showing the effect of the conditioning number of the covariance matrix of the state vector $\boldsymbol{w}$.

### 6.1 Simulation 1: network with 10 nodes


(a)

(b)

Figure 6 - Topology and network parameters used in Simulation 1.
Note: (a) Open ring topology. (b) Values of network parameters for each node.

In order to illustrate the results in this thesis, first a distributed detector is simulated in a network composed of $K=10$ nodes, connected in a form of a open ring (see Figure 6a); i.e., the least connected topology possible, chosen as such to simulate a worst case scenario. Each node must decide among $N=6$ hypotheses about the environment state; thus, we have the following
possibilities for the vector mean $\theta_{n} \in \mathbb{R}^{5}$, arranged column-wise:

$$
\begin{gathered}
{\left[\begin{array}{lrllll}
\boldsymbol{\theta}_{1} & \boldsymbol{\theta}_{2} & \boldsymbol{\theta}_{3} & \boldsymbol{\theta}_{4} & \boldsymbol{\theta}_{5} & \boldsymbol{\theta}_{6}
\end{array}\right]=} \\
{\left[\begin{array}{rrrrrrr}
0.16317 & 1.22914 & 0.95917 & 0.76734 & -0.33855 & 0.45338 \\
0.62918 & -0.36314 & -0.20530 & 0.54310 & 1.84345 & 2.31907 \\
1.31436 & 0.95557 & 2.05600 & 1.25648 & 1.04744 & 0.90886 \\
0.31290 & 0.68000 & 0.43832 & 0.95900 & 0.58317 & -0.29710 \\
0.27186 & 1.73930 & 1.73293 & 1.58458 & 0.95732 & 1.05079
\end{array}\right] .}
\end{gathered}
$$

To obtain a positive definite covariance matrix $\boldsymbol{\Sigma}_{\boldsymbol{w}}$, we generated a matrix $\boldsymbol{M}$ whose elements were each randomly selected form a normal random variable in the interval with zero mean and standard deviation 1, and calculated as

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\boldsymbol{w}}=\sigma_{\boldsymbol{w}}^{2}\left(\boldsymbol{M} \boldsymbol{M}^{\top}+D \boldsymbol{I}_{D}\right), \boldsymbol{M} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{I}_{D}\right) \tag{6.1}
\end{equation*}
$$

where $\sigma_{\boldsymbol{w}}^{2}=10^{-2}$ is a constant. The term $D \boldsymbol{I}_{D}$ guarantees a covariance matrix with a low conditioning number (we discuss this issue further in Section 6.4). The following prior probabilities were also randomly selected, using a uniform distribution in the interval $[0,1]$ and appropriately normalized to sum to one:

$$
\begin{aligned}
& \left\{\mathbb{P}\left(H_{1}\right) \quad \mathbb{P}\left(H_{2}\right) \quad \mathbb{P}\left(H_{3}\right) \quad \mathbb{P}\left(H_{4}\right) \quad \mathbb{P}\left(H_{5}\right) \quad \mathbb{P}\left(H_{6}\right)\right\}= \\
& \left\{\begin{array}{lllllll}
0.04753 & 0.18643 & 0.24122 & 0.26087 & 0.03105 & 0.23289
\end{array}\right\} .
\end{aligned}
$$

To obtain regressors $\boldsymbol{u}_{k}[i] \in \mathbb{R}^{5}$, modeled as realizations of $\underset{\sim}{\boldsymbol{u}_{k}}[i] \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{\Sigma}_{\boldsymbol{u}_{k}}\right)$ with full covariance matrices $\boldsymbol{\Sigma}_{\boldsymbol{u}_{k}}$, we generate $K=10$ signals using first order Markov processes with power $\sigma_{\boldsymbol{u}_{k}}^{2}$ and time correlation $\alpha_{k}$. The expression for the first-order auto-regressive filter, for each node $k$, is given as ${ }^{1}$

$$
H_{k}(z)=\frac{\sqrt{\sigma_{\boldsymbol{u}_{k}}^{2}\left(1-\alpha_{k}^{2}\right)}}{1-\alpha_{k} z^{-1}}
$$

The noise in the measurements was modeled as white Gaussian noise with power $\sigma_{v_{k}}^{2}$. The values of $\sigma_{\boldsymbol{u}_{k}}^{2}, \alpha_{k}$ and $\sigma_{v_{k}}^{2}$ were obtained randomly and can be seen in the graph in Figure 6b. The weights $a_{\ell k}$ in Equation (3.3) are obtained using the Metropolis rule, which is given as [103]

$$
\begin{cases}a_{\ell k}=\frac{1}{\max \left(n_{k}, n_{\ell}\right)}, & \text { if nodes } k \text { and } \ell(k \neq \ell) \text { are linked }, \\ a_{\ell k}=0, & \text { if nodes } k \text { and } \ell(k \neq \ell) \text { are not linked, } \\ a_{\ell k}=1-\sum_{m=1, m \neq k}^{K} a_{m k}, & \text { if } k=\ell,\end{cases}
$$

in which $n_{k}$ and $n_{\ell}$ are the number of connections of nodes $k$ and $\ell$. This composition results in $\boldsymbol{A}=\left(a_{\ell k}\right)$ being a double stochastic matrix, although this is not a necessary condition. The initial estimate $\boldsymbol{b}=\boldsymbol{w}[-1]$ was obtained by solving the corresponding system in Equation (5.13) with $N-1=5$ equations and $D=5$ unknowns.

[^13]

Figure $7-\log _{10}\left(\xi_{\max }[i]\right)$ for different values of the step size for Simulation 1.
Note: The figure shows the log-scaled maximum probabilities of error of the dLMS Low-Complexity Detector (LCD, thick curves), and the ideal High-Complexity Detector (HCD, thin curves). We can see the performance for three different values of $\mu: 10^{-3}, 10^{-4}$ and $10^{-5}$, and also the asymptotic performance of the optimal detector described in Equation (4.37) (green curve).

In Figure 7, we can see the $\log$ of the maximum probability of error among the $K=10$ nodes in the network for two different detectors: the Low Complexity Detector (LCD, thick curves) which is the detector we developed in Chapter 5, Equation (5.10), and what we call High Complexity Detector (HCD, thin curves), which simulates the performance of an ideal detector for the dLMS as presented in Chapter 3 and as given in Equation (5.1); i.e., it is calculated without taking any approximation. For both detectors, we estimated the probabilities of error using Monte Carlo simulations with $10^{4}$ realizations. We simulated these two detectors for 3 different values for $\mu$ :

$$
\mu \in\left\{10^{-3}, 10^{-4}, 10^{-5}\right\}
$$

As we can see from the results in Figure 7, for $\mu=10^{-3}$, the LCD (blue curve) does not show a good performance, since it has the highest probability of error of all the other possible configurations. However, as we reduce $\mu$ tenfold, the performance improves (red curve), as expected from our previous discussion about how a smaller value of $\mu$ leads to better performance, since in this way we better approximate the performance of the theoretical HCD. Nevertheless, the LCD does not reach the performance of the HCD, since the former does not attain as low probabilities of error as the latter; also, as time $i$ increases, the performance worsens: this is due to the effect of high order terms of $\mathcal{P}[i]$ and $Z[i]$ (see equations (4.13) and (4.20)). In more precise words, the value of $\mu$ does not provide a $I_{\text {sup }}$ sufficiently large for the approximations of Section 4.4 to be valid. But, for $\mu=10^{-5}$ (yellow curve), we can see that the performance of the

LCD becomes virtually the same as the HCD performance for sufficient large $i$. Therefore, as we said earlier, as we reduce the value of the step size, we extend the time period in which our approximations are valid, and simultaneously we obtain a performance that approaches that of the HCD. Note that the LCD still lags the HCD in the initial iterations $(i<\sim 150)$ as an effect of approximating matrices $\boldsymbol{Q}_{k}[i]$ and $\boldsymbol{R}_{k}[i]$ in Equation (5.8) and also $\left[\boldsymbol{A}^{i}\right]_{\ell k} \approx \boldsymbol{\pi}_{\ell}$, since both require a sufficiently large $i$ (more precisely, $i>I_{\text {inf }}$ ), as argued in sections 4.4 and 5.1. However, for $i>150$, the performance is close to the minimum probability of error possible in this network setting (green line), calculated by simulating the asymptotic performance of an optimal detector (see Appendix E). This fact confirms what we argued in Section 4.4: the HCD approximates the optimal detector given in Equation (4.37) as $\mu$ is chosen smaller, despite the fact that the network is poorly connected, which indicates the robustness of our approximations. Furthermore, since the LCD matches the HCD, and despite the small values of $\mu$, the low-complexity detector can also closely match the optimal detector.

### 6.2 Simulation 2: network with 20 nodes



Figure 8 - Values of network parameters for Simulation 2.

A new simulation was conducted using $K=20$ nodes in the open ring topology as in Simulation 1. In this new setting the value of $\sigma_{\boldsymbol{w}}^{2}$ in Equation (6.1) was changed to $1.9 \cdot 10^{-4}$, and also those of $\sigma_{v_{k}}^{2}, \sigma_{\boldsymbol{u}_{k}}^{2}$ and $\alpha_{k}$ (see Figure 8). This simulation used $10^{5}$ Monte Carlo trials to estimate the probabilities of error for both HCD and LCD, using 4 different values for $\mu$ :

$$
\mu \in\left\{10^{-3}, 3 \cdot 10^{-4}, 3 \cdot 10^{-5}, 3 \cdot 10^{-6}\right\}
$$

Also, it includes the performance of the optimal detector for each $i$-details of how it can be estimated can be seen in Appendix E. This time, we have the following $N=6$ possibilities for
the vector mean $\boldsymbol{\theta}_{n} \in \mathbb{R}^{5}$, arranged column-wise:
$\left[\begin{array}{llllll}\boldsymbol{\theta}_{1} & \boldsymbol{\theta}_{2} & \boldsymbol{\theta}_{3} & \boldsymbol{\theta}_{4} & \boldsymbol{\theta}_{5} & \boldsymbol{\theta}_{6}\end{array}\right]=$

$$
\left[\begin{array}{rrrrrr}
0.41025 & 0.38319 & 0.91008 & 0.51673 & 0.55084 & 0.57463 \\
1.09786 & 0.90515 & 1.13891 & 1.17009 & 1.22394 & 1.16104 \\
0.30546 & 0.26871 & 0.45478 & 0.63032 & 0.32843 & 0.04282 \\
-0.07999 & 0.06362 & -0.43254 & -0.15304 & 0.14816 & 0.28056 \\
0.09365 & 0.13203 & -0.27248 & -0.28267 & -0.46275 & -0.51267
\end{array}\right] .
$$



Figure $9-\log _{10}\left(\xi_{\max }[i]\right)$ for different values of the step size for Simulation 2.
Note: The figure shows the log-scaled maximum probabilities of error of LCD (thick curves) and HCD (thin dashed curves) in a 20 -nodes open ring topology for $\mu \in\left\{10^{-3}, 3 \cdot 10^{-4}, 3 \cdot 10^{-5}, 3 \cdot 10^{-6}\right\}$, and also the performance of the optimal detector described in Equation (4.37) (purple curve).

As we examine the curves in Figure 9, we observe that the HCD and the LCD exhibit similar behavior in terms of the maximum probability of error. Some noteworthy observations can be made from these results. Firstly, for relatively large values of $\mu$, the HCD reaches a certain level of probability of error and seems stationary. This happens because large values of $\mu$ allow the dLMS filters to reach the steady state in estimation. As we discussed earlier, the HCD approximates the optimal performance when kept in a transient state by means of small values of $\mu$. This phenomenon was not apparent in Simulation 1 due the relatively high value of $\sigma_{\boldsymbol{w}}^{2}$, since it sets the general level of "uncertainty" about the state vector $\boldsymbol{w}$ (see Equation (6.1)). As shown in Appendix E, the asymptotic probability of the optimal detector significantly depends on
$\boldsymbol{\Sigma}_{\boldsymbol{w}}$, and larger entries in $\boldsymbol{\Sigma}_{\boldsymbol{w}}$ lead to worse asymptotic performance due to a more challenging discrimination among the possible $\boldsymbol{w}$. This implies that as $\sigma_{\boldsymbol{w}}^{2}$ increases, the asymptotic error probability also increases, and if this lower bound is sufficiently high, we may not observe the steady state effect of the dLMS estimator on the HCD probability of error. However, the use of substantially smaller $\sigma_{\boldsymbol{w}}^{2}$ in this simulation allowed us to observe this phenomenon and also note that the steady-state probability of error becomes smaller with smaller values of $\mu$.

Additionally, comparing with the results in Figure 7, the maximum probabilities of error in Figure 9 appear to reach a state where the difference with respect to the optimal performance is notably larger. Two reasons contribute to this observation. Firstly, the open ring topology poses challenges in the dissemination of information among nodes as the number of sensors increases. Recall that a condition for the HCD to approximate the optimal performance is that the network is not significantly different from a totally connected topology after several iterations of the dLMS. However, in an open ring topology, a node with the worst performance among all receives less information from other nodes, which could improve its decision quality. Consequently, the maximum probability of error tends to increase in this scenario. However, Figure 10 reveals that the average probability of error

$$
\bar{\xi}[i]=\frac{1}{K} \sum_{k=1}^{K} \xi_{k}[i]
$$

is not significantly different from the optimal detector, suggesting that, on average, the open ring can still be approximated as a totally connected network.

Another factor contributing to the greater difference between the maximum probability of error and the optimal performance for larger open rings is the bias introduced by the finite number of Monte Carlo trials. As the number of nodes increases, the likelihood of a node performing exceptionally poorly in the trials increases. Consequently, when selecting the maxima for each iteration, these extreme performances contribute to the increased discrepancy. To validate this observation, we repeated Simulation 2 for the LCD with $\mu=3 \cdot 10^{-6}$ using $L=10^{6}$ realizations of Monte Carlo trials, a tenfold increase in the number of realizations. As shown in Figure 11, the performance appears to improve for lower probabilities with more realizations. On the other hand, Figure 12, comparing the mean probability of error for the same simulations, demonstrates that the performance does not change significantly in the same region of lower probabilities. This leads us to conclude that the bias incurred by the number of Monte Carlo trials impacts the maximum probabilities more significantly than the mean probabilities.

Finally, to demonstrate the effectiveness of the reset strategy discussed in Section 5.3, a change in the active hypotheses (state of nature) was insert during the simulation at iteration $i=200$. Figure 13 displays the performance curves of the LCD, showing a significant impact on the performance of the detector after the change, with the maximum probability of error remaining high as time progresses. On the other hand, by applying the reset strategy at a specific point (in the simulation, at $i=I_{\text {stop }}=250$ ), the performance of the detector behaves similarly as the initial iterations, exhibiting the characteristic decay in the maximum probability of error and


Figure $10-\log _{10}(\bar{\xi}[i])$ for different values of the step size for Simulation 2.
Note: The figure shows the log-scaled average probabilities of error of LCD (thick curves) and HCD (thin dashed curves) in a 20 -nodes open ring topology for $\mu \in\left\{10^{-3}, 3 \cdot 10^{-4}, 3 \cdot 10^{-5}, 3 \cdot 10^{-6}\right\}$, and also the performance of the optimal detector described in Equation (4.37) (purple curve).


Figure $11-\log _{10}\left(\xi_{\max }[i]\right)$ varying the number of Monte Carlo trials.
Note: The figure shows the log-scaled maximum probabilities of error of LCD (thick curves) for $\left.\mu=3 \cdot 10^{-6}\right\}$ for $10^{5}$ and $10^{6}$ realizations of Monte Carlo trials to estimate the probabilities, and also the performance of the optimal detector described in Equation (4.37) (purple curve).


Figure $12-\log _{10}(\bar{\xi}[i])$ varying the number of Monte Carlo trials.
Note: The figure shows the log-scaled average probabilities of error of LCD (thick curves) for $\left.\mu=3 \cdot 10^{-6}\right\}$ for $10^{5}$ and $10^{6}$ realizations of Monte Carlo trials to estimate the probabilities, and also the performance of the optimal detector described in Equation (4.37) (purple curve).
regaining the previous level of performance. Therefore, this indicates that a simple reset strategy for the detection algorithm can effectively track eventual changes in the state of nature.


Figure $13-\log _{10}\left(\xi_{\max }[i]\right)$ when resetting the detector after a change in the state of nature
Note: The figure shows the log-scaled maximum probabilities of error of LCD, showing the performance when the detection algorithm is reset $\left(i=I_{\text {stop }}=250\right)$ after a change in the state of nature at $i=200$ and when there is no reset.

### 6.3 Simulation 3: varying the initial estimate $b$

As we discussed in Section 5.2, when the dimension $D$ of the state vector $\boldsymbol{w}_{n}$ and the number of hypotheses $N$ are such that $N-1<D$, there can be infinite choices for the initial estimate $\boldsymbol{b}$ that solves the linear system in Equation (5.13). As stated in Proposition 13, a reasonable choice for $\boldsymbol{b}$ is

$$
\begin{gather*}
\boldsymbol{b}^{*}=\underset{\boldsymbol{b}}{\arg \min }\|\boldsymbol{b}\|_{2} \\
\text { subject to: }\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)=\left(\boldsymbol{\theta}_{m}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{m}-\boldsymbol{b}\right), \forall m \neq n . \tag{6.2}
\end{gather*}
$$

To show the effect of choosing different values of $\boldsymbol{b}$ with different norms, the same open ring network with $K=20$ nodes and the same network parameters given in Figure 8 was simulated, with $N=D=6$ and the following values of the parameters:

$$
\begin{gathered}
{\left[\begin{array}{llllll}
\boldsymbol{\theta}_{1} & \boldsymbol{\theta}_{2} & \boldsymbol{\theta}_{3} & \boldsymbol{\theta}_{4} & \boldsymbol{\theta}_{5} & \boldsymbol{\theta}_{6}
\end{array}\right]=} \\
{\left[\begin{array}{rrrrrrr}
-0.11949 & 0.11899 & -0.06096 & -0.08742 & 0.08657 & -0.47078 \\
-0.50881 & -0.04039 & -0.13411 & 0.15146 & -0.53324 & -0.29274 \\
0.80704 & 0.95676 & 0.73766 & 0.64996 & 1.11694 & 1.14088 \\
0.37673 & 0.16697 & 0.33704 & 0.34582 & 0.53080 & 0.53003 \\
0.82207 & 0.62328 & 0.57793 & 0.78833 & 0.36003 & 0.89798 \\
0.90127 & 0.42503 & 0.89978 & 0.27165 & 0.59004 & 0.24073
\end{array}\right] .}
\end{gathered}
$$

The step size $\mu$ was set at $3 \cdot 10^{-6}$; all the other parameter settings were kept as presented in Section 6.2. The initial estimate $\boldsymbol{b}$ was chosen as follows:

$$
\boldsymbol{b}=\boldsymbol{b}^{*}+\alpha \boldsymbol{n} \text { such that }\left[\begin{array}{c}
\left(\boldsymbol{\theta}_{1}-\boldsymbol{\theta}_{n}\right)^{\top}  \tag{6.3}\\
\vdots \\
\left(\boldsymbol{\theta}_{N}-\boldsymbol{\theta}_{n}\right)^{\top}
\end{array}\right] \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \boldsymbol{n}=\mathbf{0}, \alpha \in \mathbb{R} .
$$

in other words, $\boldsymbol{n}$ is in the null space (kernel) of linear system in Equation (5.13), whose basis is given as

$$
\left\{n \left\lvert\, n=\left[\begin{array}{llllll}
-0.38005 & 0.32875 & 0.28043 & 0.64025 & -0.46097 & 0.21547
\end{array}\right]^{\top}\right.\right\}
$$

(note that the null space has dimension 1 since $N=D$ ). And the initial estimate with least norm is

$$
\boldsymbol{b}^{*}=\left[\begin{array}{llllll}
-0.61067 & -0.36597 & 0.74963 & 0.09063 & 0.27763 & 0.33521
\end{array}\right]^{\top} .
$$

We can see in Figure 14 the different detection performances of the LCD in terms of the maximum probability of error in the network for $\alpha \in\{-1,-0.2,-0.1,0,0.1,1\}$. The corresponding resulting norms of $\boldsymbol{b}^{*}+\alpha \boldsymbol{n}$ are

$$
\{1.50548,1.14301,1.12981,1.12537,1.12981,1.50548\}
$$



Figure $14-\log _{10}\left(\xi_{\max }[i]\right)$ for different initial estimates for Simulation 3.
Note: The figure shows the log-scaled maximum probabilities of error of LCD in a 20 -nodes open ring topology for $\mu=3 \cdot 10^{-6}$, using different values for the initial estimate $\boldsymbol{b}$ as described in Equation (6.3). The performance of the HCD with $\boldsymbol{b}=\boldsymbol{b}^{*}$ was included for reference.

The performance of the HCD with $\boldsymbol{b}=\boldsymbol{b}^{*}$ was included for reference, but the reader must recall that the HCD does not have a performance that changes with the choice of $\boldsymbol{b}$.

As we examine the performance curves in Figure 15, it is evident that the worst detector performances correspond to $\boldsymbol{b}$ with larger norms (thinner gray curves), while the best performances correspond to smaller norms, consistent with our discussion in Section 5.2. However, interestingly, the best performance is not achieved by the detector with $\boldsymbol{b}=\boldsymbol{b}^{*}$ (thick green curve) having the least norm, but rather by choosing $\boldsymbol{b}=\boldsymbol{b}^{*}-0.1 \boldsymbol{n}$ (thick purple curve). This phenomenon is not surprising, as the choice of $\boldsymbol{b}$ that minimizes the maximum quadratic detection error due to approximations, as defined in Equation (5.16), may not necessarily minimize the quadratic error per se. In fact, finding the best initial value for the detection problem in this thesis remains an open matter, except for the special case when $N=2$ and $p\left(H_{1}\right)=p\left(H_{2}\right)$, as shown in Section 5.2. In this case, $\overline{\boldsymbol{\theta}}_{12}=\frac{\boldsymbol{\theta}_{1}+\boldsymbol{\theta}_{2}}{2}$ effectively minimizes the quadratic detection error due to approximations.

To explore this further, we considered the strategy of choosing an initial estimate $\boldsymbol{b}$ that minimizes the distance of $\boldsymbol{b}$ from the mean value of the expected vector means values, i.e.

$$
\overline{\boldsymbol{\theta}}=\frac{\boldsymbol{\theta}_{1}+\boldsymbol{\theta}_{2}+\cdots+\boldsymbol{\theta}_{N}}{N} .
$$

This choice was motivated by the observation that sometimes the overall detection performance


Figure $15-\log _{10}\left(\xi_{\max }[i]\right)$ for two different strategies for choosing the initial estimate
Note: The figure shows a sequence of 20 different simulations comparing the maximum probability of error of two initialization strategies: least norm Equation (6.2) and closest to the mean Equation (6.4), and varying $\sigma_{v_{k}}^{2}, \sigma_{\boldsymbol{u}_{k}}^{2}, \alpha_{k},\left\{\boldsymbol{\theta}_{n}\right\}_{n=1}^{N}$, and $\boldsymbol{\Sigma}_{\boldsymbol{w}}$ each time, keeping the $K=20$ nodes in an open ring topology and all the other network settings of the simulation in Section 6.2. In each simulation, the blue curve represents the performance of the LCD for the strategy in Equation (6.2) (least norm), and the red one represents the performance for the strategy in Equation (6.4) (closest to the mean).
can be improved by selecting an initial estimate that is closer to the mean value. To formalize
this approach, we choose $\boldsymbol{b}^{*}$ as the solution to the following optimization problem:

$$
\begin{gather*}
\boldsymbol{b}^{*}=\underset{\boldsymbol{b}}{\arg \min }\|\boldsymbol{b}-\overline{\boldsymbol{\theta}}\|_{2} \\
\text { subject to: }\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{n}-\boldsymbol{b}\right)=\left(\boldsymbol{\theta}_{m}-\boldsymbol{b}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\theta}_{m}-\boldsymbol{b}\right), \forall m \neq n . \tag{6.4}
\end{gather*}
$$

To evaluate the effectiveness of this strategy, we conducted a sequence of 20 different simulations, comparing the performance in terms of the maximum probability of error, of the least norm strategy in Equation (6.2) and the closest to the mean strategy in Equation (6.4). Each simulation varied the network parameters $\sigma_{v_{k}}^{2}, \sigma_{\boldsymbol{u}_{k}}^{2}$, and $\alpha_{k}$, the vector means $\left\{\boldsymbol{\theta}_{n}\right\}_{n=1}^{N}$, and the covariance matrix $\boldsymbol{\Sigma}_{\boldsymbol{w}}$, while maintaining the $K=20$ nodes in an open ring topology and all other network settings as in Simulation 2. In each simulation result, the blue curve represents the performance of the LCD for $\boldsymbol{b}$ chosen with the least norm, and the red curve represents the performance for $\boldsymbol{b}$ chosen as the closest to the mean.

The results in Figure 15 demonstrate that there are instances where the closest to the mean strategy outperforms the least norm strategy for the initial iterations of the algorithm (results 1, $2,5,7,9,10,11,12,14,16,18$, and 20) In other instances, there is no significant difference in performance between the two strategies. This intriguing finding suggests that there may be an interplay between these two constraints on the choice of $\boldsymbol{b}$, warranting further investigation in future research.

The choice of $\boldsymbol{b}$ with the least norm was initially intuitive, as argued in Section 5.2. On the other hand, the closest to the mean strategy has an intuitive interpretation, as it forces the initial estimate to be close to the potential "answers" to the detection problem (i.e., the expected values of the current $\boldsymbol{w}_{n}$ ). This approach helps prevent any of the norms $\left\|\boldsymbol{b}-\boldsymbol{\theta}_{n}\right\|_{2}, 1 \leq n \leq N$, from being excessively large, which could otherwise amplify the detection error due to approximations. While there remains a need for further investigation, these findings provide valuable insights into the impact of different strategies for initializing the detection algorithm.

### 6.4 Simulation 4: the effect of the conditioning number of $\boldsymbol{\Sigma}_{\boldsymbol{w}}$

A high conditioning number ${ }^{2}$ of the covariance matrix $\boldsymbol{\Sigma}_{\boldsymbol{w}}$ can impact significantly the performance of the LCD. To investigate this effect, let us vary the term that controls the conditioning number in Equation (6.1); i.e., let us vary $\alpha$ in

$$
\boldsymbol{\Sigma}_{\boldsymbol{w}}=\sigma_{\boldsymbol{w}}^{2}\left(\boldsymbol{M} \boldsymbol{M}^{\top}+\alpha \boldsymbol{I}_{D}\right), \alpha \in \mathbb{R}
$$

For $\alpha=0,1, \ldots, 5$, we have the following conditioning numbers:

$$
\{4.662,2.968,2.345,2.022,1.824\} .
$$

[^14]All the other parameters were kept as used in Simulation 2, with $\mu=3 \cdot 10^{-6}$ and $\boldsymbol{b}=\boldsymbol{b}^{*}$ (least norm). As shown in Figure 16, lower values of $\alpha$ (corresponding to higher conditioning numbers) caused the performance of the LCD to deteriorate significantly. This phenomenon can be attributed to the fact that matrices with high conditioning numbers are numerically unstable, in the sense that even tiny deviations resulting from the approximations made in Chapter 5 can be greatly amplified by such matrices, leading to a worsening of performance.


Figure $16-\log _{10}\left(\xi_{\max }[i]\right)$ for different conditioning numbers of $\boldsymbol{\Sigma}_{\boldsymbol{w}}$ for Simulation 4.
Note: The figure shows a sequence of simulations to observe the effect of the conditioning number of the covariance matrix $\boldsymbol{\Sigma}_{\boldsymbol{w}}$ of the state vector. The blue curves are the maximum probability of error of the LCD, and the red ones that of the HCD. The network setting is the same as Simulation 2, with $\mu=3 \cdot 10^{-6}$ and $\boldsymbol{b}=\boldsymbol{b}^{*}$.

Although this effect may appear to impose limitations on the use of the LCD, it is essential to consider that a poorly conditioned $\boldsymbol{\Sigma}_{\boldsymbol{w}}$ indicates the presence of an eigenvalue close to zero. Consequently, there exists a subspace of $\mathbb{R}^{D}$ given by the corresponding eigenvector
where the state vector process ${\underset{\sim}{w}}_{n}$ is nearly deterministic. Therefore, it is possible to incorporate this understanding into the problem modeling and apply some form of dimension reduction to formulate the detection problem in $\mathbb{R}^{D-1}$. By removing the eigenvalue closest to zero from the original covariance matrix, the new matrix in $\mathbb{R}^{D-1}$ will have a lower conditioning number, potentially leading to improved numerical stability and overall performance.

## 7 CONCLUSION, REMARKS AND NEXT STEPS

This doctoral thesis fulfilled its main objective, which was the development of a lowcomplexity detection algorithm for wireless networks with a detailed theoretical analysis encompassing its most outstanding feature, namely a performance in terms of probability of error that better approximates an optimal detector by means of a slower learning rate of the estimation algorithm at the core of the distributed routine. A similar result for a much simpler setting was achieved during my master's degree, as mentioned in the Introduction, which served as the motivation to this doctoral thesis. Therefore, this result is also an extension to a much more general situation.

The detector's low-complexity, discussed in detail in Chapter 5, makes it suitable for distributed smart sensor networks, such as those employed in IoT networks, where low energy consumption is fundamental to its feasibility and practical use. The estimation algorithm used is the dLMS, which allows for the exploitation of its distributed nature to share information across the network, resulting in a more robust detection routine.

Alongside the steps for the formulation of a feasible and low-complexity detector (LCD), an ideal high complexity dLMS detector (HCD) that does not consider any physical limitations such as energy, time, computational power, etc., was also developed to make performance comparisons and better explain the theoretical results. The detector shows great generality by encompassing detection problems with multiple possible outcomes with any values of the prior probabilities, also considering uncertainties in the state vector which represents the different hypotheses.

The main contribution of this thesis is proving theoretically that this low-complexity detector has a performance that can be made very close to the performance of both the ideal HCD and the optimal detectors by means of smaller choices of the LMS step size, without damaging or penalizing the decay rate of the probability of error even in settings with poorly connected networks. As shown, the performance of the detector $(i)$ is independent of the particular value of the step size when it is sufficiently small and (ii) better approximates the asymptotic performance of the optimal detector during a finite time interval, which can be made as long as desired by smaller choices of the step size; therefore, by slowing the learning speed of the estimation algorithm. In other words, this thesis showed that, at least in this so unexpected a scenario, the Tortoise really beats the Hare as Aesop so aptly ventured to say in his classic fable.

As discussed, this thesis provides some interesting potential extensions for future work, mainly a further investigation on the effect of the initial estimate on the first iterations of the detection algorithm. In addition to that, other interesting extensions would be $(i)$ the expansion of the results presented here to the classic Neyman-Pearson detection formulation, (ii) the
estimation of the probability of error for a class of regressors rather than a specific observed one, (iii) strategies for scenarios where it is not possible to obtain the network statistics such as the noise powers, and possibly (iv) a formulation for non-Gaussian signals. Other possible extensions are $(v)$ the use of algorithm other than the dLMS, $(v i)$ the use of different sets of states of nature for different subsets of the network, and (vii) a study on the effect of varying the length in bits of the data.
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## Appendix

## APPENDIX A - THE COVARIANCE MATRIX OF THE dLMS

We deduce here the expressions for the covariance matrix of the diffusion-LMS estimator. By Equation (3.21) and Equation (3.22), we have that

$$
\underset{\sim}{\hat{\boldsymbol{w}}}[i]-\mathrm{E}\left(\widehat{\sim} \mathbf{\hat { \mathbf { w } }}[i] \mid H_{n}\right)=\mathcal{P}[i]\left({\underset{\sim}{\boldsymbol{w}}}_{n}-\boldsymbol{\theta}_{n}\right)+\mathcal{L}[i] \boldsymbol{v}_{0: i} .
$$

Call $\underset{\sim}{\boldsymbol{\alpha}}[i]=\underset{\sim}{\hat{\mathbf{w}}}[i]-\mathrm{E}\left(\underset{\sim}{\mathbf{w}}[i] \mid H_{n}\right)$; then, we have that

$$
\begin{aligned}
\underset{\sim}{\boldsymbol{\alpha}}[i] \boldsymbol{\alpha}_{\sim}^{\top}[i]= & \mathcal{P}[i]\left({\underset{\sim}{\boldsymbol{w}}}_{n}-\boldsymbol{\theta}_{n}\right)\left({\underset{\sim}{\boldsymbol{w}}}_{n}-\boldsymbol{\theta}_{n}\right)^{\top} \mathcal{P}^{\top}[i] \\
& +\mathcal{P}[i]\left(\boldsymbol{w}_{n}-\boldsymbol{\theta}_{n}\right) \boldsymbol{v}_{0: i}^{\top} \mathcal{L}^{\top}[i] \\
& +\mathcal{L}[i] \boldsymbol{v}_{0: i}\left({\underset{\sim}{w}}_{n}-\boldsymbol{\theta}_{n}\right)^{\top} \mathcal{P}^{\top}[i] \\
& +\mathcal{L}[i] \boldsymbol{v}_{0: i} \boldsymbol{v}_{0: i}^{\top} \mathcal{L}^{\top}[i] .
\end{aligned}
$$

Recall that matrices $\mathcal{L}[i]$ and $\mathcal{P}[i]$ are deterministic, since the regressors $\boldsymbol{u}_{k}[i]$ are also defined as such. Moreover, the state vector process ${\underset{\sim}{w}}_{n}$ and the noise $\tilde{v}_{k}[i]$ are independent for all $k$ and $i$, and $\mathrm{E}\left(() v_{k}[i]\right)=0$. Therefore, the covariance of $\hat{\sim}[i]$, given as $\mathcal{S}[i]=\mathrm{E}\left(\underset{\sim}{\boldsymbol{\alpha}}[i] \boldsymbol{\alpha}^{\top}[i]\right)$, is

$$
\mathcal{S}[i]=\mathcal{P}[i] \boldsymbol{\Sigma}_{\boldsymbol{w}} \mathcal{P}^{\top}[i]+\mathcal{L}[i] \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}} \mathcal{L}^{\top}[i]
$$

which proves Equation (3.23) by defining $Z[i]=\mathcal{L}[i] \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}} \mathcal{L}^{\top}[i]$. The first term in Equation (3.23) can be expanded as

$$
\begin{aligned}
\mathcal{P}[i] \boldsymbol{\Sigma}_{\boldsymbol{w}} \mathcal{P}^{\top}[i] & =\left[\begin{array}{c}
\boldsymbol{P}_{1}[i] \\
\vdots \\
\boldsymbol{P}_{k}[i]
\end{array}\right] \boldsymbol{\Sigma}_{\boldsymbol{w}}\left[\boldsymbol{P}_{1}^{\top}[i]\right. \\
\cdots & \left.\boldsymbol{P}_{K}^{\top}[i]\right] \\
& =\left[\begin{array}{ccc}
\boldsymbol{P}_{1}[i] \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{1}^{\top}[i] & \cdots & \boldsymbol{P}_{1}[i] \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{K}^{\top}[i] \\
\vdots & \ddots & \vdots \\
\boldsymbol{P}_{K}[i] \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{1}^{\top}[i] & \cdots & \boldsymbol{P}_{K}[i] \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{K}^{\top}[i]
\end{array}\right] .
\end{aligned}
$$

Since $\boldsymbol{Z}_{k}[i]$ is the $k$-th $M \times M$ diagonal block of matrix $\mathcal{Z}[i]$, as a consequence we have $\boldsymbol{S}_{k}[i]=\boldsymbol{P}_{k}[i] \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{k}^{\top}[i]+\boldsymbol{Z}_{k}[i]$, which is the expression presented in Equation (3.27).

Lastly, we prove that $\boldsymbol{Z}_{k}[i]=\mathrm{E}\left(\boldsymbol{z}_{k}[i] \boldsymbol{z}_{k}^{\top}[i]\right)$. Note that, from Equation (2.3) and Equation (4.8), we have

$$
\hat{\boldsymbol{w}}_{k}[i]-\mathrm{E}\left({\underset{\sim}{\boldsymbol{w}}}_{k}[i] \mid H_{n}\right)=\boldsymbol{P}_{k}[i]\left({\underset{\sim}{\boldsymbol{w}}}_{n}-\boldsymbol{\theta}_{n}\right)+\boldsymbol{z}_{k}[i],
$$

where $\boldsymbol{z}_{k}[i]=\boldsymbol{L}_{k}[i] \boldsymbol{v}_{0: i}$ just as defined in Equation (4.30). Next, call

$$
{\underset{\sim}{\boldsymbol{x}}=\hat{\boldsymbol{w}}_{k}[i]-\mathrm{E}\left(\hat{\boldsymbol{w}}_{k}[i] \mid H_{n}\right), ~, ~}_{\text {and }}
$$

and expand

$$
\begin{aligned}
{\underset{\sim}{x}}_{\boldsymbol{x}}^{\boldsymbol{x}^{\top}=} & \boldsymbol{P}_{k}[i]\left({\underset{\sim}{\boldsymbol{w}}}_{n}-\boldsymbol{\theta}_{n}\right)\left({\underset{\sim}{\boldsymbol{w}}}_{n}-\boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{P}_{k}^{\top}[i]+\boldsymbol{P}_{k}[i]\left({\underset{\sim}{\boldsymbol{w}}}_{n}-\boldsymbol{\theta}_{n}\right) \boldsymbol{z}_{k}^{\top}[i] \\
& +\boldsymbol{z}_{k}[i]\left({\underset{\sim}{w}}_{n}-\boldsymbol{\theta}_{n}\right)^{\top}+\boldsymbol{z}_{k}[i] \boldsymbol{z}_{k}^{\top}[i] .
\end{aligned}
$$

Under the same conditions assumed so far, the covariance matrix of ${\underset{\sim}{w}}_{k}[i]$ can also be expressed as $\boldsymbol{S}_{k}[i]=\mathrm{E}\left(\underset{\sim}{\boldsymbol{x}} \boldsymbol{x}^{\top}\right)$ by definition. Therefore,

$$
\boldsymbol{S}_{k}[i]=\boldsymbol{P}_{k}[i] \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{P}_{k}^{\top}[i]+\mathrm{E}\left(\boldsymbol{z}_{k}[i] \boldsymbol{z}_{k}^{\top}[i]\right)
$$

comparing with Equation (3.27), we must have $\boldsymbol{Z}_{k}[i]=\mathrm{E}\left(\boldsymbol{z}_{k}[i] \boldsymbol{z}_{k}^{\top}[i]\right)$.

## APPENDIX B - DEFINITION OF MATRIX $L_{k}[i]$

In Chapter 4 we defined the matrix $\boldsymbol{L}_{k}[i] \in \mathbb{R}^{D \times(i+1) K}$ such that $\boldsymbol{P}_{k}[i]=\boldsymbol{L}_{k}[i] \boldsymbol{U}_{0: i}$. In fact, $L_{k}[i]$ is well defined in this way if

$$
\begin{align*}
\boldsymbol{L}_{k}[0] & =\sum_{\ell \in \vartheta_{k}} a_{\ell k} \mu_{\ell} \boldsymbol{W}_{\ell}[0]  \tag{B.1}\\
\boldsymbol{L}_{k}[i] & =\sum_{\ell \in \vartheta_{k}} a_{\ell k}\left[\mu_{\ell} \boldsymbol{W}_{\ell}[i] \quad \boldsymbol{Y}_{\ell}[i] \boldsymbol{L}_{\ell}[i-1]\right], i \geq 1 \tag{B.2}
\end{align*}
$$

where we define $\boldsymbol{W}_{\ell}[i]=\left[\mathbf{0} \ldots \boldsymbol{u}_{\ell}[i] \ldots \mathbf{0}\right]$ whose $\ell$ th column is the only nonzero column. To show that the expressions in Equation (B.1) and Equation (B.2) are adequate, we need to develop a few new expressions first. From Equation (3.9) and Equation (3.16), we can rewrite $\hat{\mathbf{w}}[i]$ as

$$
\begin{aligned}
\hat{\mathbf{w}}[i] & =\mathcal{A M U U}[i] \boldsymbol{d}[i]+\mathcal{A} \mathcal{Y}[i] \mathcal{L}[i-1] \boldsymbol{d}_{0: i-1}+\mathcal{A} \mathcal{y}[i] \mathcal{F}[i-1,0] \\
& =[\mathcal{A M U}[i] \mathcal{A} y[i] \mathcal{L}[i-1]]\left[\begin{array}{c}
\boldsymbol{d}[i] \\
\boldsymbol{d}_{0: i-1}
\end{array}\right]+\mathcal{F}[i, 0]
\end{aligned}
$$

therefore, by inspection we conclude, from Equation (3.16), that $\mathcal{L}[i]$ can be written as the following recursive expression:

$$
\begin{equation*}
\mathcal{L}[i]=[\mathcal{A} \mathcal{M} \mathcal{U}[i] \quad \mathcal{A} \mathcal{Y}[i] \mathcal{L}[i-1]] . \tag{B.3}
\end{equation*}
$$

We then apply the definition $\mathcal{P}[i]=\mathcal{L}[i] \boldsymbol{U}_{0: i}$ to obtain

$$
\begin{align*}
\mathcal{P}[i] & =[\mathcal{A M M}[i] \mathcal{A} y[i] \mathcal{L}[i-1]] \boldsymbol{U}_{0: i} \\
& =\mathcal{A M \mathcal { M }}[i] \boldsymbol{U}[i]+\mathcal{A} \mathcal{y}[i] \mathcal{L}[i-1] \boldsymbol{U}_{0: i-1} \\
& =\mathcal{A}(\mathcal{M U U}[i] \boldsymbol{U}[i]+\mathcal{y}[i] \mathcal{P}[i-1]) . \tag{B.4}
\end{align*}
$$

From the definitions of $\mathcal{M}, \mathcal{U}[i]$ and $\mathcal{y}[i]$ in Equation (3.7), of $\boldsymbol{U}[i]$ in Equation (3.13), and that of $\boldsymbol{P}_{k}[i]$ in Equation (3.26), we have

$$
\mathcal{P}[i]=\mathcal{A}\left(\left[\begin{array}{c}
\mu_{1} \boldsymbol{u}_{1}[i] \boldsymbol{u}_{1}^{\top}[i] \\
\vdots \\
\mu_{K} \boldsymbol{u}_{K}[i] \boldsymbol{u}_{K}^{\top}[i]
\end{array}\right]+\left[\begin{array}{c}
\boldsymbol{Y}_{1}[i] \boldsymbol{P}_{1}[i-1] \\
\vdots \\
\boldsymbol{Y}_{K}[i] \boldsymbol{P}_{K}[i-1]
\end{array}\right]\right)
$$

Therefore, from $\mathcal{A}=\boldsymbol{A}^{\top} \otimes \boldsymbol{I}_{D}$, we have

$$
\begin{equation*}
\boldsymbol{P}_{k}[i]=\sum_{\ell=1}^{K} a_{\ell k}\left(\mu_{\ell} \boldsymbol{u}_{\ell}[i] \boldsymbol{u}_{\ell}^{\top}[i]+\boldsymbol{Y}_{\ell}[i] \boldsymbol{P}_{\ell}[i-1]\right) \tag{B.5}
\end{equation*}
$$

For $i=0$, and setting $\boldsymbol{P}_{k}[-1]=\mathbf{0} \forall k$, we have

$$
\boldsymbol{P}_{k}[0]=\sum_{\ell=1}^{K} a_{\ell k} \mu_{\ell} \boldsymbol{u}_{\ell}[0] \boldsymbol{u}_{\ell}^{\top}[0]=\sum_{\ell=1}^{K} a_{\ell k} \mu_{\ell} \boldsymbol{W}_{\ell}[0] \boldsymbol{U}[0]
$$

and since $\boldsymbol{U}[0]=\boldsymbol{U}_{0: 0}$, we have $\boldsymbol{P}_{k}[0]=\boldsymbol{L}_{k}[0] \boldsymbol{U}_{0: 0}$ if we define $\boldsymbol{L}_{k}[0]$ according to Equation (B.1), which shows that it is in fact an adequate expression for $\boldsymbol{L}_{k}[i]$ for $i=0$. For $i \geq 1$, suppose that $\boldsymbol{P}_{k}[i-1]=\boldsymbol{L}_{k}[i-1] \boldsymbol{U}_{0: i-1}$ is a true statement; thus, we can rewrite Equation (B.5) as

$$
\boldsymbol{P}_{k}[i]=\sum_{\ell=1}^{K} a_{\ell k}\left[\mu_{\ell} \boldsymbol{W}_{\ell}[i] \quad \boldsymbol{Y}_{\ell}[i] \boldsymbol{L}_{\ell}[i-1]\right]\left[\begin{array}{c}
\boldsymbol{U}[i] \\
\boldsymbol{U}_{0: i-1}
\end{array}\right]=\boldsymbol{L}_{k}[i] \boldsymbol{U}_{0: i} .
$$

Therefore, by a mathematical induction process, we can conclude that the expression in Equation (B.2) is also adequate for $\boldsymbol{L}_{k}[i]$ to be well defined.

## APPENDIX C - THE COEFFICIENTS OF $\mathcal{P}[i]$ AND $\mathcal{Z}[i]$

In Section 4.3, we were presented to the coefficients $\mathcal{B}_{\kappa}[i]$ of the polynomial expansion of $\mathcal{P}[i]$ in Equation (4.13). In order to obtain such coefficients, we evaluate at $\mu=0$

$$
\begin{equation*}
\mathcal{B}_{\kappa}[i]=\left.\frac{1}{\kappa!}\left(\frac{d^{\kappa}}{d \mu^{\kappa}} \mathcal{P}[i]\right)\right|_{\mu=0}, \kappa \geq 0 \tag{C.1}
\end{equation*}
$$

From Equation (3.10) we obtain

$$
\begin{equation*}
\frac{d}{d \mu} \mathcal{F}[i, j]=-\sum_{\iota=j}^{i} \mathcal{F}[i, \iota+1] \mathcal{A} \mathcal{H}[\iota] \mathcal{F}[\iota-1, j], \tag{C.2}
\end{equation*}
$$

where $\mathcal{H}[\iota]=\mathcal{M}^{\prime} \mathcal{U}[j] \mathcal{U}[j]$. Thus, rewriting $\mathcal{P}[i]$ in Equation (3.20) as

$$
\mathcal{P}[i]=\mu \sum_{j=0}^{i} \mathcal{F}[i, j+1] \mathcal{A} \boldsymbol{H}[j],
$$

we have, for $\kappa=1$ and $\kappa=2$, the following:

$$
\begin{aligned}
\frac{d}{d \mu} \mathcal{P}[i] & =\sum_{j=0}^{i} \mathcal{F}[i, j+1] \mathcal{A} \boldsymbol{H}[\iota]+\mu \sum_{j=0}^{i} \frac{d}{d \mu} \mathcal{F}[i, j+1] \mathcal{A} \boldsymbol{H}[\iota] \\
\frac{d^{2}}{d \mu^{2}} \mathcal{P}[i] & =2 \sum_{j=0}^{i} \frac{d}{d \mu} \mathcal{F}[i, j+1] \mathcal{A} \boldsymbol{H}[\iota]+\mu \sum_{j=0}^{i} \frac{d^{2}}{d \mu^{2}} \mathcal{F}[i, j+1] \mathcal{A} \boldsymbol{H}[\iota] .
\end{aligned}
$$

Finally, for $0 \leq \kappa \leq 2$ we evaluate $\mathcal{B}_{\kappa}[i]$ in Equation (C.1) using the following identities, which result from Equation (3.10) and Equation (C.2):

$$
\begin{aligned}
\left.\mathcal{F}[i, j+1]\right|_{\mu=0} & =\mathcal{A}^{i-j}, \\
\left.\frac{d}{d \mu} \mathcal{F}[i, j+1]\right|_{\mu=0} & =\sum_{\iota=j}^{i} \mathcal{A}^{i-\iota+1} \mathcal{H}[\iota] \mathcal{A}^{\iota-j}
\end{aligned}
$$

We evaluate the coefficients $\mathcal{C}_{\kappa}[i]$ of the polynomial expansion of $\mathcal{Z}[i]$ in Equation (4.19) in the same way. For $\kappa=0$ and $\kappa=1$, its trivial that $\mathcal{C}_{\kappa}[i]=\mathbf{0}$. Let us rewrite $Z[i]$ in Equation (4.19) as

$$
z[i]=\mu^{2} \sum_{j=0}^{i} \mathcal{F}[i, j+1] \mathcal{A}^{\top} \mathcal{D}^{\prime}[j] \mathcal{A} \mathcal{F}^{\top}[i, j+1],
$$

where $\mathcal{D}^{\prime}[j]=\mathcal{M}^{\prime} \mathcal{U}[j] \boldsymbol{\Sigma}_{\boldsymbol{w}} \mathcal{U}^{\top}[j]\left(\mathcal{M}^{\prime}\right)^{\top}$. Then we have

$$
\begin{aligned}
\frac{d^{2}}{d \mu^{2}} Z[i]= & 2 \sum_{j=0}^{i} \mathcal{F}[i, j+1] \mathcal{A}^{\top} \mathcal{D}^{\prime}[j] \mathcal{A} \mathcal{F}^{\top}[i, j+1] \\
& +2 \mu \frac{d}{d \mu}\left(\sum_{j=0}^{i} \mathcal{F}[i, j+1] \mathcal{A}^{\top} \mathcal{D}^{\prime}[j] \mathcal{A} \mathcal{F}^{\top}[i, j+1]\right) \\
& +\mu^{2} \frac{d^{2}}{d \mu^{2}}\left(\sum_{j=0}^{i} \mathcal{F}[i, j+1] \mathcal{A}^{\top} \mathcal{D}^{\prime}[j] \mathcal{A} \mathcal{F}^{\top}[i, j+1]\right) .
\end{aligned}
$$

Finally, one needs only to evaluate $\mathcal{C}_{2}[i]=\left.\frac{1}{2} \frac{d^{2}}{d \mu^{2}} z[i]\right|_{\mu=0}$.

## APPENDIX D - APPROXIMATIONS OF $\boldsymbol{P}_{k}[i]$ AND $\boldsymbol{Z}_{k}[i]$

First, let us demonstrate the approximation of $\boldsymbol{P}_{k}[i]$ in Equation (4.18). Notice that

$$
\boldsymbol{A}^{i} \otimes \boldsymbol{I}_{D}=\left[\begin{array}{cccc}
\left(\boldsymbol{A}^{i}\right)_{11} \boldsymbol{I}_{D} & \left(\boldsymbol{A}^{i}\right)_{12} \boldsymbol{I}_{D} & \cdots & \left(\boldsymbol{A}^{i}\right)_{1 K} \boldsymbol{I}_{D} \\
\left(\boldsymbol{A}^{i}\right)_{21} \boldsymbol{I}_{D} & \left(\boldsymbol{A}^{i}\right)_{22 \boldsymbol{I}_{D}} & \cdots & \left(\boldsymbol{A}^{i}\right)_{2 K} \boldsymbol{I}_{D} \\
\vdots & \vdots & \ddots & \vdots \\
\left(\boldsymbol{A}^{i}\right)_{K 1} \boldsymbol{I}_{D} & \left(\boldsymbol{A}^{i}\right)_{K 2} \boldsymbol{I}_{D} & \cdots & \left(\boldsymbol{A}^{i}\right)_{K K} \boldsymbol{I}_{D}
\end{array}\right]
$$

From Proposition 8, we have that $\mathcal{A}^{i}=\left(\boldsymbol{A}^{\top}\right)^{i} \otimes \boldsymbol{I}_{D}$. Note that

$$
\left(\boldsymbol{A}^{\top}\right)^{i}=\underbrace{\boldsymbol{A}^{\top} \cdot \boldsymbol{A}^{\top} \cdot \ldots \cdot \boldsymbol{A}^{\top}}_{i \text { times }}=(\underbrace{\boldsymbol{A} \cdot \boldsymbol{A} \cdot \ldots \cdot \boldsymbol{A}}_{i \text { times }})^{\top}=\left(\boldsymbol{A}^{i}\right)^{\top} ;
$$

thus, from the property $\left(\boldsymbol{M}_{1} \otimes \boldsymbol{M}_{2}\right)^{\top}=\boldsymbol{M}_{1}^{\top} \otimes \boldsymbol{M}_{2}^{\top}$ of the Kronecker product,

$$
\mathcal{A}^{i}=\left(\boldsymbol{A}^{\top}\right)^{i} \otimes \boldsymbol{I}_{D}=\left(\boldsymbol{A}^{i}\right)^{\top} \otimes \boldsymbol{I}_{D}=\left(\boldsymbol{A}^{i} \otimes \boldsymbol{I}_{D}\right)^{\top}=\left[\begin{array}{cccc}
\left(\boldsymbol{A}^{i}\right)_{11} \boldsymbol{I}_{D} & \left(\boldsymbol{A}^{i}\right)_{21} \boldsymbol{I}_{D} & \cdots & \left(\boldsymbol{A}^{i}\right)_{K 1} \boldsymbol{I}_{D} \\
\left(\boldsymbol{A}^{i}\right)_{12} \boldsymbol{I}_{D} & \left(\boldsymbol{A}^{i}\right)_{22} \boldsymbol{I}_{D} & \cdots & \left(\boldsymbol{A}^{i}\right)_{K 2} \boldsymbol{I}_{D} \\
\vdots & \vdots & \ddots & \vdots \\
\left(\boldsymbol{A}^{i}\right)_{1 K} \boldsymbol{I}_{D} & \left(\boldsymbol{A}^{i}\right)_{2 K} \boldsymbol{I}_{D} & \cdots & \left(\boldsymbol{A}^{i}\right)_{K K} \boldsymbol{I}_{D}
\end{array}\right] .
$$

From the definition of $\boldsymbol{H}[i]$ in Equation (4.15), we have

$$
\begin{aligned}
\boldsymbol{H}[i] & =\mathcal{M}^{\prime} \mathcal{U}[j] \boldsymbol{U}[j] \\
& =\left[\begin{array}{cccc}
\mu_{1}^{\prime} \boldsymbol{I}_{D} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mu_{2}^{\prime} \boldsymbol{I}_{D} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \mu_{K}^{\prime} \boldsymbol{I}_{D}
\end{array}\right] \cdot\left[\begin{array}{cccc}
\boldsymbol{u}_{1}[i] & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \boldsymbol{u}_{2}[i] & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \boldsymbol{u}_{K}[i]
\end{array}\right] \cdot\left[\begin{array}{c}
\boldsymbol{u}_{1}^{\top}[i] \\
\boldsymbol{u}_{2}^{\top}[i] \\
\vdots \\
\boldsymbol{u}_{K}^{\top}[i]
\end{array}\right] \\
& =\left[\begin{array}{c}
\mu_{1}^{\prime} \boldsymbol{u}_{1}[i] \boldsymbol{u}_{1}^{\top}[i] \\
\mu_{2}^{\prime} \boldsymbol{u}_{2}[i] \boldsymbol{u}_{2}^{\top}[i] \\
\vdots \\
\mu_{K}^{\prime} \boldsymbol{u}_{K}[i] \boldsymbol{u}_{K}^{\top}[i]
\end{array}\right]
\end{aligned}
$$

Thus, from the approximation of $\mathcal{P}[i]$ in Equation (4.16), we have

$$
\begin{aligned}
\frac{\mathcal{P}[i]}{\mu} & \approx \sum_{j=0}^{i} \mathcal{A}^{i-j+1} \boldsymbol{H}[i] \mathcal{A}^{i-j+1} \boldsymbol{H}[i] \\
& =\sum_{j=0}^{i}\left(\left(\boldsymbol{A}^{\top}\right)^{i-1+1} \otimes \boldsymbol{I}_{D}\right) \boldsymbol{H}[i] \\
& =\sum_{j=0}^{i}\left[\begin{array}{cccc}
\left(\boldsymbol{A}^{i-j+1}\right)_{11} \boldsymbol{I}_{D} & \left(\boldsymbol{A}^{i-j+1}\right)_{21} \boldsymbol{I}_{D} & \cdots & \left(\boldsymbol{A}^{i-j+1}\right)_{K 1} \boldsymbol{I}_{D} \\
\left(\boldsymbol{A}^{i-j+1}\right)_{12} \boldsymbol{I}_{D} & \left(\boldsymbol{A}^{i-j+1}\right)_{22} \boldsymbol{I}_{D} & \cdots & \left(\boldsymbol{A}^{i-j+1}\right)_{K 2} \boldsymbol{I}_{D} \\
\vdots & \vdots & \ddots & \vdots \\
\left(\boldsymbol{A}^{i-j+1}\right)_{1 K} \boldsymbol{I}_{D} & \left(\boldsymbol{A}^{i-j+1}\right)_{2 K} \boldsymbol{I}_{D} & \cdots & \left(\boldsymbol{A}^{i-j+1}\right)_{K K}
\end{array}\right] .\left[\begin{array}{c}
\mu_{1}^{\prime} \boldsymbol{u}_{1}[i] \boldsymbol{u}_{1}^{\top}[i] \\
\mu_{2}^{\prime} \boldsymbol{u}_{2}[i] \boldsymbol{u}_{2}^{\top}[i] \\
\vdots \\
\mu_{K}^{\prime} \boldsymbol{u}_{K}[i] \boldsymbol{u}_{K}^{\top}[i]
\end{array}\right]
\end{aligned}
$$

$$
=\sum_{j=0}^{i}\left[\begin{array}{c}
\sum_{\ell=1}^{K}\left(\boldsymbol{A}^{i-j+1}\right)_{\ell 1} \mu_{1}^{\prime} \boldsymbol{u}_{1}[i] \boldsymbol{u}_{1}^{\top}[i] \\
\sum_{\ell=1}^{K}\left(\boldsymbol{A}^{i-j+1}\right)_{\ell 2} \mu_{2}^{\prime} \boldsymbol{u}_{2}[i] \boldsymbol{u}_{2}^{\top}[i] \\
\vdots \\
\sum_{\ell=1}^{K}\left(\boldsymbol{A}^{i-j+1}\right)_{\ell K} \mu_{K}^{\prime} \boldsymbol{u}_{K}[i] \boldsymbol{u}_{K}^{\top}[i]
\end{array}\right] .
$$

Therefore, seeing $\mathcal{P}[i]$ divided into block matrices $\boldsymbol{P}_{k}[i]$ as in Equation (3.26), we have

$$
\boldsymbol{P}_{k}[i] \approx \mu \sum_{j=0}^{i} \sum_{\ell=1}^{K}\left(\boldsymbol{A}^{i-j+1}\right)_{\ell k} \mu_{\ell}^{\prime} \boldsymbol{u}_{\ell}[i] \boldsymbol{u}_{\ell}^{\top}[i]
$$

as we wanted to demonstrate.
We now demonstrate the approximation of $\boldsymbol{Z}_{k}[i]$ in Equation (4.21). From the definitions of $\mathcal{U}[i]$ in Equation (3.7), $\boldsymbol{\Sigma}_{v}$ in Equation (3.24) and $\mathcal{M}^{\prime}$ in Equation (4.12), and the fact that all these matrices are diagonal block matrices, the following product is a diagonal matrix as well:

$$
\mathcal{M}^{\prime} \mathcal{U}[j] \boldsymbol{\Sigma}_{v} \mathcal{U}^{\top}[j] \mathcal{M}^{\prime}=\left[\begin{array}{ccc}
\left(\mu_{1}^{\prime}\right)^{2} \sigma_{v_{1}}^{2} \boldsymbol{u}_{1}[i] \boldsymbol{u}_{1}^{\top}[i] & \cdots & \mathbf{0} \\
\vdots & \ddots & \vdots \\
\mathbf{0} & \cdots & \left(\mu_{K}^{\prime}\right)^{2} \sigma_{v_{K}}^{2} \boldsymbol{u}_{K}[i] \boldsymbol{u}_{K}^{\top}[i]
\end{array}\right]
$$

Hence, we have

$$
\begin{aligned}
& \frac{Z[i]}{\mu^{2}} \approx \sum_{j=0}^{i} \mathcal{A}^{i-j+1} \mathcal{M}^{\prime} \mathcal{U}[j] \boldsymbol{\Sigma}_{v} \mathcal{U}^{\top}[j] \mathcal{M}^{\prime}\left(\mathcal{A}^{\top}\right)^{i-j+1} \\
& =\sum_{j=0}^{i}\left[\begin{array}{ccc}
\left(\boldsymbol{A}^{i-j+1}\right)_{11} \boldsymbol{I}_{D} & \cdots & \left(\boldsymbol{A}^{i-j+1}\right)_{K 1} \boldsymbol{I}_{D} \\
\vdots & \ddots & \vdots \\
\left(\boldsymbol{A}^{i-j+1}\right)_{1 K} \boldsymbol{I}_{D} & \cdots & \left(\boldsymbol{A}^{i-j+1}\right)_{K K}
\end{array}\right] \\
& \cdot\left[\begin{array}{ccc}
\left(\mu_{1}^{\prime}\right)^{2} \sigma_{v_{1}}^{2} \boldsymbol{u}_{1}[i] \boldsymbol{u}_{1}^{\top}[i] & \cdots & \mathbf{0} \\
\vdots & \ddots & \vdots \\
\mathbf{0} & \cdots & \left(\mu_{K}^{\prime}\right)^{2} \sigma_{v_{K}}^{2} \boldsymbol{u}_{K}[i] \boldsymbol{u}_{K}^{\top}[i]
\end{array}\right] \\
& \cdot\left[\begin{array}{ccc}
\left(\boldsymbol{A}^{i-j+1}\right)_{11} \boldsymbol{I}_{D} & \cdots & \left(\boldsymbol{A}^{i-j+1}\right)_{1 K} \boldsymbol{I}_{D} \\
\vdots & \ddots & \vdots \\
\left(\boldsymbol{A}^{i-j+1}\right)_{K 1} \boldsymbol{I}_{D} & \cdots & \left(\boldsymbol{A}^{i-j+1}\right)_{K K}
\end{array}\right] \\
& =\sum_{j=0}^{i}\left[\begin{array}{ccc}
\left(\boldsymbol{A}^{i-j+1}\right)_{11}\left(\mu_{1}^{\prime}\right)^{2} \sigma_{v_{1}}^{2} \boldsymbol{u}_{1}[i] \boldsymbol{u}_{1}^{\top}[i] & \cdots & \left(\boldsymbol{A}^{i-j+1}\right)_{K 1}\left(\mu_{K}^{\prime}\right)^{2} \sigma_{v_{K}}^{2} \boldsymbol{u}_{K}[i] \boldsymbol{u}_{K}[i] \\
\vdots & \ddots & \vdots \\
\left(\boldsymbol{A}^{i-j+1}\right)_{1 K}\left(\mu_{1}^{\prime}\right)^{2} \sigma_{v_{1}}^{2} \boldsymbol{u}_{1}[i] \boldsymbol{u}_{1}^{\top}[i] & \cdots & \left(\boldsymbol{A}^{i-j+1}\right)_{2 K}\left(\mu_{K}^{\prime}\right)^{2} \sigma_{v_{K}}^{2} \boldsymbol{u}_{K}[i] \boldsymbol{u}_{K}^{\top}[i]
\end{array}\right] \\
& \cdot\left[\begin{array}{ccc}
\left(\boldsymbol{A}^{i-j+1}\right)_{11} \boldsymbol{I}_{D} & \cdots & \left(\boldsymbol{A}^{i-j+1}\right)_{1 K} \boldsymbol{I}_{D} \\
\vdots & \ddots & \vdots \\
\left(\boldsymbol{A}^{i-j+1}\right)_{K 1} \boldsymbol{I}_{D} & \cdots & \left(\boldsymbol{A}^{i-j+1}\right)_{K K}
\end{array}\right] \\
& =\sum_{j=0}^{i}\left[\begin{array}{ccc}
\sum_{\ell=1}^{K}\left(\boldsymbol{A}^{i-j+1}\right)_{\ell 1}^{2}\left(\mu_{\ell}^{\prime}\right)^{2} \sigma_{v_{\ell}}^{2} \boldsymbol{u}_{\ell}[i] \boldsymbol{u}_{\ell}^{\top}[i] & \cdots & \sum_{\ell=1}^{K}\left(\boldsymbol{A}^{i-j+1}\right)_{\ell 1}\left(\boldsymbol{A}^{i-j+1}\right)_{\ell K}\left(\mu_{\ell}^{\prime}\right)^{2} \sigma_{v_{\ell}}^{2} \boldsymbol{u}_{\ell}[i] \boldsymbol{u}_{\ell}^{\top}[i] \\
\sum_{\ell=1}^{K}\left(\boldsymbol{A}^{i-j+1}\right)_{\ell 1}\left(\boldsymbol{A}^{i-j+1}\right)_{\ell K}\left(\mu_{\ell}\right)^{2} \sigma_{v_{\ell}}^{2} & \boldsymbol{u}_{\ell}[i] \boldsymbol{u}_{\ell}^{\top}[i] \cdots & \vdots \\
\sum_{\ell=1}^{K}\left(\boldsymbol{A}^{i-j+1}\right)_{\ell K}^{2}\left(\mu_{\ell}^{\prime}\right)^{2} \sigma_{v_{\ell}}^{2} \boldsymbol{u}_{\ell}[i] \boldsymbol{u}_{\ell}^{\top}[i]
\end{array}\right] .
\end{aligned}
$$

Therefore,

$$
\boldsymbol{Z}_{k}[i] \approx \mu^{2} \sum_{j=0}^{i} \sum_{\ell=1}^{K}\left(\boldsymbol{A}^{i-j+1}\right)_{\ell k}^{2}\left(\mu_{\ell}^{\prime}\right)^{2} \sigma_{v_{\ell}}^{2} \boldsymbol{u}_{\ell}[i] \boldsymbol{u}_{\ell}^{\top}[i]
$$

as we wanted to demonstrate.

## APPENDIX E - PERFORMANCE OF THE OPTIMAL DETECTOR

## Performance at each time instant $i$

In order to obtain the theoretical performance of an optimal detector, we need, as usual, the expectations and the covariances of its statistics. We start by first expanding Equation (4.37) and remove the term which is the same for all $H_{n}$, and define a new test statistic given as

$$
\begin{equation*}
o_{n}^{\prime}[i]=\left(\boldsymbol{d}_{0: i}-\boldsymbol{U}_{0: i} \boldsymbol{\theta}_{n}\right)^{\top} \boldsymbol{\Sigma}_{\boldsymbol{d}_{0: i}}^{-1} \boldsymbol{U}_{0: i} \boldsymbol{\theta}_{n}-\frac{1}{2} \boldsymbol{\theta}_{n}^{\top} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i} \boldsymbol{\theta}_{n} . \tag{E.1}
\end{equation*}
$$

For simplicity, define $\boldsymbol{C}_{0: i}=\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}$. We then obtain:

$$
\begin{aligned}
\mathrm{E}\left(o_{m}^{\prime}[i] \mid H_{n}\right) & =\boldsymbol{\theta}_{m}^{\top} \boldsymbol{C}_{0: i} \boldsymbol{\theta}_{n}-\frac{1}{2} \boldsymbol{\theta}_{m}^{\top} \boldsymbol{C}_{0: i} \boldsymbol{\theta}_{m}, \\
\operatorname{Var}\left(o_{m}^{\prime}[i]\right) & =\boldsymbol{\theta}_{m}^{\top} \boldsymbol{C}_{0: i} \boldsymbol{\theta}_{m}, \\
\operatorname{Cov}\left(o_{m}^{\prime}[i], o_{\nu}^{\prime}[i]\right) & =\boldsymbol{\theta}_{m}^{\top} \boldsymbol{C}_{0: i} \boldsymbol{\theta}_{\nu} .
\end{aligned}
$$

Define $\boldsymbol{o}^{\prime}[i]=\operatorname{col}\left\{o_{1}^{\prime}[i], \ldots, o_{N}^{\prime}[i]\right\}$ and $\boldsymbol{\Theta}=\left[\boldsymbol{\theta}_{1} \ldots \boldsymbol{\theta}_{N}\right]$. Therefore, we have

$$
\begin{align*}
\mathrm{E}\left(\boldsymbol{o}^{\prime}[i] \mid H_{n}\right) & =\boldsymbol{\Theta}^{\top} \boldsymbol{C}_{0: i} \boldsymbol{\theta}_{n}-\frac{1}{2} \operatorname{col}\left\{\boldsymbol{\theta}_{1}^{\top} \boldsymbol{C}_{0: i} \boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{N}^{\top} \boldsymbol{C}_{0: i} \boldsymbol{\theta}_{N}\right\}, \\
\operatorname{Cov}\left(\boldsymbol{o}^{\prime}[i]\right) & =\boldsymbol{\Theta}^{\top} \boldsymbol{C}_{0: i} \boldsymbol{\Theta} \tag{E.2}
\end{align*}
$$

Note that the terms $\left\{\boldsymbol{\theta}_{1}^{\top} \boldsymbol{C}_{0: i} \boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{N}^{\top} \boldsymbol{C}_{0: i} \boldsymbol{\theta}_{N}\right\}$ form the main diagonal of $\operatorname{Cov}\left(() \boldsymbol{o}^{\prime}[i]\right)$, and similarly, that $\boldsymbol{\Theta}^{\top} \boldsymbol{C}_{0: i} \boldsymbol{\theta}_{n}$ is the $n$th column of $\operatorname{Cov}\left(\boldsymbol{o}^{\prime}[i]\right)$.

Next, using the matrix inversion lemma, we expand $\boldsymbol{C}_{0: i}$ to obtain

$$
\begin{aligned}
\boldsymbol{C}_{0: i} & =\boldsymbol{U}_{0: i}^{\top}\left(\boldsymbol{U}_{0: i} \boldsymbol{\Sigma}_{\boldsymbol{w}} \boldsymbol{U}_{0: i}^{\top}+\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}\right)^{-1} \boldsymbol{U}_{0: i} \\
& =\boldsymbol{U}_{0: i}^{\top}\left(\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1}-\boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\right)^{-1} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1}\right) \\
& =\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}-\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}\right)^{-1} \boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i} .
\end{aligned}
$$

Again for simplicity, let us call $\boldsymbol{D}_{0: i}=\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}$. Thereby, let us develop the last expression above as follows:

$$
\begin{aligned}
\boldsymbol{C}_{0: i}= & \boldsymbol{D}_{0: i}-\boldsymbol{D}_{0: i}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1} \boldsymbol{D}_{0: i} \\
= & \boldsymbol{D}_{0: i}-\boldsymbol{D}_{0: i}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1} \boldsymbol{D}_{0: i}-\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1} \boldsymbol{D}_{0: i} \\
& \quad+\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1} \boldsymbol{D}_{0: i} \\
= & \boldsymbol{D}_{0: i}-\underbrace{\left(\boldsymbol{D}_{0: i}+\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\right)\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1}} \boldsymbol{D}_{0: i}+\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1} \boldsymbol{D}_{0: i} \\
= & \boldsymbol{D}_{0: i}-\boldsymbol{D}_{0: i}+\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1} \boldsymbol{D}_{0: i} \\
= & \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1} \boldsymbol{D}_{0: i} .
\end{aligned}
$$

We can develop this expression even further:

$$
\begin{align*}
& \boldsymbol{C}_{0: i}= \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1} \boldsymbol{D}_{0: i}+\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \\
& \quad-\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \\
&= \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \underbrace{\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1}\left(\boldsymbol{D}_{0: i}+\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\right)}_{\boldsymbol{w}}-\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \\
&=\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}-\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \tag{E.3}
\end{align*}
$$

Thus, we have

$$
\begin{equation*}
C_{0: i}=\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}-\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1}\right) \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \tag{E.4}
\end{equation*}
$$

In the next steps, we analyze $\boldsymbol{D}_{0: i}=\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}$. We saw in Equation (4.28) that it can be rewritten as the double sum; i.e.,

$$
\boldsymbol{D}_{0: i}=\sum_{j=0}^{i} \sum_{k=1}^{K} \frac{\boldsymbol{u}_{k}[j] \boldsymbol{u}_{k}^{\top}[j]}{\sigma_{v_{k}}^{2}}
$$

which can be rewritten again as follows:

$$
\boldsymbol{D}_{0: i}=\sum_{j=0}^{i-1} \sum_{k=1}^{K} \frac{\boldsymbol{u}_{k}[j] \boldsymbol{u}_{k}^{\top}[j]}{\sigma_{v_{k}}^{2}}+\sum_{k=1}^{K} \frac{\boldsymbol{u}_{k}[i] \boldsymbol{u}_{k}^{\top}[i]}{\sigma_{v_{k}}^{2}}=\boldsymbol{D}_{0: i-1}+\sum_{k=1}^{K} \frac{\boldsymbol{u}_{k}[i] \boldsymbol{u}_{k}^{\top}[i]}{\sigma_{v_{k}}^{2}}
$$

To continue the analysis, define $\boldsymbol{M}[i]=\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1}$. Thereby, note that

$$
\begin{align*}
\boldsymbol{M}[i] & =\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i-1}+\sum_{k=1}^{K} \frac{\boldsymbol{u}_{k}[i] \boldsymbol{u}_{k}^{\top}[i]}{\sigma_{v_{k}}^{2}}\right)^{-1} \\
& =\left(\boldsymbol{M}^{-1}[i-1]+\sum_{k=1}^{K} \frac{\boldsymbol{u}_{k}[i] \boldsymbol{u}_{k}^{\top}[i]}{\sigma_{v_{k}}^{2}}\right)^{-1} \tag{E.5}
\end{align*}
$$

Thus, we have

$$
\begin{equation*}
\boldsymbol{M}^{-1}[i]=\boldsymbol{M}^{-1}[i-1]+\sum_{k=1}^{K} \frac{\boldsymbol{u}_{k}[i] \boldsymbol{u}_{k}^{\top}[i]}{\sigma_{v_{k}}^{2}} \tag{E.6}
\end{equation*}
$$

Let us also define the matrices $\boldsymbol{M}_{k}[i]$ such that

$$
\begin{equation*}
\boldsymbol{M}_{k}^{-1}[i]=\boldsymbol{M}^{-1}[i-1]+\sum_{\ell=1}^{k} \frac{\boldsymbol{u}_{\ell}[i] \boldsymbol{u}_{\ell}^{\top}[i]}{\sigma_{v_{\ell}}^{2}}, 1 \leq k \leq K \tag{E.7}
\end{equation*}
$$

Therefore, from Equation (E.5), we have

$$
\begin{aligned}
\boldsymbol{M}[i] & =\left(\boldsymbol{M}^{-1}[i-1]+\sum_{k=1}^{K} \frac{\boldsymbol{u}_{k}[i] \boldsymbol{u}_{k}^{\top}[i]}{\sigma_{v_{k}}^{2}}\right)^{-1} \\
& =\left(\boldsymbol{M}^{-1}[i-1]+\sum_{k=1}^{K-1} \frac{\boldsymbol{u}_{k}[i] \boldsymbol{u}_{k}^{\top}[i]}{\sigma_{v_{1}}^{2}}+\frac{\boldsymbol{u}_{K}[i] \boldsymbol{u}_{k}^{\top}[i]}{\sigma_{v_{K}}^{2}}\right)^{-1} \\
& =\left(\boldsymbol{M}_{K-1}^{-1}[i]+\frac{\boldsymbol{u}_{K}[i] \boldsymbol{u}_{k}^{\top}[i]}{\sigma_{v_{K}}^{2}}\right)^{-1}
\end{aligned}
$$

Using the Matrix Inversion Lemma, we obtain

$$
\begin{align*}
\boldsymbol{M}[i] & =\boldsymbol{M}_{K-1}[i]-\boldsymbol{M}_{K-1}[i] \boldsymbol{u}_{K}[i]\left(\sigma_{v_{K}}^{2}+\boldsymbol{u}_{k}^{\top}[i] \boldsymbol{M}_{K-1}[i] \boldsymbol{u}_{K}[i]\right)^{-1} \boldsymbol{u}_{k}^{\top}[i] \boldsymbol{M}_{K-1}[i] \\
& =\left(\boldsymbol{I}_{D}-\frac{\boldsymbol{M}_{K-1}[i] \boldsymbol{u}_{K}[i] \boldsymbol{u}_{k}^{\top}[i]}{\sigma_{v_{K}}^{2}+\boldsymbol{u}_{k}^{\top}[i] \boldsymbol{M}_{K-1}[i] \boldsymbol{u}_{K}[i]}\right) \boldsymbol{M}_{K-1}[i] \tag{E.8}
\end{align*}
$$

From Equation (E.7), we have for $k=K-1, K-2, \ldots, 2$ that

$$
\boldsymbol{M}_{k}[i]=\left(\boldsymbol{M}_{k-1}^{-1}[i]+\frac{\boldsymbol{u}_{k}[i] \boldsymbol{u}_{k}^{\top}[i]}{\sigma_{v_{k}}^{2}}\right)^{-1}
$$

and for $k=1$, we have

$$
\boldsymbol{M}_{1}[i]=\left(\boldsymbol{M}[i-1]+\frac{\boldsymbol{u}_{1}[i] \boldsymbol{u}_{1}^{\top}[i]}{\sigma_{v_{1}}^{2}}\right)^{-1}
$$

Thus, we can do the same process that resulted in Equation (E.8) to find each $\boldsymbol{M}_{k}[i]$, which results in

$$
\boldsymbol{M}_{k}[i]=\left(\boldsymbol{I}_{D}-\frac{\boldsymbol{M}_{k-1}[i] \boldsymbol{u}_{k}[i] \boldsymbol{u}_{k}^{\top}[i]}{\sigma_{v_{k}}^{2}+\boldsymbol{u}_{k}^{\top}[i] \boldsymbol{M}_{k-1}[i] \boldsymbol{u}_{k}[i]}\right)^{-1} \boldsymbol{M}_{k-1}[i]
$$

which is valid for $k=1, \ldots, K$ if noting, as a consequence of Equation (E.7), that we have

$$
\boldsymbol{M}^{-1}[i]=\boldsymbol{M}_{K}^{-1}[i] \Longrightarrow \boldsymbol{M}[i]=\boldsymbol{M}_{K}[i]
$$

and also by following the convention that

$$
\boldsymbol{M}_{0}[i]=\boldsymbol{M}[i-1] .
$$

Now, what remains is to find a proper initial value $\boldsymbol{M}[-1]$. From Equation (E.6), we have

$$
\boldsymbol{M}^{-1}[0]=\boldsymbol{M}^{-1}[-1]+\sum_{k=1}^{K} \frac{\boldsymbol{u}_{k}[0] \boldsymbol{u}_{k}^{\top}[0]}{\sigma_{v_{k}}^{2}} \Longrightarrow \boldsymbol{M}[0]=\left(\boldsymbol{M}^{-1}[-1]+\boldsymbol{D}_{0: 0}\right)^{-1}
$$

Therefore, comparing with the definition $\boldsymbol{M}[i]=\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1}$, we must have

$$
M^{-1}[-1]=\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1} \Longrightarrow M[-1]=\boldsymbol{\Sigma}_{\boldsymbol{w}}
$$

Returning to Equation (E.4), we can thus write

$$
\boldsymbol{C}_{0: i}=\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}-\boldsymbol{M}[i]\right) \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}
$$

and defining $\boldsymbol{\Theta}^{\prime}=\boldsymbol{\Theta} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}$ (recall that $\boldsymbol{\Theta}=\left[\begin{array}{lll}\boldsymbol{\theta}_{1} & \ldots & \boldsymbol{\theta}_{N}\end{array}\right]$ ), we can rewrite Equation (E.2) as

$$
\begin{align*}
\operatorname{Cov}\left(\boldsymbol{o}^{\prime}[i]\right) & =\left(\boldsymbol{\Theta}^{\prime}\right)^{\top}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}-\boldsymbol{M}[i]\right) \boldsymbol{\Theta}^{\prime}, \\
\mathrm{E}\left(\boldsymbol{o}^{\prime}[i] \mid H_{n}\right) & =\left(\operatorname{Cov}\left(\boldsymbol{o}^{\prime}[i]\right)\right)_{m n, 1 \leq m \leq N}-\frac{1}{2}\left(\operatorname{Cov}\left(\boldsymbol{o}^{\prime}[i]\right)\right)_{m m, 1 \leq m \leq N} \tag{E.9}
\end{align*}
$$

where $\left(\operatorname{Cov}\left(\boldsymbol{o}^{\prime}[i]\right)\right)_{m n, 1 \leq m \leq N}$ denotes the entries of the $n$th column of $\operatorname{Cov}\left(\boldsymbol{o}^{\prime}[i]\right)$, and similarly $\left(\operatorname{Cov}\left(\boldsymbol{o}^{\prime}[i]\right)\right)_{m m, 1 \leq m \leq N}$ denotes the entries of the main diagonal of $\operatorname{Cov}\left(\boldsymbol{o}^{\prime}[i]\right)$. Therefore, all we need to estimate the performance of the optimal detector at each time instant $i$ is its covariance matrix $\operatorname{Cov}\left(\boldsymbol{o}^{\prime}[i]\right)$, which can be done by numerical Monte Carlo (MC) trials with a number $L$ of realizations.

We synthesize all the last steps in Algorithm 3 below.

```
Algorithm 3 - Estimation of Optimal detector performance.
    Inputs: \(\sigma_{v_{k}}^{2}, \boldsymbol{u}_{k}[i],\left\{P\left(H_{n}\right)\right\}_{n=1}^{N}, \boldsymbol{\Theta}^{\prime}, \boldsymbol{\Sigma}_{\boldsymbol{w}}, L, i_{\max }\).
    Initialize \(i=0, \boldsymbol{M}=\boldsymbol{\Sigma}_{\boldsymbol{w}}\).
    while \(i<i_{\text {max }}\) do
        for \(k=1, \ldots, K\) do
                                    Equation (E.8)
            \(\boldsymbol{m}_{k} \leftarrow \boldsymbol{M} \boldsymbol{u}_{k}[i]\).
            \(\boldsymbol{m}_{k}^{\prime} \leftarrow \boldsymbol{m}_{k} /\left(\sigma_{v_{k}}^{2}+\boldsymbol{u}_{k}^{\top}[i] \boldsymbol{m}_{k}\right)\).
            \(\boldsymbol{M} \leftarrow\left(\boldsymbol{I}_{D}-\boldsymbol{m}_{k}^{\prime} \boldsymbol{u}_{k}^{\top}[i]\right) \boldsymbol{M}\).
        end for
        \(\operatorname{Cov}\left(\boldsymbol{o}^{\prime}\right) \leftarrow\left(\boldsymbol{\Theta}^{\prime}\right)^{\top}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}-\boldsymbol{M}\right) \boldsymbol{\Theta}^{\prime} . \quad\) Equation (E.9)
        \(\xi \leftarrow \operatorname{MC}\left(\operatorname{Cov}\left(\boldsymbol{o}^{\prime}\right),\left\{P\left(H_{n}\right)\right\}_{n=1}^{N}, L\right)\).
        \(i \leftarrow i+1\)
    end while
```


## Lower Bound of the probability of error

The minimum probability of error that is achievable by a distributed detector in a given setting is the asymptotic probability of error of the optimal detector. Therefore, in order to estimate it we need the asymptotic distribution of the optimal statistic $o_{n}[i]$, given in Equation (4.37).

In the previous section it was shown that the performance of the optimal detector depends basically on the covariance matrix of the equivalent optimal statistic $o_{n}^{\prime}[i]$, defined in Equation (E.1). From Equation (E.2), we have that $\operatorname{Cov}\left(\boldsymbol{o}^{\prime}[i]\right)=\boldsymbol{\Theta}^{\top} \boldsymbol{C}_{0: i} \boldsymbol{\Theta}$, where $\boldsymbol{\Theta}=\left[\begin{array}{lll}\boldsymbol{\theta}_{1} & \ldots & \boldsymbol{\theta}_{N}\end{array}\right]$ and $\boldsymbol{C}_{0: i}=\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}$. It was shown in Equation (E.3) that

$$
\boldsymbol{C}_{0: i}=\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}-\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1} \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}
$$

where $\boldsymbol{D}_{0: i}=\boldsymbol{U}_{0: i}^{\top} \boldsymbol{\Sigma}_{\boldsymbol{v}_{0: i}}^{-1} \boldsymbol{U}_{0: i}$, which can be written as the double sum as showed in Equation (4.28) in Chapter 5. Thereby, we can rewrite Equation (4.28) as

$$
\sum_{j=0}^{i} \sum_{k=1}^{K} \frac{\boldsymbol{u}_{k}[j] \boldsymbol{u}_{k}^{\top}[j]}{\sigma_{v_{k}}^{2}}=(i+1) \sum_{k=1}^{K} \frac{1}{\sigma_{v_{k}}^{2}} \sum_{j=0}^{i} \frac{\boldsymbol{u}_{k}[j] \boldsymbol{u}_{k}^{\top}[j]}{i+1}
$$

Since the innermost sum above converges to $\boldsymbol{\Sigma}_{\boldsymbol{u}_{k}}$ as $i$ increases, because we assume also in Chapter 5 that ${\underset{\sim}{u}}_{\boldsymbol{u}}^{k}[i] \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{\Sigma}_{\boldsymbol{u}_{k}}\right)$, the outermost sum converges to a nonsingular matrix as $i$ increases, as it is a sum of positive definite matrices. Therefore, $\boldsymbol{D}_{0: i}$ is nonsingular and its terms become larger as $i$ increases. Thus, as $i \rightarrow \infty,\left(\boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}+\boldsymbol{D}_{0: i}\right)^{-1} \rightarrow \mathbf{0}$, and consequently $\boldsymbol{C}_{0: i} \rightarrow \boldsymbol{\Sigma}_{\boldsymbol{w}}^{-1}$. Hence, we can use this result to estimate, via a Monte Carlo simulation, the asymptotic probability of error of the optimal detector.


[^0]:    1 For an example, see [78] for a application of distributed detection using the linear model in the context of a cognitive radio problem.

[^1]:    2 The step size regulates the dynamics of the learning ability of the LMS algorithm-in a general sense, a greater value of $\mu$ yields a faster convergence rate, whereas smaller values reduce the steady-state quadratic error. These two performance metrics are, in general, conflicting; thus, one should set a value of the step size that balances both metrics. However, as shown later, the proposed detector does not show this conflict between transient state and steady state, which means we do not need to set any compromise value for the step size.

[^2]:    ${ }^{3}$ Matrix $\mathcal{A}$ is defined in terms of $\boldsymbol{A}^{\top}$ instead of $\boldsymbol{A}$ to maintain a cleaner notation.
    4 As this thesis deals with fully distributed solutions for the detection problem in WSN, the collection of all estimates as defined herein only exists abstractly and for the sake of analysis only.

[^3]:    1 As other random quantities in this thesis, for each state of nature $n$ there is a different random quantity corresponding to the various realizations $t_{m, k}[i], \forall m, k$. As explained in subsection 1.4.7, in this case the dependence on a state $n$ is not denoted by an extra index in subscript, but by the conditioning symbol "|" followed by the corresponding active hypothesis $H_{n}$, as occurs in the expression of the probability of error given in Equation (4.1)

[^4]:    2 The attentive reader may question why $\mathcal{Z}[i]$ is approximated by a second order polynomial on $\mu$, whereas $\mathcal{P}[i]$ is approximated by a first order polynomial instead. This is so because $\mathcal{P}[i]$ relates the estimators $\hat{\boldsymbol{w}}_{k}[i]$ with its expected values, as we can see in Equation (3.22), whereas $z[i]$ is related to their variances by Equation (3.23).

[^5]:    3 The spectral radius of a square matrix $M \in \mathbb{R}^{D \times D}$ is the maximum of the absolute values of its eigenvalues; i.e., $\rho(\boldsymbol{M})=\max \{|\lambda|: \lambda$ is an eigenvalue of $\boldsymbol{M}\}$.

    4 By the Perron-Frobenius theorem, the vector $\boldsymbol{\pi}$ has only strictly positive entries. Therefore, the same applies to the combination matrix $\boldsymbol{A}=\boldsymbol{\pi} \mathbb{1}_{K}^{\top}$, and thus the network it describes has all nodes connected to all others.
    5 As discussed in Section 4.3, we can guarantee, in principle, that $I_{\boldsymbol{\pi}}<I_{\text {sup }}$ by choosing a sufficiently small value of $\mu$ to assure a sufficiently large $I_{\text {sup }}$.

[^6]:    ${ }_{6}$ For conformable matrices $\boldsymbol{S}, \boldsymbol{U}, \boldsymbol{Z}$ and $\boldsymbol{V}$, where $\boldsymbol{S}$ and $\boldsymbol{Z}$ are nonsingular matrices, it holds

    $$
    (\boldsymbol{S}+\boldsymbol{U} \boldsymbol{Z} \boldsymbol{V})^{-1}=\boldsymbol{S}^{-1}-\boldsymbol{S}^{-1} \boldsymbol{U}\left(\boldsymbol{Z}^{-1}+\boldsymbol{V} \boldsymbol{S}^{-1} \boldsymbol{U}\right)^{-1} \boldsymbol{V} \boldsymbol{S}^{-1}
    $$

    7 As shown in the proof of Proposition 6, for $\boldsymbol{M}$ positive definite and a vector $\boldsymbol{x}, \boldsymbol{x}^{\top} \boldsymbol{M} \boldsymbol{x}$ is a quadratic form, and for any two vectors $\boldsymbol{x}$ and $\boldsymbol{y} \in \mathbb{R}^{D}$, it holds that $\boldsymbol{x}^{\top} \boldsymbol{M} \boldsymbol{x}-\boldsymbol{y}^{\top} \boldsymbol{M} \boldsymbol{y}=(\boldsymbol{x}+\boldsymbol{y})^{\top} \boldsymbol{M}(\boldsymbol{x}-\boldsymbol{y})$.

[^7]:    1 The stationary condition is required to keep the covariance matrix $\boldsymbol{\Sigma}_{\boldsymbol{u}_{k}}$ constant during the detection routine; otherwise, it must be updated as time progresses. Also note that the stationary condition only need to be true during the duration of the detection routine: once it is finished, a new updated covariance matrix can be used if necessary, supposing that it is constant during the next detection routine.

[^8]:    2 Note that comparing $\left\{t_{n, k}^{\prime \prime}[i], t_{m, k}^{\prime \prime}[i]\right\}$ when $H_{\nu}$ is true, $\nu \neq m$ and $\nu \neq n$, does not influence the detector performance; therefore, these cases can be ignored.

[^9]:    3 In this case, the MAP detector defined in Chapter 2 reduces to what is called the Maximum Likelihood (ML) detector, which was studied in [60].

[^10]:    4 For a binary hypothesis test, one can obtain the probabilities of error directly from a standard normal table since in this case the cumulative distribution in (4.4) becomes univariate, depending only on $T_{12, k}[i]$.

[^11]:    5 The criterion to stop the algorithm can be different if we want, for example, that the maximum probability of error is consistently inferior than $\varepsilon$. For instance, we could estimate the stopping time as the iteration $i$ such that it is the first time that $\max \left\{\xi_{1}[i], \ldots, \xi_{K}[i]\right\}<\varepsilon$ uninterruptedly in a sequence of ten iterations.

[^12]:    6 To properly track the change in state, the time between two consecutive changes must be larger than $I_{\text {stop }}$ by a sufficient amount.

[^13]:    1 First-order auto-regressive models are usually used, among other applications, to model certain communication channels and to generate signals with known correlation properties in simulations of adaptive filtering algorithms [98, 102]. We used them in order to avoid overly simple uncorrelated regressors.

[^14]:    2 The conditioning number of a matrix is defined as the ratio of the largest to the smallest eigenvalue of the matrix, and provides a measure of its numerical stability.

