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ABSTRACT

The mechanics of chip segmentation is still controversial with regards to its root cause.
Whether by thermoplastic instability or damage, chip segmentation is caused by local
loss of strength of the chip in the region of primary shear. This work is mainly focused
on the discussion of the different theories and the root cause of the phenomenon both by
numerical and experimental viewpoints. Numerical experiments deal with the constitu-
tive models that describe softening and damage in finite element simulations, while the
experimental part deals with the phenomenon of chip segmentation in a brittle material
with anomalous yield behavior, namely an iron aluminide intermetallic. This work
concludes that damage mechanics dominate the phenomenon of chip segmentation, at
least in materials with limited ductility, and that thermal effects are to be used only as an
extension of the theory. In materials with considerable ductility, the numerical models
cannot predict chip segmentation without the consideration of thermal effects, where
the variables of thermal softening and softening due to damage strongly contribute to
the phenomenon.

Keywords: damage, machining, simulation
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1 INTRODUCTION

According to Merchant [1], 15% of the price of all manufactured products arising
from industrialized countries consist of machining costs. The fraction is naturally above
average in case the material is a hard to machine one, such as a nickel superalloy or a
titanium alloy. Hence, a major concern of machining is adequacy and optimization of
parameters such as speeds and feeds [2], in addition to geometry, failure mechanisms
and chemical composition of tool material [3].

The formal study of machining technology dates from 1882, and until now, there
is no unified theory that explains all the different phenomena present in the process.
Hill [4], had already proven, according to the uniqueness theory, that it is not possible
to establish a single analytical and viable solution to the metal cutting problem based
on a single shear angle. Hence, any attempt to solve the problem of the shear angle by
analytical deduction would be unfruitful. The majority of the metal cutting theories
are then phenomenological, i.e., they are based on the observation and description of
phenomena obtained by experimental methods.

The problem within a phenomenon-based model, for example the segmentation
during machining, is in the incorrect root cause attribution. As it will be discussed in
Section 1.2.4, there is a controversial debate regarding the root of the chip segmentation
phenomena. Many works affirm that segmentation is the product of thermoplastic
instability during high speed machining. Hence, the authors often develop modified
constitutive equations based on high temperature softening. However, based on this
root cause, it would be impossible to describe segmentation phenomena in low cutting
speeds. Other authors affirm that segmentation is a fracture exclusive phenomenon, or
at the very least, a mixture of both [5].

A theory can only be useful insofar as it can predict and describe the studied
phenomenon in all conditions in which it is present. For that, the development of the ma-
chining technology will be integrally approached in this work — the different theories
and constitutive models used in history to describe, predict forces, chip morphologies
and increase productivity of the process — to finally develop a solution to the apparent
contradiction between different chip segmentation theories.

1.1 MACHINING OPERATIONS

Machining is the most overarching process with regards to complexity. The
combination of different tool and work materials, dimensions and geometries create
an uncountable of possible outcomes and therefore, processing conditions [2]. Figure
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1 presents different machining operations commonly found in industrial settings for
different geometrical obtained features.

(a) (b) (c) (d)
feed

feed

feed

feed

Figure 1 – Common machining operation. (a) drilling, (b) tapping, (c) planning e (d)
threading. Source: adapted from [5]

Figure 2 illustrates the overarching of different industrial shape processing routes
with regards to complexity (measured in an arbitrary unit C) and component size (em
kg). Machining is highlighted in orange.

Figure 2 – Overarching of different industrial shape processing routes with regards to
complexity (measured in an arbitrary unit C) and component size (in kg).
Source: adapted from [6]

Despite the immense magnitude of variables, machining operations can be deri-
ved from a fundamental model: the orthogonal cutting model. This model is common to
every other conventional machining process. This model is utilized to study machining
due to the capacity to decompose forces in a single plane and thus determine chip
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formation characteristics, stresses and deformation, deriving semi-orthogonal and/or
oblique machining operations from it, such as in conventional turning or milling.
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1.2 FUNDAMENTAL MACHINING THEORY

1.2.1 Mechanics of orthogonal cutting

As previously stated, forces involved in cutting and consequent stresses, defor-
mation and shear rates applied to the material are among the major variables of interest
in the studying of machining. These are fundamentally important to define parameters
(materials, speeds and feeds) applicable to the material, and hence, its machinability.
The variables that will further be discussed are derived by the Piispanen’s deck card
model [7] that, despite its limitations, contains the fundamental features of the chip
formation mechanism and simplifies the derivation of geometrical relations between
tool and workpiece.

The model presented in Figure 3 is a transversal section of a chip produced by
orthogonal cutting. The reason for using orthogonal cutting as a standard convention
is because the forces can be decomposed in a single plane. A schematic model of
orthogonal cutting is presented in Figure 4 (a), clearly illustrating the geometrical
relations of the tool-workpiece pair and its respective resultant forces. The forces R
and R′ are the forces between the tool face and the chip and the force between the
workpiece and the chip along the shear plane, denoted in dashed lines in Figure 4 (a).
For equilibrium conditions, these must be equal, R=R′. The material moves in a velocity
V relative to the cutting edge, generating a chip with velocity VC . The tool has a rake
angle λ and cuts with a depth of cut h [5].

Figure 3 – (a) Illustration from Mallock’s original work (1882) and (b) modern etched
photomicrography of an orthogonal cutting chip section. Sources: (a) [8], (b)
[9]

The forces R e R′ are usefully decomposed in three sets of forces that can be
visually displayed in a circle with radius R, according to Merchant (1945) apud Machado
et al. [10], as presented in Figure 4 (b):
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Figure 4 – Main machining and reaction forces, R e R’ in orthogonal cutting e (b) free
body diagram of the chip, with decomposed forces and geometric relations
according to Merchant’s circle [11]. Source: Modified from [5]

(1) in the horizontal and vertical directions, FP e FQ (principal horizontal and vertical
cutting forces, respectively)

(2) across and perpendicular to the shearing plane, FZ and FNZ

(3) across and perpendicular to the tool face, FC e NC

The forces presented in item (1) are the decomposed of R, and are very useful,
since they are perpendicular to each other and hence can be measured by dynamometry.
They relate to the shear angle ϕ in order to calculate the forces acting on the shear
plane (FZ e FNZ). Similarly, with the forces presented in item (1) we can also calculate
acting forces on the interface between the tool and workpiece (FC e NC), according to
the following equations:

FZ = FP cosϕ− FQ sinϕ, (1)

FNZ = FP sinϕ+ FP cosϕ, (2)

Fc = FP sinλ+ FQ cosλ, (3)

Nc = FP cosλ− FQ sinλ. (4)
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After measuring horizontal and vertical forces (FP e FQ), the friction coefficient
acting on the rake face (µf), the normal (σNZ) and shear stresses (τZ) acting on the shear
plane can be determined, as obtained by the following equations:

σNZ =
FNZ

AC
=

(FP cosϕ− FQ sinϕ) sinϕ

b h
, (5)

τZ =
FZ

AC
=

(FP sinϕ− FQ cosϕ) sinϕ

b h
. (6)

In orthogonal cutting, shear plane area AC is related to the cutting depth (h) and
cutting width (b) through the equation 7

Ac =
b h

sinϕ
. (7)

The only remaining variable of interest to relate with FQ e FP is the friction
coefficient; this can be calculated through equation 8 (µf = tan ρ, in which ρ is the angle
between e NC as shown in Figure 4(b), also known as friction angle):

µf =
Fc

Nc
=

FQ + FP tan ρ

FP − FQ tan ρ
. (8)

Shear strain (γ) , according to Piispanen’s model, can be defined as ∆S/∆Y , as
presented in figure 5 (a) as general shear and (b) in orthogonal cutting. Hence,

γ =
∆S

∆Y
=

AD

CD
+

DB′

CD
= tan(ϕ− λ) + cotϕ, (9)

or,

γ =
cosλ

sinϕ cos(ϕ− λ)
(10)

The combination of orthogonal cutting energy consumption analysis and the
representative data obtained by Merchant [11], results on the knowledge that most of the
energy consumed (≈70%) in the cutting process is expended in plastic deformation on
the shear plane, while the fraction expended by friction between the tool and workpiece
is about 1/3 of total energy consumption [5].
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a) b)

Figure 5 – Shear strain (a) generalized and (b) in orthogonal cutting. Source: Modified
from [5]

The analytical equations presented in the previous paragraphs are derived from
the Piispanen’s deck card model (1937)* — a mere approximation of the real phenome-
non, i.e., it considers that that the all the plastic shear happens in a single perfect plane,
that the friction between tool and workpiece is purely elastic, assumes an arbitrarily
chosen shear plane, ignores the presence of built-up edges produced during cutting and
the presence of secondary shear zones. However, the approximations are important to
understand the fundamentals of orthogonal cutting: the presence of the primary shear
zone and interaction between the chip and the tool’s rake face.

It must be noted that in the majority of the previously proposed equations (1, 2,
5, 6 and 9), the ϕ angle is fundamentally important for the definition of the magnitude
of stresses and strains. For determining ϕ, the micrographic method as presented in
Figure 3 can be used. Although that is not viable for a large number of samples. Another
useful method consists in determining the cutting ratio (RC), defined as the uncut chip
thickness (h)†, as illustrated in Figure 4.

The aim of metallographic methods, theoretical models and finite element si-
mulations is the attempt to predict the ϕ angle, as it is the most important variable
in the chip formation mechanism and, hence, fundamental for the determination of
forces and stresses produced by the cutting process. The following sections will describe
the major theories and models that integrally attempt to describe the strain/strain-
rate/temperature effect in chip formation, and the difficulties associated with it.

*Originally written in finnish (Väinö Piispanen, Teknillinen Aikakauslenti 27, 1937), the article was
rewritten in english in 1948’s Journal of Applied Physics volume. Besides the mathematical descriptions
presented in the previous paragraphs, he also proposed a new theory of chip segmentation

†A vantage of using orthogonal cutting as a standard model is that the uncut chip thickness, under
these conditions, is equal to the depth of cut (h=h′)
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1.2.2 Chip formation analytical modelling

The first model that provided the geometrical and variable relations presented
in equations 1-9 are derived from the Piispanen’s [7] deck of cards model. However, as
previously stated, this model is very limited, as it confines all the deformation in a
single plane and considers the friction between the pair(tool-chip) to be fully elastic. This
model was specifically presented in Figure 5(b).

Hastings; Mathew; Oxley [12] model fixed these issues. Friction, in this case, is
not treated as purely elastic phenomena but also considered to be produced by a region
of plastic shearing between the pair; this zone was previously defined as the secondary
shear zone. The ϕ angle is product of the equilibrium between the forces normal to
the tool in the interface of the pair and the forces acting in the primary shear zone,
which itself depends on the resistance of the material, of the work done by the tool
and the stresses distributed in the region region between A and B of Figure 6 (a). The
orange zone represents the region on which the material is being plastically deformed.
In Figure 6 (b), a finite element simulation of a SAE 4340 steel chip produced by the
present author illustrates the accuracy of the model in attempting to represent both
a primary and secondary shear zone, now not only restricted to a single plane. This
model better represents the features of a real chip formation, such as the presented in
Figure 3 (b).

FP

R
ʹ

FP
FQ

NC

Figure 6 – (a) Chip formation mechanism model according to Hastings; Mathew; Ox-
ley [12], illustrating the primary and secondary shear zones and the speed
relation between chip and workpiece and (b) simulation produced by the
present author. Sources: (a) adapted from [12]. (b) Field variable results pro-
duced from a simulation by the current author

*6324 plane strain elements with approximately 5 µm characteristic length each, tool speed is 6
m s−1, depth of cut is 0.2 mm and the plasticity and damage model used was a Johnson-Cook according to
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The historical milestone achieved by Oxley’s model is the consideration of the
material properties to predict strength on the cutting conditions, these are known as to
be variable in regards to strain rate and temperature, which can, in the case of ferrous
alloys, under normal cutting speeds, reach up to 104 and 106 s−1, with temperatures up
to 150− 250 ◦C and 400− 1200 ◦C in the primary and secondary shear zone, respectively
[2].

In Oxley’s model, extrapolation of material behaviour in machining conditions,
by means of constitutive equations, are:

• Strain hardening, as approximated by a Hollomon’s parabolic law [14]*:

σ = Kh εn, (11)

where σ is the instantaneous yield strength, Kh is a material strength constant and
n is the strain hardening exponent [14].

• Temperature and strain rate, on which kchip the flow stress in the chip kchip becomes
a function of according to machining regime (mainly calculated strain and strain
rates) with a velocity modified temperature Tmod expressed in equation 12.

Tmod = T (1− ν log
ε̇

ϵ̇0
), (12)

where T is the calculated temperature, ε̇ is the calculated shear rate, ε̇0 is a reference
value, A, b, and ν are material constants fitted from experiments [17]†.

The Oxley’s model, although being a realistic model based in competition of the
forces in interfacial and primary shear zones, presents several disadvantages due to his
analytical nature:

• Considering material property usage, too little experimental methods approximate
to real obtained machining conditions: very high strain rates, deformations and

Sulaiman; Roshan; Ariffin [13]
*The effect of hardening with plastic deformation is a studied and applied phenomenon since

the bronze age, its quantification and in-depth study came to be of interest in XX’s century, with the
development of dislocation theory and its relation to plastic deformation and strain hardening. See, e.g.,
Hollomon [14], Ludwik [15] e Hirth [16]

†The velocity modified temperature was the first attempt at extrapolating material behaviour with
regard both to temperature and strain rate [5]
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temperatures for a good approximation of kAB
*. There also have been concerns

[5] with regards to the strains being confined in very small volumes in comparison
of those obtained in these tests

• The obtained temperatures, strains and strain rates don’t contemplate the different
chip types, as those presented in subsection 1.2.3

• The model depends in a contact length lC, and according to Childs; Maekawa;
Obikawa [9] “the contact length is a difficult quantity to measure, and even to define [...]
the 45% of the contact length furthest from the cutting edge may carry only 15% of the
rake face load"

• The model considers the solid as a perfectly ductile material, i.e., no presence
of negative strain hardening effects or fracture under large deformations, which
seem to contradict experimental evidence [18]

The non-linear nature of the chip formation mechanism of a single metallic
material results in a system on which analytical description becomes extremely difficult.
A global analytical theory that spans through the description of the behaviour of all
ductile metallic materials becomes nearly impossible. The behaviour of each material
depends on an infinity of metallurgical and mechanical, micromechanisms of fracture
and localized deformation variables that cannot be accounted for in simple equations
and correlations. Models like Oxley’s are restricted to a material niche [19]. Furthermore,
there is an extensive need of extrapolations, approximations and testing to make the
theory successful in predicting cutting forces and chip morphology. Different chip
morphology obtained with different metallurgical and parametric cutting variables
are presented in subsection 1.2.3. The great number of morphologies and different
phenomena present in machining theory will be used as an argument for the difficulty
of formulating global analytical cutting theories, alongside the proof by Hill via the
uniqueness theory [4].

1.2.3 Types of chip

We can define two groups of chip types produced by a cutting edge according to
morphology:

• Discontinuous chips, as those presented in Figure 7 (a) and (e)

• Continuous chips, which in turn are separated in:

*Strain rates obtained by impact testing can reach those when machining, but these tests are often
restricted to strains up to 1, while in machining apparent strains of 40-50 are possible to be observed in the
secondary shear zone [2]
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(1) non-segmented, as presented in Figure 7 (b), (c) and (d)

(2) segmented, as presented in Figure 7 (f)

Figure 7 – Morphology of different chips obtained with 5 mm feed, for different mate-
rials and cutting speeds — cutting speeds are indicated in [mmin−1]: (a)[5],
(b)[25] and (c)[55] are mild steel. (d)[50] is brass. (e)[120] is leaded brass.
(f)[30] is austenitic stainless steel. Source: adapted from [9]

Figure 7 resumes the effects of different materials and machining condition’s
effect in resultant chip morphology. According to Childs; Maekawa; Obikawa [9], the
main factors that determine chip morphology are (1) the deformation regime of the
cutting material (strength, strain hardening, inelastic heat), (2) the interfacial condition
of the pair (rake angle, contact and cutting tool geometry) and (3) friction between the
pair (tribological characteristics).

The first row images of the Figure 7 illustrates the cutting speed variation’s effect
on chip morphology for the same material (in this case, mild steel), there is a clear
discontinuity in the chip at low speeds, following the presence of a built-up edge in
the pair’s interface at in intermediate speeds and further stable cutting regime with a
continuous non-segmented chip formation mechanism at higher speeds. According to
Ernst (1938) apud Trent; Wright [2] the cause of segmentation in lower speeds is product
of the high capacity of strain hardening of the material in low temperature deformation,
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on which the hardened material strongly adheres to the tool’s rake face, hampering
the sliding of the chip through the rake face. High adhesion and seizure causes a great
deformation on the shear plane and subsequent fracture in the free surface of the chip.
This phenomenon can be identified by the very low ϕ angle and a greater secondary
shear than of normal machining conditions — about 1⁄4 to 1⁄2 of the chip thickness — as
presented in Figure 7 (a).

By further increasing cutting speed from very low to intermediate (from ≈5 to
≈25, in the case of mild steel), the presence of the built-up edge begins to be observed
in most alloys with considerate ductility and strain hardenability, such as presented in
(b) and (f) of Figure 7. The built-up edge is one of the most important characteristic in
ductile materials, as it has a great influence in cutting forces and superficial quality of
the machined workpiece [2]. The built-up edge is formed due to the incapacity of the
shear stresses in the pair’s interface to continuously move the adhered material through
the rake face of the tool. That is the result of a major feature of a metal cutting — the
condition of seizure*, according to Trent; Wright [2].

The built-up edge can be observed both through dynamometry and metallo-
graphy. In a specific range of cutting speeds, a volume of the workpiece material itself
adheres to the tool, creating a dummy edge, artificially increasing λ and reducing the
forces necessary to produce the chip [9]. Figure 8 presents the variation of cutting forces
FQ e FP with regards to cutting speed for different materials. It is possible to observe a
decrease in cutting forces in the low to moderate cutting speeds, on which the speed
range depends on the strain hardening nature of the material itself. Beyond speed, the
built-up edge formation depends, naturally, on the tribological characteristics of the
pair, i.e., of the chip shearing condition in the secondary shear zone with regards to
friction.

The built-up edge is a dynamic body that grows over the tool’s movement until
it loses its stability due to the interfacial shear stresses. The instability causes fracture
of the highly strain hardened and geometrically acute body and subsequently directs
it downwards the tool, causing it to damage the machined surface. Besides, when
machining materials such as titanium and stainless steel, on which temperature, strain
hardening and consequently tribochemical interaction between the pair becomes a
major concern, adhesion between the built-up edge and the tool can become so strong
as to catastrophically fracture the tool in very low contact times, turning the process
non-viable [2].

*The condition of seizure is observed as approximating to the tool’s rake face, where the relative
speed of the chip and tool are virtually null and the material is sheared across the contact length, with
little or no sliding in between the surfaces. The condition of seizure is more severe with higher strain
hardenability (such as in metals with higher strain hardening exponent n), lower melting temperature or
high thermodynamic affinity between the workpiece and tool materials
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Figure 8 – Variation of cutting forces, FP and FQ with speed for a - - - austenitic stainless
steel and - - - mild steel. Source: adapted from [2]

1.2.4 Mechanics of chip segmentation

The segmentation process, as presented in Figure 7 (f), is another recurrent
mechanism of chip formation, sometimes present in every cutting condition for certain
materials such as titanium alloys [20], nickel superalloys [21] and intermetallic alloys
[22, 23]. In other materials, like steels and aluminium alloys, segmentation is present in
specific machining conditions and/or specific heat treatments. Although much effort
has been given in the development of constitutive laws to simulate tool forces during
machining (e.g., [24, 25]), flow stress models alone cannot give satisfactory results on
chip morphology regarding segmentation and strain localization [5]. To be able to do
so they require further modification based on its arbitrarily selected root cause. Chip
segmentation and strain localization during chip formation remain controversial in
regard to its physical cause: either adiabatic shear banding, as proposed by Komanduri;
Schroeder [26] or periodic crack growth, as proposed by Shaw; Vyas [27] and Ueda;
Iwata; Nakayama [28].

Adiabatic shear was initially believed to be the cause of chip segmentation
in materials with poor thermal properties [29], like titanium [30] and nickel-based
superalloys [26], as a result of the competition between adiabatic thermal softening
and strain-hardening in the shear plane. Nevertheless, adiabatic shear banding alone
cannot explain chip segmentation of brittle, or hardened, materials in low cutting speeds.
In this case, chip segmentation can only be explained by a fracture-based model as
discussed by Vyas (1999)[31]. While fracture has been extensively researched as to be
fully responsible for the segmentation phenomena [32], the fact that the ductile shear
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fracture is initialized at the tool tip rather than in the free surface results in an unrealistic
approximation to experimental evidence (see, e.g., [27, 33]).

Segmentation, as explained by fracture mechanics instead of purely through
elastoplastic arguments, could explain not only pronounced segmentation [30], but the
presence of surface roughness (as understood in chip formation as regions of strain
localization) in the free surface of non-segmented chips. The latter is a major concern
to machining technology as virtually every type of chip presents this characteristic as
illustrated in Figure 7 (b), (d) and (c). Further development of a pure fracture mechanics
model for chip segmentation simulation in finite element method will be made by the
present author in Section 1.6.

In (d) and (e) of Figure 7, it can be observed the effect of a second dispersed
phase in the chip formation mechanism of ductile materials. Second phase dispersion
with negligible strengthening effects increases an alloy machinability e.g., graphite
in grey and ductile cast irons; lead in brasses and free machining steels; manganese
sulfide and tin in aluminium alloys. These elements (C, S Pb and Sb) are strategically
added to metallic alloys (or inherited from composition, such as gray and ductile irons)
to facilitate the machining process — being either by reducing the cutting forces by
producing stress concentrations in the matrix, either by reducing the stacking volume
of chips due to chip breakage [34] or either by lubrication of the secondary shear zone
due to low melting temperature of these constituents [5]. Alloys with these additions
are named free-cutting alloys.

Vyas; Shaw, Komanduri; Brown [31, 20] presented the mechanism of chip seg-
mentation due to the formation of microcracks along the shear plane in the presence of
second phase particles, some of them are:

• dislocation pile up at a strong obstacle,

• pile up of immobile dislocations,

• pile up in the form of a low angle boundary,

• grain boundary fracture and

• separation of inclusions and formation of voids.

being the last item the most important mechanism for the formation of microcracks
along shear bands in high strain regimes.

We can summarize by affirming that the chip formation mechanism is a complex
process, which depends on the most diverse phenomena as the early discussed — seg-
mentation, discontinuity, strain localization, free surface roughness and built-up edges.
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These phenomena are hardly predictable by analytical global theories, such as those
discussed in the current and 1.2.1 subsections. However difficult it is to correlate the
different phenomena into a single theory, they present the same common characteris-
tic: they tend to reduce the work done by the dynamic system — either through free
surface fracture and roughness (as to decrease the excess work made through plastic
deformation); either through the force reduction due to the presence of a built-up edge
or through segmentation in order to reduce the shear plane extent. It is necessary, hence,
a description that relates the necessity of the reduction of work made by the system
with the metallurgical and parametrical properties of the process. This relation creates a
non-linear relation between the major physical quantities of interest in metal machining.
The best description that can be utilized to predict the behaviour of a dynamical system
in a complex domain, according to the necessity of reduction of the total work done by
it, is the variational description, based on a hamiltonian principle of minimum virtual
work [35]*.

The Finite Element Method (FEM) is largely used in modern engineering to solve
complex elasticity, plasticity, heat and mass transfer problems through discretization
and division of the global problem – the domain – into smaller problems, where a
corresponding variational is method applied in each element — the subdomain. This
produces a very large system of linear algebraic equations. The main objective of the
discretization is to utilize the computational abilities of modern hardwares to solve the
governing global equation of the problem – naturally a partial differential equation. It is
one of the most used and most important engineering analysis methods†, as the elements
can be used to discretize the shape of products, structures and prototypes, simulating
local stresses, temperatures and strains. This greatly facilitates design processes to
reduce negative effects of trial and error approaches in design, or from the impossibility
of obtaining analytical solutions to a determined problem [40].

Figure 9 presents modern photomicrographs of chip sections of a 4340 steel as
obtained by the experiments of Arrazola et al. [41] with varying λ and the quick-stop
method and the corresponding finite element simulations produced by the author
in the conditions of (a) λ = +6◦ and (b) λ = −6◦, illustrating the ability of finite
element models in describing chip formation features such as primary and secondary
shear zones, segmentation caused by elastoplastic instability and fracture in the free
surface. Simulation by the finite element methods are a reliable way of validating results
obtained by dynamometry and micrographic analysis.

*Modern reformulations of newtonian mechanics — Lagrangian in 1788 and Hamiltonian in 1833 were
extremely important to the development of variational methods for the solution of complex dynamical
systems described by differential equations, such as those produced by the finite element method [36]

†Not only engineering, but even works in the field of medicine, biology and geology have utilized
finite elements in the study of related problems. This is so because partial differential equations are very
successful in the mathematical description of natural phenomena (see, e.g., [37], [38] and [39])
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Figure 9 – Experimental obtained and simulated sections of chips produced by ortho-
gonal cutting with varying rake angle: (a) +6◦ and (b) −6◦, field variable is
PEEQ (equivalent plastic deformation). Source of simulations: author; Source
of the photomicrographs: [41]

Variational methods were already applied to modelling of machining proces-
ses in the 60s and 70s to obtain theoretical cutting temperature [42], the presence of
built-up edge [43] and the cutting forces [44] by finite differences in discrete elements
or by relaxing iterative methods. It is not objective of this work to study the theory
of numerical solution of differential equations. However, the understanding of the
variables, approximations, limitations and mathematical formulation of finite element
methods to study physical phenomena is necessary, since the accuracy of the studied
model depends on the mathematical description of elastoplastic, thermal and contact
properties. Subsection 1.5 will attempt to explain, in a brief manner, the fundamental
principles and the general theory of finite elements, its advantages, disadvantages
and the applicability to study the chip formation mechanism. In the following section,
the way on which the stress is computed and characterized according to continuum
mechanics will be presented, as well as the major properties of the Cauchy stress tensor
that will be fundamental to the development of the damage evolution model present in
Section 1.6.
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1.3 CHARACTERIZATION OF STRESS

Stress is the physical quantity that characterizes internal forces exerted by the
constituent atoms or molecules of a body when subjected to a change of the equilibrium
position. The characterization of the stress state of solid materials subjected to external
forces is fundamental for the understanding of the events that follow this phenomenon
– namely plasticity and fracture. Stresses present in a material point contained in a three-
dimensional space can be fully represented as a second order tensor, known as the
Cauchy tensor.

1.3.1 Stress tensor

As stress is the definition of a force acting across a surface, Cauchy realized that
the stress quantity can vary infinitely with any plane chosen as the reference plane.
However, when described with regards to three planes – in the corresponding three-
dimensional space – the stress on a material point can be fully described, independently
of the adopted rotational reference, as long as the planes are perpendicular to each
other. Hence, the dimension of the stress tensor is 3x3 with the 9 components σij that
completely define the stress state of a material point in a deformed configuration. The
dimensions of stress are therefore force across area (in the International Unit System,
IUS, Nm−2). The tensor components are product of a traction vector, T(n)

j with an unit
length direction vector ni perpendicular to a imaginary surface, in a way that

T
(n)
j = σijni,

where i, j = 1, 2, 3, therefore

σ =

σ11 σ12 σ13

σ21 σ22 σ23

σ31 σ32 σ33

 =

σ1 τ12 τ13

τ21 σ2 τ23

τ31 τ32 σ3

 .

(13)

Each traction vector can be decomposed into a normal and two shear stress
components in a Cartesian coordinate system, as associated with a single plane. The
result of these decompositions is the Cauchy stress tensor. A visual illustration of the
vector, planes and resultant Cauchy stress tensor are presented in Figure 10.

1.3.2 Invariants of the stress tensor

According to Swiss philosopher Bonsack [46] mathematical entities known as
invariants can be utilized as a metaphysically neutral criterion of physical reality. Mostly,
in conventional mathematical and engineering problems, given an algebraic entity, we
calculate invariants from itself and its components. However, algebraic entities can only
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Figure 10 – Transformation of traction vectors T
(n)
j in coordinate stresses, as Cauchy

components. Source: adapted from [45]

be possible to measure according to its invariants, i.e., properties that are independent
of transformations, operations or arbitrarily chosen coordinate system. Invariants are,
therefore, real mathematical entities, or observables of a physical system.

Vector quantities, for instance, contain invariants known as direction and “length”,
which are independent of coordinate system transformations. Similarly, the Cauchy
stress tensor has three principal invariants that are independent of transformation or
arbitrarily chosen coordinate systems. These are known as rotational invariants:

I1 = σkk = tr(σ),

I2 =
1

2
(σiiσjj + σijσji) =

1

2

[
(tr(σ))2 − tr(σ2)

]
,

I3 = det(σij) = det(σ).

(14)

One of the most important invariants computed from these invariants is the
pressure, p, or mean principal stress, σm, which is the average of the principal stresses:

−p = σm =
σ11 + σ22 + σ33

3
=

I1
3

. (15)

1.3.3 Stress deviator tensor

One of the most important ideas for the modern theories of plasticity is the fact
that hydrostatic stresses are negligible* when it comes to plastic strength†. The rigorous

*There is an interesting critique of the amount of the negligibleness of the hydrostatic stresses in flow
stress, developed by Bai; Wierzbicki [47], from which this work is based on, but rather with regards to
fracture

†Tresca, in 1869[48] already noted the fact that ductile materials never “fail” with normal strains, i.e.,
the material fails strictly in shear with regards to normal stresses, with virtually no volume alteration
across the strain path
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approach of the 1913 von Mises article* gave rise to a new algebraic entity – fundamental
to the modern plasticity theories – that represents the “independence” of hydrostatic
stresses in plastic deformation, known as the stress deviator tensor.

By separating the contribution of the stresses that would generate – for a com-
pressive body – an increase or decrease of volume without a change in shape, such
as:

σij = sij︸︷︷︸
deviator

+ p δij︸︷︷︸
hydrostatic

, (16)

on which the s expresses the component of the stress tensor that is responsible for the
shape deviation of the material point,

s =

σ11 − p σ12 σ13

σ21 σ22 − p σ23

σ31 σ32 σ33 − p

. (17)

Similarly as the stress tensor, the deviator tensor also has related invariants of
extreme importance to plasticity and fracture theories. They are defined according to
the deviator tensor s and the principal invariants of σ, respectively:

J1 = skk = 0,

J2 =
1

2
tr(s2)

=
1

3
I21 − I2,

J3 =
1

3
tr(s3)

=
2

27
I31 −

1

3
I1I2 + I3.

(18)

The J2 invariant is the invariant utilized in the von Mises yield criterion that
states that the yielding of a ductile material begins when J2 reaches a critical value.
In modern damage and ductile fracture theories, the most important variables used
to determine the influence of the stress state in plastic deformation and fracture are
principal mean stress σm and the equivalent von Mises stress σv . Both values were

*MISES, R v. Mechanik Der Festen Körper Im Plastisch-Deformablen Zustand. Nachrichten von der
Gesellschaft der Wissenschaften zu Göttingen, Mathematisch-Physikalische Klasse, v. 1913, p. 582–592,
1913
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thought to sufficiently describe the effect of the stress field in damage models. While σv

defines the magnitude of stresses applied, the σm defines the compression condition of
the surrounding material in the deformation zones and hence, the fracture restraining
forces. However these variables can’t describe an essential characteristic of deformation:
the difference between tensile and compressive strains. This difference is best described
as the macroscopic direction on which the deviation occurs inside the material: it can
even tend to approximate or separate atoms from each other, independently of the
restriction caused by the external environment or the material itself.

Although σm is capable of partially differentiating compressive and tractive
environments, the difference is not clear enough with regards to the loading type. In
a reductio ad absurdum argument, the qualitative characteristic of σm is illustrated by
analyzing the results of Bridgman (1952)[50] and Shaw (1980)[18] in tensile and shearing
tests, on which the testing pressures reached 4500 and 500 MPa, respectively. The tensile
and shearing tests, even though naturally characteristic with regards to loading type,
were highly compressive with regards to triaxiality. The only entity that can explicit the
fundamental difference between tension and compression, i.e., the resultant direction of
approximation or separation of the material point itself in conditions of deviation is the
third invariant of the stress deviator, J3, which presents positive values in traction and
negative in compression, independently of σm.

Although not possessing practical value by itself, the invariant can be used to
define inside a cylindrical system of coordinates (ξ, ρ, θ) – a space known as the Haigh-
Westergaard* stress space – an angle known as Lode angle†, or deviatoric polar angle, θc.
Figure 11 presents the Haigh-Westergaard stress space, its coordinates, the position of the
Lode angle, the hydrostatic and projected stress axes in the yield surfaces, contained in
a plane perpendicular to the former, known as the π plane.

The definition of a polar angle depends on an arbitrary relation to the π plane.
In this work, the Lode angle will be defined in the positive cosine, on which π/6 and π/2

and corresponding to the projected axes σ2p and σ3p are the angles that define a triaxial
shear stress. Normalizing the value of the θc to correspond with +1 value for traction, -1
for compression, we define the Lode parameter, µ.

*In honor of the engineers Bernard P. Haigh [51] and Harold M. Westergaard [51], who developed a
vast amount of work on stress space and plasticity theory of metallic materials.

†In honor of Dr. Walter Lode by his works on the influence of the mean principal stress, σm in the
plasticity of ductile materials
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Figure 11 – Haigh–Westergaard stress space described by invariant cylindrical coordina-
tes (ξ, ρ, θ), with Tresca and Mises yield surfaces, position of the Lode angle
θc and the hydrostatic axis. The σ1p ,σ2p and σ3p axes are the projected σ1, σ2

and σ3 axes on the yield surface. Source: the author

µ = cos(3θc) =
3
√
3
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J3
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=
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,
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r =
3

√
27

2
J3.

(19)

Figure 12 presents the π plane with the projected axes and the Lode angle, θc

σ2p

σ3p

σ1p

compression

12
0°

shear

θc = π/6

π plane

Figure 12 – The π plane with the projected axes, σ1p,σ2p and σ3p, the Lode angle, θc and
the triaxial compression and shearing positions
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1.4 BEHAVIOR OF METALLIC MATERIALS UNDER MACHINING

CONDITIONS

It is of fundamental importance to utilize constitutive equations that identifies
and accurately predicts the response of different materials to external phenomena for
mathematical modelling – such as in the case of finite element modelling – in order to
describe the mechanical conditions on which the chip is formed. These phenomena can
be separated into four with regards to its nature:

(1) elastic

(2) plastic

(3) fracture

(4) friction

The first item defines rigidity of the solid and its deformations in a stressed
condition. The second defines yielding, or permanent deformation resulting from the
solid body when stressed upon a certain critical stress. The third defines the limit on
which the body can be deformed without the disruption of the plastic flow and how this
disruption evolves with time. The fourth is related to tribological properties between
the pair and when subjected to relative motion.

The first three items can be illustrated and separated in a very familiar represen-
tation to engineers and material scientists: the stress × strain curve. Figure 13 presents
an example of this curve, separating, illustratively, the three first phenomena previously
described:

Each phenomenon has to be modeled, by means of mathematical equations,
with the finality of accurately representing satisfactory results of cutting forces and real
machining conditions. The modelling method will be described with rigor in subsection
1.5. However, it is worthy to mention some important aspects of Figure 13.

The green region can be modeled from purely physical considerations. For
isotropic materials, with only two properties: the Young’s Modulus E and the Poisson
coefficient ν. The yellow region is modeled with more approximations, as it will be
explained in Section 1.4.2, the plastic deformation effects on the properties of the solid
are too complex to be modeled in macroscopic configurations from physical/ab initio
considerations, as it depends on dislocation density and its elastic interactions, non-
conservative motions with regards to temperature and the resultant stress fields. The
macroscopic parabolic approximations, though, can be satisfactory with regards to
experimental results. The orange region is fracture, and is overlapping the plasticity
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Figure 13 – Stress-strain curve for a hot-rolled 4140 steel illustrating 3 phenomena:
elastic (green), plastic (yellow) and fracture(red). Source: adapted from [52]

region, this is explained once the fracture characteristics in ductile materials is resultant
from the progressive damage along the strain path – this phenomena will be better
explained in Section 1.4.3.

1.4.1 Elasticity

Elasticity, in mild terms, deals with stress and subsequent instantaneous desfor-
mations. It’s necessary to separate, in an useful manner, the way on which we define
elastic phenomena when dealing with metallic materials – macro and micromechani-
cally. The first deals with the elastic fields produced by dislocations inside a crystal
body or defects and their interaction during plastic deformation, the second one defines
the rigidity of the body when subjected to different conditions of mechanical require-
ment, which as experimental evidences suggests, in engineering terms [52], is virtually
independent of the former. This subsection will deal with the latter phenomenon, which
we can measure directly from the stress strain curve – which is mostly dependent on
physical and crystallographic considerations far beyond the scope of this work – and its
effect on directing the work done during machining operations.

The first correct definition of the elastic problem was given by Hooke, ut tensio
sic vis* [53], is the major historical milestone on constitutive equations, as defined the
linear elastic character of most solid bodies. With a great repertoire of experiments with

*with the extension, the force
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different materials: wood, glasses and metallic springs, Hooke unveiled a fundamental
characteristic of solid bodies: the capacity of the body to dislocate from its original
equilibrium position, and the strength necessary to do so [54].

The Hooke’s law, in a more rigorous definition, is given by [55]:

σij = Cijkl εkl, (20)

εij = Sijkl σkl, (21)

where Cijkl and Sijkl are the elastic constants of the crystal structure. In most metallic
materials, the elastic modulus is measured in terms of the Young’s modulus, E, and
shear modulus, G. As most metallic materials are cubic, these moduli can be defined for
any crystallographic direction [ijk], according to the equations [56]:

1

Eijk

=S11 − 2[(S11 − S12)−
1

2
S44]× (l2i1 l

2
j2 + l2j2 l

2
k3 + l2i1 l

2
k3), (22)

1

Gijk

=S44 + 4[(S11 − S12)−
1

2
S44]× (l2i1 l

2
j2 + l2j2 l

2
k3 + l2i1 l

2
k3). (23)

Where Eijk and Gijk are the Young’s and shear moduli, respectively, in the
direction [ijk], on which li1, lj2 e lk3 are the directional cosines of the [ijk] direction.

Equations 20, 21, 22 and 23 bring two important notions: the scalar parameter
E, known as Young’s or elastic modulus, that defines the relation between stress and
strain in the elastic regime and the existence of fundamental property variation with
regards to direction of mechanical requirement.

The measurable property in an uniaxial tensile test of a polycrystalline metal is
the Young’s modulus* E, which is related to the elastic constants and to the Poisson
coefficient ν according to: †.

*We consider isotropy in polycrystalline samples, with the exception of those with strong crystal-
lographic texture (such as those resulted from high deformation processes, e.g., rolling, drawing, etc.),
due to the somewhat random orientation of the crystals inside the polycrystalline solid, eliminating the
macroscopic effects of anisotropy

†The Poisson coefficient is the negative ratio of the transversal and axial deformation, ν = − ε11
ε22 , and

is a fundamental material property – it varies in most cases from 0 to 0.5, e.g., rubbers presents values
next to 0.5, metals between 0.21 and 0.30, however some biological (such as cartilage or corneæ) and
synthetic materials can present zero or even negative Poisson coefficients [52]
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Where τ and γ are tensile and shear deformations, respectively.

1.4.2 Plasticity

As earlier explained, metal crystals deform by the slipping of the most densely
packed crystallographic planes. Schmid and Boas [56] in the seminal work kristallplas-
tizität, determined what would be the nature of metal plasticity. Briefly, the rules are
[57]:

• the plastic flow begins when the resolved shear stress* on a possible slip system
reaches an “unique” CRSS value

• the CRSS value is not affected by other stress components except the one along
the Burgers’ vector, i.e., glide shear stress

In 1926, Frenkel [58] calculated the theoretical shear strength of metallic materials
by considering rows of atoms separated by a distance A under a shear stress. The results
from his calculations were apparently incoherent: the theory generated strength values
up to three orders of magnitude greater than the experimental results. The historical
context of the calculation was not a mere coincidence, once that it was already part of
an extensive work of the decade to understand the role of crystallinity and elasticity
on the widely known results obtained from 1899 and 1900 in Ewin’s and Rosehain’s
works [59, 60], that demonstrated that the plastic deformation in single crystals formed
micro-steps in the surface of deformed metallic crystals.

Although the importance of the dislocation theory for the development and
understanding of plasticity theory, it is not within the scope of this work to describe
the plastic deformation in these terms, but rather to describe the mechanical and micro-
graphic phenomena produced by the severe plastic deformation in machining processes
(with allegedly ε = 10− 50) according to Trent; Wright [2]. For this, we will describe the

*The resolved shear stress τR is the acting shear stress due to a certain directional applied stress σ, as
calculated by τR = σ cosλ cosϕ, where λ and ϕ are the angles between the stress and the slip direction,
and the stress and the normal of the plane
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major strain hardening theories of metallic materials and correlated effects, to justify
the author’s choices with regards to modelling to be described in the Section 1.5.

In intermediate strain regimes, specially in materials with low SFE or reduced
slip mechanisms*, strain generates slipping of specific crystal planes ny the simultaneous
movement of thousands of dislocations in restrict regions inside the grain, the regions
of intense dislocation slip are known as shear bands. The phenomenon is illustrated in
Figure 14 (a). It has been observed that even in materials with poor thermal properties,
like Ti-6Al-4V, chip segmentation is often followed by elongated dimple-like features
in the free surface of the segments, while the bulk of the chip presents little to no
evidence of material separation [61]. This provides further evidence of fracture induced
segmentation with initiation in the free surface, rather than adiabatic shear banding.
Shaw [5], mentions that thermal softening ought to occur only on extensions of the
shear fracture, and should be impossible to predict segmentation purely with thermal
assumptions.

(a) (b)

Figure 14 – (a) slip bands - - - inside a deformed grain (b) shear band - - - crossing the
microstructure. Source: the author

In severe deformation regimes, specially in materials with low SFE, strains can
concentrate in very narrow regions not restricted to crystallographic orientation, across
numerous grains. This phenomenon is mostly present in very high strain conditions,
with high strain rate or even with high temperature deformations, and is characterized
by a local decrease in strength. Hence, shear bands are characterized as a softening
process. While the root causes of shear banding had been a subject of intense debate,
the softening effect is believed to be caused by stress concentration due to missing a
favorable slip mechanism with respect to macroscopic stress and hence nucleation of
dislocation in adjacent regions, favoring the localization of strain [62]. Shear bands are
regions of very high dislocation density, twinning and normally associated with regions

*Von Mises criteria for ductile material states that is necessary, for a crystal aggregate, at least 5
independent slip systems in order to accommodate an arbitrary plastic deformation, and hence, present a
considerable ductility.



INTRODUCTION 44

with initial phenomena of recovery and recrystallization, due to high temperature.
Figure 14(b) illustrates a generic micrographic aspect of shear bands.

Shear bands are the most visible aspect of plastic deformation in machining. In
fact, segmented chip formation as presented in Figure 7 and even in continuous chips
with surface roughness, the shear banding is the dominant aspect of chip formation.
While shear banding is known since Tresca, the nature of the shear banding root cause
remains mostly unknown [63]. Strong correlation with hardness was already pointed out
by Pursche; Meyer, Dodd; Bai [64, 63]. Furthermore, in these studies, no clear correlation
between softening and the initiation of adiabatic shear banding was found. Higher
strength steels in higher temperature presented a higher tendency towards adiabatic
shear banding. Medyanik; Liu; Li [65] and Schoenfeld; Wright [66] pointed out the
necessity for a ductile damage evaluation of adiabatic shear banding, as a multi-physics
approach. Which, in effect, is a critique of the sola thermica considerations of adiabatic
shear banding models.

Chip segmentation, in certain alloys and/or conditions, is an exclusive pheno-
menon of higher cutting speeds, such as in cutting of titanium alloys [67]. This was
initially used as an argument for the treatment of segmentation as a thermoplastic
instability rather than a fracture phenomenon [68]. Nevertheless, in apparently conti-
nuous chips, it can be shown that segmentation and flow localization is still present,
as shown by the results of Guo; Compton; Chandrasekar [33], this is believed to be
caused by the decrease of the shear plane length when fracture initiate and grow in the
free surface, denominated geometrical softening, contributing to flow localization [33].
The effect of hydrostatic stresses on the free surface roughness during the formation
of continuous-like chips was already pointed out by Shaw [5]. The evidence of flow
disruption even in apparently continuous chips, as those presented in the works of
Guo; Compton; Chandrasekar [33], provides further evidence for a fracture initiated
phenomenon, rather than a thermal one.

1.4.3 Fracture

A milestone of chip segmentation theory through fracture mechanics was intro-
duced by Mabrouki et al. [32]: Hillerborg’s critical energy release rate Gf . This parameter
was computed from a mixed fracture toughness parameter through KIC and KIIC, and
was used to predict the evolution of fracture after the onset of damage of the elements
in the finite element model. Although resulting in a reasonably good prediction of chip
morphology and cutting forces, the fact that the ductile shear fracture is initialized at
the tool tip rather than in the free surface results in an unrealistic approximation to ex-
perimental evidence [27, 33]. Also, the model fails to predict segmentation dependence
on depth of cut as presented in [69] or the presence and variation of chip free surface
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Mode I Mode II Mode III
opening shearing tearing

Figure 15 – fracture modes for critical stress intensity factors. Source: the author

roughness.

In the work of Razanica et al. [70], the damage evolution law during machining
was based on a time dependent viscoplastic Bingham-type model with a constant
fracture energy release rate for the dissipation of the plastic components, based solely
on the principal stresses for determination of the fracture threshold. The Cockcroft-
Latham ductile failure criterion is an early attempt to differentiate the effects of the
normal stresses on the amount of plastic work per unit volume that can be performed
by the material [71].

Fracture by tensile straining of ductile engineering alloys in regular tensile testing
conditions is well known to be caused by void growth and coalescence, and a cup and
cone fracture morphology in the macroscopic scale [72].

The macroscopic morphology is explained by the local dominating stress/strain
state; a tensile-mode I crack is present at the center of the specimen, where tensile stress
conditions dominate, whilst a mixed mode I and II fracture is present at the edges of
the sample, where shear stress conditions are approached [52]*

The loading type of critical stress intensity factors determine the type of property.
KIC refers to the critical stress intensity factor in a mode I loading type, and so on. The
loading types are illustrated in Figure 15.

The voids may nucleate inside a crystal due to differential lattice rotation and/or
twinning, in grain boundaries, due to plastic incompatibility between neighboring
grains, and in interfaces of rigid inclusions [52] during plastic deformation. As plastic
deformation continues, these voids grow larger, and their growth rate is dependent
on the stress state of the constraining material, defined by the competition between
the growth caused by straining and hydrostatic stresses produced by the surrounding
material [73].

Once voids begin to grow and coalesce, the material is considered damaged

*it is necessary, though, to state that the mode I and II, in this case, refers to the loading mode - tensile
or shearing, not to the plane condition of stresses – plane stress and plane strain
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and the bulk loses its stiffness and strength due to the increasing volume fraction
of voids, in competition to the strain hardening of the remaining material [74]. The
connection between ductile damage and chip segmentation arises from the periodic
formation of damaged zones as the chip is being produced, as proposed by Sowerby;
Chandrasekaran [75].

1.4.3.1 Fracture characteristics of intermetallic Fe3Al

Fracture of intermetallic materials is one of the main reasons for the limited
large scale and widespread applicability of these materials, the presence of complex
crystal structures in this type of materials results in a group on which the majority of
the candidates present virtually no ductility due to the inability to comply with the
Mises criteria for ductile materials – the need of 5 independent slip systems. In the case
of Iron Aluminide, the D03 and B2 are cubic which would render higher ductility than
most candidates. Even so, these alloys present, in ambient condition, a maximum of
2% tensile strain before brittle cleavage fracture [76]. In the case of Fe3Al, von Mises
criteria is just one of many needed factors to produce necessary ductility There are still
factors which contribute to brittleness, such as air moisture.

In tensile testing, the ductility difference between testing in atmospheric, moist
conditions with pure oxygen is almost sevenfold (from 2% to 17% in both FeAl andFe3Alcases)
[77]. The environment effect is related to the reduction of water molecules present in
moist environment during oxidation of the newly formed surface during deformation
[78]:

2Al + 3H2O → Al2O3 + 6H+ + 6e−. (25)

Part of the atomic Hads (adsorbed) will be absorbed by the metallic structure, and
allocated, according to DFT (Density Functional Theory) calculations, in the regions close
to tetrahedral interstitial sites of the Fe3Al crystal [79]. According to results obtained
with ECNI (Electrochemical Nanoindentation) [80], atomic hydrogen is responsible to:

(a) reduction of shear strength caused by softening of atomic bonding inside the
crystal

(b) reduction of the energy needed for dislocation nucleation

(c) reduction of dislocation mobility

All these factors are determinant to the embrittlement of a ductile metallic
material.
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Fracture of Fe3Al and FeAl in environmental conditions is characterized by long
and shiny transgranular cleavages. With additions of chromium, the increase in ductility
is accompanied by characteristic mixed inter-transgranular cleavage fracture [81]. When
tested in dry oxygen environments, fracture rises fibrous tearing within surfaces and
ductile fractographic features emerge, along with an increase in ductility [82, 78, 83]. In
ordinary machining conditions, the chip formation mode is ductile, as shown in Figure
16, this indicates that under compressive, with very low triaxiality, under high cutting
speeds we can make use of ductile damage models to describe fracture of Fe3Al under
machining conditions. Figure 17 presents the characteristics of these three fractures
under tensile strains.

Grain 1 Grain 1Grain 2
Grain 2

Grain Boundary

Figure 16 – Change in the chip formation mechanism with grain orientation during
machining of an Fe3Al alloy. Source: [84]

As a material with very limited (but present) ductility, we can characterize a
stress intensity factor to predict the stress intensity (the scaling intensity of stress) near
the tip of the crack for Fe3Al alloys. The toughness of a material can be described in
terms of which stress intensity is necessary for a sharp crack to become rapid and
catastrophic. Under plane strain conditions, this is called the critical stress intensity

a) Fe28Ala) Fe28Al b) Fe28Al6Crb) Fe28Al6Cr c)Fe28Al0.5Zr+C (O2)c)Fe28Al0.5Zr+C (O2)

Figure 17 – Three different fractographic morphologies for iron aluminides, a) and b)
were tested under normal environment conditions. Alloy c) was tested in
oxygen gas. Increasing evident faceting and fibrillation is seen from b) to c).
Sources: a)[85] b)[86], c)[83]
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factor (KC)* and it is a specific material property.

1.4.4 Friction

We previously defined the friction force acting on the shear plane, a friction
coefficient based on the orthogonal cutting model and Coulomb friction law (µf ) from
the Fc and Fp cutting forces. By definition, it is a force that resists the relative motion
between two surfaces in contact. What remains to address is the nature of this friction
and the effects of surface properties. The proportionality of Coulomb law F = µN ,
comes from the fact that real solid surfaces are not completely flat, and hence only the
top of the hills of the surfaces touch each other. If the contact area is infinitely small,
we can imagine that the mean stress acting on the real contact area is equal to the
yield stress of the material. The material then deforms plastically, increasing the contact
area, while atoms become closer and closer. If the surface is close enough, bonding (or
welding) occurs, but since these materials are identical, the mean stress of the region of
the contact area remains the same – this approximates the Coulomb proportionality to
most engineering sliding solutions, where the contact area is very small [2].

In metal cutting, however, dissimilar materials are used, on which the cutting tool
is much higher than the material being cut. When two materials of different flow stress
are in contact, the force required to move one body over another becomes independent
of normal stresses, since the contact area is mostly always total. This is what causes the
condition of seizure previously mentioned: the contact area becomes total in the rake
face of the tool, and the material is perfectly sheared with the movement of the adjacent
material. There is a chip plastic shearing component in friction that depended mostly
on the regime of plastic deformation, defined by ductility, strain hardening exponent,
et cætera. When this condition of seizure tends to infinity, in some cases, the material
becomes somewhat permanently adjacent relative to material movement, creating a
built-up edge, as previously mentioned.

While the friction forces are easy to calculate and estimate, the real phenomenon
is very complex, which is intrinsically related to workpiece strength when considering
empirical evidence [2]. Friction forces are inherently present in machining, and only in
very specific cases friction forces can be reduced. Like in the case of grey cast iron or
free-machining steel and brasses, on which the graphite or lead intermetallic acts as a
lubricant for the machining tool.

*In this case, the lowest critical stress intensity factor is obtained under plane strain conditions, i.e.,
under maximum triaxial constraint
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1.4.5 Thermal effects

As illustrated in Figure 8, an increase in cutting speed leads to the reduction
of cutting forces in most metal alloys. This is explained by the softening of alloys due
to increase in temperature. The most important heat source in metal machining is the
region of material shearing near the rake face during the condition of seizure [2].

While forces and stresses are important in metal machining, they are not the
ones that limit the rate of material removal in industrial machining conditions, but tem-
perature. An increase in temperature increases the action of the principal mechanisms
responsible for tool wear, such as rake and flank wear due to diffusion or gross fracture
due to temperature caused tool tip softening [2, 5].

Most models used for the simulation of cutting mechanisms use a thermal softe-
ning parameter, usch as in Johnson; Cook [87] [87] and Mirzaie; Mirzadeh; Cabrera [88]
models. The thermal softening parameters will be presented in Section 1.5.

1.4.5.1 Thermal effects in intermetallic Fe3Al

An important aspect of Fe3Al alloys is the anomalous yield behavior with tempe-
rature. While most alloys present a reduction of yield stress with temperature*, Fe3Al
presents hardening near the B03 →D03 region. The anomaly is illustrated in Figure 18
for Fe28Al with 5 at% Cr, 1 at% Nb with traces amount of B and Si (alloy 91, 92 and 85)
with different previous ordering treatments in the D03 and B2 regions.

The anomaly “was explained in terms of the nucleation, easy glide and then high
work hardening of perfect superdislocations”† in the D03 lattice. The < 111 > perfect
superdislocation is split into two pairs of partial dislocations, with Burger’s vector of
1/4 < 111 > and bound by anti-phase boundaries (APB). The two 1/4 < 111 > partials are
locked by a local climb process in the temperature range of the hardening phenomena
(≈ 500◦C)[90].

If the reduction of cutting forces are mainly explained by reduction in shear
strength due to temperature, then the cutting forces when machining Fe3Al would vary
less than of most metals. While Fe3Al was in-depth studied with regards to machining
conditions in [84, 91], the impact of the anomaly in the relation between cutting forces
and cutting speed was not in scope, but rather the relation between temperature and
crystallographic orientation. However, the cutting forces were less in the 180mmin−1

*While some strengthening is found in some alloys due to phase transformation, such as secondary
hardening in high speed steels, anomalous yield strength with no phase transformation/precipitation
can only be found in intermetallic alloys

†MORRIS, D. G.; PEGUIRON, D.; NAZMY, M. Yield Stress and Stress Anomaly in an Fe3Al Alloy.
Philosophical Magazine A, Taylor & Francis, v. 71, n. 2, p. 441–463, fev. 1995. ISSN 0141-8610. DOI:
10.1080/01418619508244368, p. 1.

https://doi.org/10.1080/01418619508244368
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Figure 18 – Yield stress anomaly for different Fe3Al-based alloys. Source: adapted from
[89]

than the 60mmin−1, this can be attributed to the reduction in contact area between tool
and workpiece [2].
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1.5 THE FINITE ELEMENT METHOD

The importance of equation solving to quantify physical processes is given by the
capacity of prediction the behavior of a system, given an initial or boundary condition.
The behavior or a physical system, constituted of known and quantified phenomena,
can be modeled with the aid of partial differential equations (PDEs), that determine the
rate of change of a physical quantity with relation to another. It is the role of engineers,
physicists and mathematicians to model physical phenomena in a quantifiable manner,
in order to understand possibilities, limitations and capacity of the physical system to
provide the needs of technology, increase productive performance in industry and to
enhance our understanding of physical processes [92].

The finite element method is one of the ways to solve, numerically, PDEs by
the discretization of a larger problem into smaller ones. The method is notoriously
well-known due to the advantage in most dynamic, heat transfer and electromagnetic
engineering problems: the spatial discretization of a component, product or structure.
This body discretization allows to analyze locally all strains, temperatures, electromag-
netic potentials and heat and mass flow. Hence, the finite element method became
one of the most important tools in design and optimization of components in modern
engineering [93]. Figure 19, presents a curved surface representing an exact analytical
solution of a PDE, and its approximate solution, represented by the sum of finite plane
elements, united by nodes, representing the discretization of a real domain in simple
subdomains. We can observe the importance in selection of types and the quantity of
elements: while more elements mean better approximation to the real solution, the
computational cost increases, just as the solution completion time.

real surface solution

Figure 19 – Approximation of a curved surface – representing an exact analytical so-
lution – by the discretization in subdomains of lesser complexity. Source:
adapted from [92]
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The justification of the choosing of a numerical solution rather than analytical
one (as previously presented in subsections 1.2.1 and 1.2.3), is a consequence of the great
difficulty or even impossibility of solving PDEs by means of mathematical manipula-
tion, analytically. By including complexities like non-linear properties (like hardening
and softening due to damage), or geometrical and structural geometries, the problem
becomes impossible to be solved [93]

The finite element method consists, briefly, in the following steps [93]:

• The discretization of a domain in simpler subdomains, called finite elements, on
which the totality of elements represent a finite element mesh.

• The approximation of the physical process in each finite element – produced by
functions (e.g., polynomials) in each node of the element, producing an algebraic
equation in the form of a matrix for each element, determining displacements,
strains and stresses.

• Algebraic equations are reunited and balanced with the aid of fundamental physi-
cal processes as conservation of mechanical, thermal and electromagnetic energy,
minimizing a residual associated to the approximate solution or virtual work to
be produced by the body *

In order to solve a differential equation, we search for the approximation ū for a
function u – which is an exact solution to a PDE – in the form of [93]:

u ≈ ū =
m∑
j=1

cj ϕj , (26)

on which cj are undetermined coefficients, ϕj are the test functions. The nature of the
method comes with the need of selection, the quantity and types of equation to the
determination of the cjs coefficients.

In the finite element method, each element and node’s algebraic equations are
disposed in a matrix and solved simultaneously in order to approximate the global
real solution according to boundary and continuity conditions [36], dynamical system’s
energy principles [35] or by reducing an R(x) residual arising from the error of the
weight functions as when applied as a solution to the PDE†, the R(x) residual and the
weight functions wi, according to [35]:

*The balancing of test functions to be applied for the approximation of the real result is due to the
formulation of the PDE in its weak form – making not necessary for the results to obey the strictly
imposed conditions of the PDE, but rather to an approximation based on minimization of associated
residuals [35]

†in the Galerkin method, weight functions – responsible for the reduction of the R residual, are
equivalent to the test equations ϕj presented in Equation 26.
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∫ x1

x0

R(x)wi dx = 0 · R(x) = Lū− f , (27)

where L is a differential operator, wi is a weight function and f is a differentiable,
continuous function in x.

Computational implementation for the solution of finite element problems are
divided in three parts:

• preprocessing and modelling

• processing or analysis

• post processing

Thermomechanical properties, damage and plasticity constitutive equations,
geometry and boundary conditions are defined in the preprocessing and modelling
part, where node algebraic equations, element matrices and boundary conditions are
defined [92]. In the software Abaqus - SIMULIA™, e.g., preprocessing produces and
.inp file which contains model informations as node and element position, element
type, boundary conditions, materials and respective constitutive equations, contact
properties and output requirements as equivalent stresses and strains, deformations,
strain rates, damage, temperature and heat flow. Furthermore, this output is compiled
and post processed for visualization [94].

The results, after iterative methods of residual reductions, when converged to a
successful solution, are compiled and post processed. When these are time-dependent,
they are separated in steps, which present a solution (scalar or vector components of
stress, strain, temperature, etc.) for each element or node with time. An example of the
results of post-processing was already illustrated in 6(b).

The next subsections will illustrate the steps for the modelling of a finite element
model (FEM) of an orthogonal cutting process, explaining the different constitutive
equations, boundary conditions, geometry and assumptions used for the model to
predict, adequately, the complexities within the mechanism of chip formation of metallic
materials presented in subsection 1.2.3.

1.5.1 Interaction and contact conditions

In order to simulated contact interaction between tool and workpiece, it is
necessary to describe the frictional and normal stresses acting along the rake face of the
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στ

τ
τmax

Figure 20 – Distributions of shear and normal stresses in the tool. Source: adapted from
[5]

tool. Figure 20 presents the distributions of both stresses in the rake face of a cutting
tool.

From the distributions, it is important to notice that in the regions from A to D,
the normal stresses are sufficiently high to suppress microcrack formation, and shear
plastic deformation dominates the chip formation mechanism. The constant shear strain
is consistent with the previously defined region of seizure, on which the maximum
shear stresses in the tool face in contact with the workpiece are determined by the
strength of the workpiece material [95, 96]. Hence, the contact conditions in finite
element machining is often described in terms of a maximum shear force, τmax, defined
in terms of the flow stress of the material, and a constant friction coefficient µf whenever
τ < τmax.

1.5.2 Plasticity modelling

In ductile materials, elastic deformations are the only produced in a body until
the plastic flow stress is reached – this stress defines a limit from which the deformations
become permanent. In an uniaxial tensile test, this condition is reached when the applied
stress σ11 > σy, where σy is the flow stress. In some metals, flow stress is evident, as in
the stress-strain curve presented in Figure 13. However, many metals don’t present a
serrated flow stress or discontinuities in the region of the plastic stress *, so the linear
characteristic of the elastic stress-strain is used to define a 2% strain offset line that

*the serrated flow stress is known as the Portevin-Le Chatelier, the limit between elastic and plastic
deformation is well-defined, and the fast sudden movement of dislocations from stress fields caused by
solute atoms generate sudden flow stress drops, which appear in the stress-strain curve
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follows the elastic stress and defines, in the intersection between the line and the flow
curve, the flow stress of an ill-defined elastic-plastic material.

Tensile tests are important as they define the flow stress of a material, but they
cannot, alone, explain the flow stress of materials in complex states of stress. For
that, we define flow criteria. One of these criteria is the well-known Von Mises [49]
criterion, which defines a stress condition for the initiation of plastic strain. Despite the
importance of this criterion, it doesn’t define the material’s behavior after plastic strain
occurs, i.e., the magnitude of the hardening and the geometry of deformation. These are
fundamental for modelling plasticity until fracture.

The mathematical modelling of ductile materials tries to reproduce the results
illustrated in Figure 13. In order to do so, many models based on parabolic hardening
were proposed. The first one was proposed by Hollomon [97],

σ̄y = K εn, (28)

where K and n are material constants defined as the strength coefficient and hardening
exponent, respectively.

Including the initial flow stress σ̄y0, we have the Ludwik-Hollomon equation:

σ̄y = σ̄y0 +K εn. (29)

Many other works, since the publication of the work of Hollomon, in 1945, aproximated
the plastic behavior of materials with a parabolic hardening law*. The most used model
for the definition of material behavior that include the contribution of strain-rate and
temperature, and hence, largely used in simulation of cutting processes, is the Johnson-
Cook [98] model, defined by:

σ̄y = [A+B(ε̄)n]︸ ︷︷ ︸
hardening

[
1 + C ln

˙̄ε
˙̄ε0

]
︸ ︷︷ ︸

strain
rate

[
1−

(
T − Tr

Tm − Tr

)m]
︸ ︷︷ ︸

thermal
softening

, (30)

where the parameter A [MPa] and B [MPa] correspond to the value of σ̄y0 e K, res-
pectively, and define a hardening due to plastic deformation. The constants C [-] and
m [-] define the behavior of the material with respect to strain-rate and temperature
rise, respectively. Tm [K] is the melting temperature of the material. Tr [K] e ˙̄ε0 [-] are
reference values.

*i.e., the relation σ̄ = K (ε+ ε0), that defines the intersection of the stress-strain curve in the point of
σ̄y0, is used in many computational simulation codes that discretize the elastic and plastic contributions,
like in [47]. It is important to state that in this and the other Hollomon relations, the values of K and n are
different and cannot be transposed
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In this work, the
(

T−Tr

Tm−Tr

)m

term in equation 30 will be defined as the θm para-
meters, on which 0 means unaffected and 1 means completely softened.

1.5.3 Inelastic heat generation

In coupled temperature-displacement finite element simulation, the generation
of heat during inelastic heat straining is usually defined in terms of a fraction of the
work done by the strained material, named the Taylor-Quinney coefficient [99, 100]. In
fact, less than 10% of the straining energy is stored in defects, the rest is expressed in
terms of latent heat conversion [52]. The rise in temperature due to heat generation is
defined as:

dT =
β

ρCp

σ̄ydε, (31)

where β is the Taylor-Quinney coefficient (fraction of energy converted to heat during
plastic work), Cp is the heat capacity of the material. The σ̄εdy term defines the plastic
work while the β

ρCp
term indicates the definition of temperature increase.

1.6 DAMAGE MODELS

1.6.1 Damage initiation model

While Elastic Plastic and Linear Elastic Fracture Mechanics (EPFM and LEFM)
are historically connected with the description stress and strain fields around crack
tips, the origin of cracks or flaws inside material volume is considered to be beyond
the scope of these subjects, as to it was considered that intrinsic flaws are always
somewhat always present in materials. FEM simulations are computationally limited to
the scale of the element size when modelling fracture evolution during strain, so the
dimple-originated fracture is often simulated by assigning a cumulative degradation
variable to the volume element with ad hoc reduction of the element’s strength through a
strain path across a certain stress state, as in the cumulative damage models of Johnson;
Cook [98] and Wilkins; Streit; Reaugh [101]. Although hydrostatic stress has, in most
cases, negligible effect on flow stress, the strain and stress at damage initiation are
mostly dependent both on this variable i.e., on the dimensionless hydrostatic pressure η

(also known as triaxiality) and on the Lode angle θc (see, for example, [102, 47]).

The triaxiality factor is defined as the ratio between the hydrostatic and von
Mises equivalent stress,

η =
σm

σ̄
, (32)
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and is well known to be responsible for constraining the growth rate of voids [102]. The
Lode angle θc (or the normalized, presently used, Lode parameter µ) is defined in terms
of an invariant cylindrical coordinate system (in a Haigh–Westergaard stress space),
(ξ, ρ, θ). A representation of the stress space, the yield surface and related variables were
already presented in Figure 11

The J2 invariant defines only shape deviation, but the J3 invariant can point to
the intrinsic difference between tension and compression in yield theories that disregard
the effect of hydrostatic pressure, such as in von Mises (VN) and Tresca yield criteria.
Variable µ is defined in the range of −1 < µ < 1, with −1 being in the compression
meridian and 1 in the traction meridian. Therefore, the Lode angle, a function of the third
stress invariant, is believed to define growth characteristics of voids during material
failure, as supported by substantial experimental evidence [103, 104, 105, 106].

The damage initiation criterion states that the plastic strain at the onset of ductile
failure (ϵD(η , µ , ˙̄ϵ)) is a function of the stress triaxiality, Lode parameter and equivalent
plastic strain rate [98, 47]. Hence, the following expression for the monotonic increasing
damage initiation variable for the element, ωF is defined:

ωF =
n∑

i = 0

dϵ̄i
ϵD i

, (33)

where dϵ̄ is the strain increment, i is the time step and n is the time step when the
damage initiation criterion is met, which in turn is when ωF = 1. The plastic strain to
failure, ϵD(η , µ , ˙̄ϵ), can be represented by a material-characteristic fracture surface locus.
An example of a damage initiation locus is presented in Figure 21.

After the damage initiation criterion is met, the material is considered damaged
and mechanical properties will monotonically decrease with further strain, in which
experimental strain-stress relation can no longer hold. For many structural and/or
mechanical applications, this criterion is sufficient to describe failure of structures and
components. Nevertheless, in the case of simulation of machining processes, damage
evolution must be taken into account after damage initiation in order to describe fracture
phenomena during segmentation. In refs. [67] and [107], the strain to damage initiation
was given in terms of the third invariant of the deviatoric tensor, represented by the
Lode angle. However, damage evolution and element removal criteria were described
as weak spots of the model, as it was dependent on a maximum shear criterion, leading
to unrealistic strain peaks when the still stressed element was deleted.
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Figure 21 – Damage initiation locus for aluminium AA2024 T341, adapted from the
work of Bai; Wierzbicki [47] with a Johnson; Cook [98] D4(JC) strain rate
parameter modification

1.6.2 A new damage evolution model

In order to describe fracture in materials with limited ductility, a new damage
evolution model needs to be developed in terms of the third invariant of the deviatoric
stress tensor. In order to develop the model, the fracture characteristics of the metal need
to be well defined, namely the Ktiny IC and Ktiny IIC values and the damage initiation locus.
An example of a well fracture-characterized material in literature is the aluminium alloy
AA2024 T341, studied extensively by Bai; Wierzbicki [47].

Damage evolution modelling through FEM is normally described by defining a
maximum node displacement after the onset of failure, on which stiffness and plastic
stress decrease across a certain strain path [94]. Another option was described in the
previous section, on which the maximum strain to failure is defined as a function of a
constant energy release, Gf , namely Hillerborg’s critical energy release rate, the energy
required to open a fictitious unit length of crack, as defined similarly as the Barenblatt
model [108, 109]. Although this procedure is successful in some cases, these result in
unrealistic approaches when there are different fracture mechanisms present in the
model, such as in the case of metal cutting.

In Buchkremer; Klocke; Lung [110] work, the Bai; Wierzbicki [47] flow model
and damage initiation was applied to analytically predict the chip curl and deformation
fields with finite element simulation, based both on Lode angle and triaxiality. The
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damage evolution, however, was given in terms of a constant fracture energy and
yield strength at failure, namely Ef and σy0, not accounting for the possible deviation
resulting from different fracture mechanisms.

In order to reduce mesh size dependence caused by strain localization after da-
mage initiation, usually a node displacement-dependent variable, rather than equivalent
element strain, is used [108], such as:

du = L dϵ̄. (34)

Hence, the energy required to open a unit area of crack is:

Gf =

∫ ϵf

ϵc

L σ̄y dϵ̄ =

∫ uf

0

σ̄y du, (35)

where L is the characteristic length of the element; ϵc is the element’s equivalent plastic
strain when the damage initiation criterion is met (ωF = 1); ϵf and uf are the equivalent
plastic strain and node displacement at full degradation, respectively. The variable u is
calculated only after the damage initiation criterion has been reached (ϵ̄ = ϵc ∴ u = 0).1

The energy per unit area to be dissipated during the damage evolution process,
Gf , is to be related to the critical stress intensity factor, (KC)I,II,III, under the characteristic
loading mode (modes I, II and III being the tensile, sliding and tearing fracture modes,
respectively). During orthogonal machining, modes I and II can be considered to act
solely in chip segmentation according to Mabrouki et al. [32], such as:

(G)total = (Gf )I + (Gf )II +����:0
(Gf )III, (36)

(Gf )I,II =

(
1− ν2

E

)
(K2

C)I,II. (37)

After damage initiation criterion is met, damage evolution can be described
by the variation of mechanical properties (namely stiffness and yield strength) across
a displacement path [111]. The hypothesis of the authors for the damage evolution
model is as following: given that stiffness decrease is caused mainly by the growth and
coalescence of voids during straining [112], and as for shear damage in compression
under high pressures the voids are difficult to find as these are seen extensively flattened
(if even at all present),e.g., [113, 114], the damage in the case of an ideal pure shear
fracture could only be explained by a decrease of yield strength. This hypothesis can be
supported by the works of Mogi, Robertson [115, 116] with compression tests in rocks
and metals under extreme pressures such as the absence of internal flaws of normally
brittle materials and invariability of the elastic modulus after high deformations; and
the presence of a negative strain hardening exponent over a critical strain with shear
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Figure 22 – Variation of the trigonometric functions ΨE and Ψσ with the Lode parameter
and the corresponding ductile cracking mode. The general void shapes in
the corresponding regions of a cup and cone and compression fractures are
represented by ellipses

deformation tests under extreme pressures as those presented in the work of Shaw [18].
The origins of the yielding decrease can be developed by a proper physical definition
of fracture: the propagation of a large discontinuity through the crystal lattice and
subsequently disruption of material flow but without material separation, i.e., without
the creation of a new surface.

While the data for KIC is sometimes available, a pure mode II testing is difficult
to be obtained experimentally [117]. However, a trend on aluminium AA2204 T341 has
been found such that KIIC is 15% higher than of the KIC [113].

The damage, therefore, is separated into two independent variables: stiffness
and yielding degradation. Stiffness degradation, as considered to be caused by growth
and coalescence of voids during a tensile configuration of straining, depends mainly on
the Lode parameter. For such, the following modifications to the exponential damage
evolution expression are proposed:

DE = 1− exp

(
−
∫ uf

0

du σ̄y

(Gf )I
ΨE

)
, (38)

and for yield strength degradation:

Dσ = 1− exp

(
−
∫ uf

0

du σ̄y

(Gf )II
Ψσ

)
. (39)
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These expressions guarantee that the energy dissipated during damage evolution equals
(Gf )I,II asymptotically to Dσ, DE → 1.

Ψσ and ΨE are trigonometric functions describing the partition of the damage
increment. They approach an unit when the deformation in the element corresponds to
the loading modes I or II, according to:

Ψσ =cos2
(πµ

2

)
, (40)

ΨE =tan
(πµ

4

)
. (41)

Equations 40 and 41 describe the factor variation using the Lode parameter
based on the consideration of the final damaged shape of voids as flattened ellipsoids.
Normalization with the Lode parameter µ, is obtained by considering the condition
of maximum ellipsoidal triaxial anisotropy to be given in µ → 0 and the minimum
when µ → 1. Figure 22 presents the variation of the proposed trigonometric factors with
Lode parameter, µ. Equations 40 and 41 were developed based on considering the crack
modes, in which a tensile (µ = 1) or a shearing mode (µ = 0) deformation, the values
of the functions ΨE , Ψσ, should approach an unity in their respective characteristic
conditions in order to result in a good approximation to the characteristic energy release
rate (Gf )I, II.

The degradation variables decrease the plastic stress (σ̄y) and stiffness (Ē), both
monotonically and non-monotonically, respectively, through the following equations:

σ̄y =(1−Dσ)σ̃y, (42)

Ē =(1−DE)Ẽ, (43)

where σ̃y and Ẽ are the plastic stress and the elastic modulus in the beginning of
the time increment. The non monotonic nature of the elastic degradation variable is
necessary both to describe the complex strain paths on materials which are being
cut are presented and the very nature of stiffness degradation: the constraint of void
growth and coalescence in compressive configurations. The relation between damage
mechanics, void growth and coalescence and its non-monotonical effects in large plastic
deformations was described by [118]*.

*More information about the damage evolution model is presented elsewhere in an article published
by the present author [119]
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1.7 Fe3Al-BASED IRON ALUMINIDES

1.7.1 Fe3Al-based iron aluminides

In Fe-rich alloys with Al atomic weights greater than 22%, the D03 (Fe3Al) is
present upon cooling. This alloy is being considered for structural applications since
it presents greater strength to weight ratio and greater corrosion resistance than most
iron-based alloys [120]. The need for reducing the high ductile-brittle transition tem-
perature and inherent brittleness still remains. Many solutions to this problem have
been proposed, such as thermomechanical treatments in the B2-phase region [121] and
alloying [81, 122, 123, 83]. From these, alloying has been the most successful in hindering
atmospheric embrittlement due to hydrogen evolution during straining and increasing
cleavage strength. Figure 23 illustrates the D03 structure.

The highly corrosive resistance of this material is given by its very adherent
and resilient α-Al2O3 thin passive film formed in the surface. A bulk sample with
14-17% atomic weight of aluminium can maintain its protectivity up to 900 ◦C [80].
Iron aluminides present high aqueous solution oxidation and sulfur resistance due to
this protective film. However, as with many Al rich alloys, it presents low pitting and
localized corrosion resistance, such as in concentrated Cl– aqueous solutions [124].

Figure 23 – The D03 structure. Source: adapted from [125]
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Another possible important factor for the low ductility is final grain size. While
a larger grain size (150 µm) exhibited an engineering ductility of 5%, a finer grain size
(7µm) exhibited a 7% engineering ductility. With castings, inoculants are normally used
in order to reduce the final grain size of the casting. Ramirez [126] applied a Al-5Ti-B
inoculant successfully, reducing in 60% the final grain size of the casting. Grain size and
shape, as reported in [121], hinders hydrogen embrittlement evolution.

Fe3Al presents an interesting anomaly with respect to most metallic alloys –
an increase in yield strength with temperature up to 700 ◦ [80, 89]. The reason for
the anomaly is a locking of < 111 > superdislocations* to a < 100 >, increasing the
necessary stress for slipping. This can render difficulties in processing, since machining
operations can bring the temperature to such values.

1.7.2 Production methods

Near-net shape processes are those that try to reach the final shape of the com-
ponent in one single unit operation. For intermetallics, as shown in previous sections,
casting is the most widely used. Casting is very technically challenging for Fe3Al, with
problems such as aluminium segregation, which causes brittle pre-cracks during coo-
ling, and very large final grain size [125]. Optimization of castings with properties such
as ductility and sulfidation resistance were made with additions of Cr, Zr and Nb.

Ramirez; Schön [86] produced a series of cast Fe3Al alloys (Fe28Al, Fe28Al6Cr
and Fe28Al6Cr1Ti), with varying grain sizes and in experimental and industrial scales.
The industrial scale produced alloys with varying grain size with inoculant usage
(Al-5Ti-1B), with up to 60% grain size reduction. Titanium addition acted as a greater
refining agent than Al-5Ti-1B. The casting defects as shrinkage, pores and inclusions
were greatly mitigated, giving good indication of the viability of the casting production
method. Figure 24 presents some macrographic results from Y-blocks of the different
castings.

Another problem is related to shrinkage, which can take even 20% of casting
volume [86]. This can be bypassed with change in composition, heating and pouring
practices. Furthermore, even when casting near-net shape components, machining can be
a crucial part of engineering costs for the final product. In the case of hard to machine
materials, the cost of machining can be the last straw between viability and unviability
of the whole process due to material selection. Hence the need for machining parameters
optimization.

Problems related to carbon contamination are also present in the experimental

*Since the D03 is an ordered structure, the movement of atom planes render further thermodynamic
instability in the structure. Hence, dislocation movement is often made by a closely disposed pair of
dislocations bounded by antiphase boundaries, named superdislocations.
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Figure 24 – Macrographs of cast Fe3Al-based alloys (Fe28Al, Fe28Al6Cr and

Fe28Al6Cr1Ti) with increasing inoculant content (0.0%, 0.05% and 0.10%).
Source: adapted from [126]

scales which are not found in industrial scale melts. Whilst large scale presence of
κ-carbides can affect properties related to machining, there is no evidence that low
concentration of hard second phases can affect machining performance. Major problems
with addition of chromium and titanium are related to melt fluidity, which can cause
serious issues related to mould filling during casting, especially for the Fe28Al6Cr1Ti
alloy.

The solidification and phase transformations a molten Fe3Al-based alloys goes
through are:

L
1490◦C

L+αFe
1455◦C

αFe
800 to 1100◦C

FeAl︸ ︷︷ ︸
2o order

550 to 450◦C
Fe3Al︸ ︷︷ ︸
2o order

The FeAl and Fe3Al transformations are ordered phases, hence, characterized
as a product of second-order phase transformation. The second-order phase transition
temperatures are represented by the hatched temperature lines in Figure 25.
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Figure 25 – Fe-Al phase diagram. Source: [127]

1.7.3 Machinability of intermetallic alloys

A review of machinability of titanium aluminides (Ti3Al) was made by Castel-
lanos et al. [128], a couple of studies about machinability of nickel aluminides (NiAl)
Chatterjee [129] and Blau; DeVore [130]. Studies about machinability of iron alumi-
nides, in turn, contradict themselves in a technological point of view. According to
Woodyard [131], high speed steels can be used to machine iron aluminides (Fe25Al)
while Saigal; Yang [132] affirm otherwise. According to consulted literature, iron alu-
minides were disregarded for machining operations [133], with reasons related to low
ductility and rough casting structure [131]. In 2005, low machinability was related to
low ductility and high strains in the interface between tool and workpiece, indicating a
high interaction between workpiece and tool in the region of the contact length [134].

Some physical properties are fundamentally important to machinability such
as thermal conductivity, melting temperature and hardness [2]. Table 1 presents some
physical properties of easy to machine materials (magnesium, aluminium and brass)
and relatively hard to machine materials such as low alloyed and stainless steels and
nickel superalloys in comparison with Fe3Al.

Although Fe3Al presents brittle behavior under normal conditions (≈ 1-2% of
extension in tensile tests), the chip formation mechanism is characteristically ductile
— large shear bands and one order of magnitude strain that those presented in tensile
testing. The triaxial stresses imposed have much more severe effects in intermetallic
alloys than in ductile ones, as the fracture mechanisms are directly inhibited and defor-
mation becomes readily apparent under those conditions [140, 141, 142]. Triaxiality is
often defined as σh

σv
, or the ratio between the hydrostatic components and the deviatoric
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Table 1 – Physical properties (thermal conductivity, melting temperature and hardness)
of easy and hard to machine materials

Material λt[W/mK] Tfus[
oC] HV [N/mm2]

AZ10A [135] 110 630 80 Mg, 300 (Al12Mg17) ∗

6061 [136] 180 582 85 Al, 320 (Al3Mg2)∗

Brass 70/30 [137] 120 915 184 (α)
AISI 4340 (annealed) [138] 44.5 ≈ 1427 228 (α+ Fe3C)∗

UNS S30400 [139] 16.2 ≈ 1425 197 (γ)

Inconel 625 9.9 ≈ 1210 ≈ 350 (γ + γ′)∗

Fe3Al 14.7 ≈ 1450 260-350 (D03 + κ)∗

*Hardness values of the matrix and intermetallic or interstitial phases, inde-
pendently.

components of stress (represented by the mises equivalent stress, σv. Figure 26 presents
some examples of chips formed in the machining of iron aluminides, the presence of
a white superficial layer on the chip at the tool-chip interface and well-defined shear
bands are evidence of great deformations. Machining and analysis of the chip formation
mechanism can provide important information regarding plasticity and fracture of
seemingly brittle materials under tension. The triaxiality of stress effect on cleavage
fracture is a poorly addressed theme in machining studies, as there are less conventional
engineering materials that present this fracture mechanism. The majority of engineering
alloys fracture in a ductile manner or by disaggregation (such as cast irons).

Figure 26 – Examples of transversal sections of chips formed when machining Fe3Al.
Source: adapted from [84] and [134]

Much effort has been made, recently, in the study of machinability of iron alu-
minides [134, 84, 143]. Figure 27 presents a turbine blade made of an Fe25Al1.5Ta alloy,
cast and machined, extracted from the Intermetallics 2019 conference abstracts, held in
Bad Staffelstein - Germany, by Heiner Michels et al., 2019 [143]. The results from this
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work resumed the effect of tool geometry and coating — reporting allegedly up to 74%
of reduction in tool degradation rates — variables that will also be studied in this work.

Figure 27 – Turbine blade of Fe25Al1.5Ta alloy, cast and machined. Source: [143]
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2 OBJECTIVES

The general objectives of this work are:

2.1 GENERAL OBJECTIVES

(1) Describe the effects of damage in the phenomenon of chip segmentation using
both numerical and experimental techniques.

(2) Develop a damage evolution model to explain chip segmentation phenomena in
materials with limited ductility.

(3) Conclude the role of thermal softening in chip segmentation using numerical
models.

2.2 SPECIFIC OBJECTIVES

(1) Conclude the effect between the stress triaxiality and lode angle, fracture in the
free surface and its effect on segmentation.

(2) Use an intermetallic alloy with anomalous yield behavior,Fe3Alas a benchmark to
the theory of chip segmentation.

(3) Compare the effects of thermal softening and damage evolution in the mechanics
of chip segmentation.

(4) Calculate forces and stresses, determine the cutting ratio, deformations and frac-
ture mode of the chips with the aid of metallography, microinde’ntation and
dynamometry for different feeds, both numerically and experimentally.

(5) Evaluate the mechanism and protection capacity of different superficial tool coa-
tings (TiN, Duratomic®) when machining cast Fe3Al.
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3 MATERIALS AND METHODS

3.1 MATERIALS

3.1.1 Cast iron aluminides

Cast iron aluminides were produced by Ramirez [126], the alloys were presented
in Figure 24. For this particular work, the alloys selected for the work were Fe28Al
(alloy A) and Fe28Al6Cr1Ti (alloy B), bothwith no inoculant. The reason for this choice
is microstructural integrity, since the alloys cast with these compositions presented
the least amount of cracks, which are needed to support the stresses generated in
machining without catastrophic failure of the workpiece. The composition of each alloy,
measured by XRF and LECO along with its hardness, as measured by micro-indentation
is presented in Table 2.

Table 2 – Composition and hardness of cast Fe3Al
alloys. Source: composition [126] and hard-
ness (the author)

Alloy A Alloy B

Fe∗ 70.19 63.92
Al∗ 28.98 26.02
Cr∗ 0.01 8.35
Ti∗ — 0.54
C† 0.067 0.078
S† 0.008 0.007
hardness‡ 288.6± 12.76 293.56± 13.80

all composition data is in % at.
∗ measured by XRF [126]
† obtained with LECO’s CS 230
‡ measured with Shimadzu’s HMV-2TQDW

Figure 28 presents macrographic cross sections of the alloys A and B and the
carbide morphology of each alloy. A higher grain size is observed for alloy A, with long,
coarse, elongated carbides. Alloy B presents smaller grain size with spheroidal, fine,
dispersed carbides.

3.1.2 Cutting tools

In the work of Ramirez [126], TiN coated tools proved to be a very difficult
and challenging task, as tools presented a high level of flank wear across all cutting
speeds and feeds. The hypothesis is that there is great amount of diffusional interaction
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Figure 28 – Macrographic cross sections of alloys A and B and respective microstructu-
res showing carbide particles

between tool and workpiece, along with thermal softening and abrasion, as evidenced
by the works of SASAKI; YAKOU [144] and Chowdhuri et al. [134]. For this work,
two cutting tools were used for this material, tool 1 (T1): TNMG160412-MF5, TP1501
inserts, provided by SECO Tools, with the Duratomic™coating, an Al2O3+TiCN (top to
bottom) coating with controlled texture, the top Al2O3 will try to fix the issues related to
adhesion in TiN and tool tip thermal softening. The tool 2 (T2) is CNMG 12 04 08-WF
4015, from Sandvik Coromant, with TiN+AL2O3+TiCN (top to bottom) coating. Figure
29 presents the fractured cross sections of the tools’ coating.

Figure 30 presents the cutting tool geometry used for the cutting forces measure-
ment. Table 3 presents overall information about the cutting tools.

Tool 1

Al₂O₃

TiCN

WC+TiC+TaC

TiN

TiCN

WC+TiC+TaC

Al₂O₃

Tool 2

Figure 29 – Fractured cross sections of tools’ coating
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Figure 30 – (a) tool 1, (b) tool 2 cutting tool geometry

Table 3 – Information and data of the cutting tools used.
Source: the author

T1 T2

effective rake angle∗ −5◦ −2◦

oblique angle 3◦ 6◦

clearance angle 5◦ 6◦

cutting edge radius 1.20 mm 0.794 mm

∗ effective rake angle is measured as tool-holder rake angle + insert
rake angle

3.1.3 Specimen preparation

The as-cast square stocks extracted from the Y-blocks were circularized to round
bars with a 22 mm diameter using a lathe and tungsten carbide tools. The extraction
of the round stock from the Y-block casting and an example macrograph of an etched
cross-section of a sample are presented in Figure 31.
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Figure 31 – Example of the extraction of a round stock sample from the Y-block casting
and an etched macrograph of the cross-section of the Fe28Al6Cr1Ti alloy
casting. Dimensions are in mm. The round bar diameter is 22 mm.

3.2 METHODS

3.2.1 Cutting force measurements

Cutting force measurements were made with a piezoelectric dynamometer,
9265B/9441B, with a 5070A 11100 signal conditioner and DynoWare 2825A1-2 signal
analyzer, from Kistler. The dynamometer captures the force components in the 3 princi-
pal directions, namely Fy, Fx and Fz, with limits of ±15 kN for Fy and Fx and ±30kN

for Fz. Sensitivity of the piezoelectric snsor is of ≈ −8 pCN−1 for the x and y directions
and ≈ 3.7 pCN−1 for the z direction. Figure 32 presents the set-up for the measurement
of cutting forces.

workpiece

dynamometer
inout

Fz
Fx

Fz

signal conditioner

Dynoware
software

Figure 32 – Dynamometer set-up for the measurement of cutting forces. Source: the author

The cutting forces were measured for tools with different geometries and co-
atings, TiN and Al2O3, provided by SECO Tools™. Table 4 presents the tool force
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Table 4 – Tool force measurements

tool alloy feed

T1 A 0.327
0.205

T2 B
0.327
0.205

measurements. Cutting forces were measured after 3 second contact between tool and
workpiece, to ensure a constant cutting regime in order to determine mean cutting
forces.

3.2.2 Metallographic inspection

Metallographic inspection for the Fe3Al alloy follows regular mounting with
pressure thermosetting bakelite, grinding with subsequent finer grit sandpaper, up to
1600 ANSI grit, and final polishing with synthetic diamond suspension of 3 µm and 1

µm. For chip mounting, metal clips were used to set the chip on its side for inspection
of the transverse longitudinal section. The etchant used for metallographic feature
inspection was 25 mL acetic acid, 15 mL HNO3, 15 mL HCl and 5 mL H2O for 10 seconds
[126], this etchant reveals grain boundaries but also deformation shear bands in Fe3Al.

3.2.3 Orthogonal FEM model and damage evolution model implemen-

tation

A complete stress characterized and asymmetrical locus damage initiation crite-
rion, was proposed by Bai; Wierzbicki [47]. Here, this criterion is modified in the strain
rate dependence, adopting the approach of Johnson; Cook [98]:

ϵD(η , µ , ˙̄ϵ) =
〈[1

2

(
ϵ
(+)
D + ϵ

(−)
D

)
− ϵ

( ◦ )
D

]
µ2+

1

2

(
ϵ
(+)
D − ϵ

(−)
D

)
µ+ ϵ

( ◦ )
D

〉(
1−D4(JC) ln

˙̄ϵ
˙̄ϵ◦

)
.

(1)

The superscripts in ϵ
(+),( ◦ ),(−)
D represent the maximum strain at the characteristic loading

condition, such as (+), ( ◦ ) and (−) are the characteristic axial symmetry strain in
deviatoric tension (µ = 1), pure shear or generalized plane strain (µ = 0) and axial
symmetry strain in deviatoric compression (µ = −1) loading conditions, respectively.

Furthermore, Bai; Wierzbicki [47] use an exponential relation for the inclusion
of the effect of stress triaxiality, based on the theory of McClintock [145] and Rice;
Tracey [102],
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ϵ
(+)
D = D1e

(−D2η),

ϵ
( ◦ )
D = D3e

(−D4η) and

ϵ
(−)
D = D5e

(−D6η),

where D1 to D6 are the six model parameters that were calibrated, the parameters
extracted from [47] are presented in Table 5.

Strain rate dependence on damage initiation is not included in the original model
of Bai; Wierzbicki [47]. So the strain rate parameter of the Johnson-Cook damage model
parameter D4(JC) [98] is used here to modify the surface with respect to strain rate, as
presented in Figure 21.

To investigate the ability of the model in describing the chip formation mecha-
nism, the software Abaqus ™(version 6.14) in its numerical explicit formulation was
used. The simulation was set as a common 2D, non-thermally coupled model. The
choice of not including thermal effects in the analysis is justified by the fact that the
inelastic heat generation was overestimated in early tests with the current model. It is
reasonable to think that the continuum definition of a damage in the plastic properties
would also incur in alteration in the thermal properties, especially the inelastic energy
heat fraction of the continuum itself as it is currently known that a constant inelastic heat
fraction is a highly simplistic consideration [146]. As thermal inelastic heat generation
is currently defined in terms of plastic strain in Abaqus [94] ™, it is considered as a
possible source of error in the present work. A more robust implementation of the
model with thermal coupling using the VUMAT subroutine of the software with a better
physical relationship of the damage process with inelastic heat source is needed.

A FORTRAN code was written for Abaqus ™ under subroutines UHARD and
VUSDFLD. UHARD subroutine was used to define a Johnson-Cook strain hardening
law [98]. With subroutine VUSDFLD the state variables such as the Lode parameter,
strain rate, the stress tensor and its corresponding invariants were calculated. The
previous step plastic yield stress σ̃y is exchanged between both subroutines, in order to
integrate the values of DE and Dσ and update the new σ̄y and Ē.

A simple explicit tensile model for the visualization of the damage variable
partition was built with the same material models as previously stated in order to
attest the visual accuracy of the post-processing integration. The objective of the explicit
tensile model is to attest the partition of the damage variables across the specimen’s
cross section.

Figure 33 illustrates the calculation process given by the code using VUSDFLD
and utility subroutine VGETVRM for a material point. The damage initiation criterion
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ϵD and the σ̄y and Ē value update method used are optional. In this work, the Bai;
Wierzbicki [47] criterion, VUSDFLD and UHARD subroutines were used for damage
initiation criterion, Ē and σ̄y value update, respectively.

initiate new step

calculate invariants
call stresses/strains

VGETVRM

calculate strain
increment and 

strain rate

calculate damage 
increment and sum
to field variable ωF

call VUSDFLD
Subroutine

is ωF ≥ 1 ?

no

yescalculate
displacement element set 

as damaged
calculate degradation

 increments

update degradation 
state variables 

update σy and E
in this stepis DE ≥ 0.99 ?

no

delete element
in this step

yes

σy and E not updated for 
the element in this step

Figure 33 – Flowchart illustrating the calculation process for damage damage initiation
and evolution in a finite element by the current model in a given simulation
step

Figure 34 presents the machining simulation boundary conditions, parts and
dimensions. Part 2 is a thin layer that promotes chip separation from the bulk (Part 3),
and is subjected to a maximum strain criterion to full degradation (ϵf = 2). Part 1 is
the uncut chip, with variable thickness f . The variable tool speed, v, is set as one of the
boundary conditions for the model, while the rest are fixations. The last variable is rake
angle φ. The physical properties and Johnson-Cook’s parameters of the AA2024 T341
alloy were extracted from [87], and are presented in Table 1. All elements are CPE4R
quadrilateral, plane strain, hourglass control with reduced integration, assigned in an
homogeneous section with plane stress and strain ratio thickness equal to the respective
depth of cuts.

Interaction between tool, defined as an analytic undeformable solid, and work-
piece has been defined as a surface-to-surface contact with tangential penalty behavior
with a constant friction coefficient (µf = 0.2), until maximum shear friction stress τmax is
reached, which in turn is defined as the initial yield stress (σy). Therefore, the frictional
shear stress (τf ) is defined as:

τf =

µf p for τ ≤ τmax

τmax for τ > τmax

. (2)
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Table 5 – Material properties used in the simulations

Material property [unit] Al AA2024 T341
Jo
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
A [MPa] 265
B [MPa] 426
n 0.41
C 0.01
D4(JC) 0.011
Density, ρ [kgm−2] 2770
Elastic modulus, E [GPa] 73
Poisson’s ratio, ν 0.265
K(IC, IIC) [MPa m1⁄2] 28.0, 32.2 *

Ba
ia

nd
W

ie
rz

bi
ck
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pa

ra
m

et
er

s



D1 0.5862
D2 1.3576
D3 0.2170
D4 0.0400
D5 0.4859
D6 0.7000

* The value of 32.2 is obtained by a trend of K IIC = 1.15KIC,
following the work of Jones; Chisholm [113].
[87] (Johnson-Cook viscoplastic parameters)
[136] (fracture toughness values)
[47] (damage initiation locus parameters)

 f  

 φ

part 1

part 3

part 2

V

Figure 34 – Machining simulation boundary conditions, dimensions, and parts
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Figure 35 – Tensile simulation boundary conditions and dimensions

For the evaluation of chip morphology and cutting forces, the built-up edge is a
major related variable in multiple feeds and speeds. The built-up edge is the sticking
of a hardened material at the tip of the tool, giving rise to a sharp edge that reduces
cutting forces by reducing the straining of the chip.

In order to realistically determine the accuracy of the model, the built-up edge
phenomenon is taken into account by incorporating it into the solid rigid tool geometry.
The built-up edge geometry to be incorporated to the tool edge, was taken from the
high speed photographs taken in [69], whenever present.

Figure 35 presents the tensile test finite element model boundary conditions
and part dimensions. The velocity of the edges are set to 1 mms−1, each. The physical
properties for the material are the same as the machining model, already presented in
Table 1. All elements are set in an homogeneous solid section with C3D8R elements.
The simulation is ended when the total material separation is achieved.

For the obsevation of dynamic damage evolution in the chips, a Fe3Al machining
model was derived from this orthogonal model. Since the cutting forces are not a major
interest for this particular simulation, the flow properties were roughly derived from
literature. The flow properties were derived from the data in [147] with a strain rate
parameter derived from [148]. The chips were subsequently collected and mounted
with its cross-section prepared (grinding/polishing) for etching and metallographic
inspection. Etching was conducted using a 5 mL H2O, 15 mL HNO3, 15 ml HCl, and 25

mL acetic acid solution for 10s to reveal shear bands and cracks [126].
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3.2.4 Coupling thermal effects

In order to couple thermal effects, the damage initiation and the newly developed
damage and damage evolution models were implemented into a modified and adapted
robust coupled-temperature VUMAT subroutine framework, firstly developed by Ming;
Pantalé [149]*. The code uses the methodology of inelastic heat generation presented in
Section 1.5.3 and is presented in Appendix A.

*The original code (without damage) by Ming; Pantalé [149] is available at
github.com/pantale/abaqusVumat

http://github.com/pantale/abaqusVumat
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4 RESULTS AND DISCUSSION

4.1 DAMAGE EVOLUTION MODEL

4.1.1 Effect of element characteristic size

The effect of element characteristic size, L, in the results of machining simulation
is well known [150]. To investigate these effects, simulations with different element
characteristic sizes were produced, i.e., 15, 22, 30 and 40µm. The effects of element size
in the morphology of the chip is presented in Figure 36
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Figure 36 – Chip morphology and equivalent plastic strain for different characteristic
element size, L

As presented in Figure 36, chip morphology, in terms of segmentation frequency
and plastic deformation barely changes with L, the most important change associa-
ted with the reduction of L is the primary shear angle, which slightly increases with
reducing element size. This has the effect of slightly increasing the cutting forces, as
presented in Figure 37. The difference is minimal, related to the initial contact of the tool
and reduces with the progress of the tool and we can assume that the current damage
evolution model correctly predicts the size effect within the scale of element size studied
(22µm).

Small element sizes in the FEM is related to high computational costs. A good
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Figure 37 – Cutting force, FP for different characteristic element size, L

balance between computational time for solution and solution accuracy was in the order
of 22µm, and was the L used for this work.

The results from the simple tensile test at the onset of separation are presented
in Figure 38, the partition of damage variables seem to accurately describe the cup and
cone fracture, as illustrated in Figure 22.

The presence of a Dσ variable, indicates the tendency towards elongated shear-
like dimples, which is present on the edges of the cup fracture, whilst the equiaxial
dimples are present in the region on which DE is the highest: in the center of the speci-
men. This association, however, is product of an approximation of voids as ellipsoids
and the true meaning require further investigation, which is outside of the scope of the
present work.

When the DE value reaches its highest, the material is fully damaged with
regards to its stiffness, due to the exponential growth and coalescence of voids. Hence,
we can define the DE value as a measure of material separation, or the creation of
new surfaces, which is the most recognizable aspect of fracture phenomena. As to the
Dσ variable, it is the harder to observe the phenomenon with regular experimental
techniques, as no true surface is created when it is the only variable present – as
the damage represents plastic disruption due to shear bands and similar large plastic
discontinuities. Furthermore, with the pressures and temperatures present in the process,
it is unlikely that the resultant microstructure would express such phenomena due to
diffusion and annealing in the flow disruption. The way we can attest its existence
is due to the shape of the voids, where the shearing angle of 45° with regards to
the main stress produces an elongated dimple-like structure whenever the yielding is
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Figure 38 – Node averaged DE (top and bottom left) and Dσ (top and bottom right)
variables at the onset of material separation due to damage evolution under
tensile strain in the cup and cone region of the fracture after complete
separation. The elements are deleted when DE = 0.99

characterized as to being produced by a shearing stress (µ = 0), and presence of large
plastic discontinuities and shear bands.

Experimentally, in the chips’ regions of greatest Dσ, the damage is not firstly seen
because of the friction and rewelding induced by very high pressures and temperatures
imposed in the newly created flow disruption, the flow disruption expresses itself as
shear bands and large plastic discontinuities. Hence, an important lexical definition of
fracture must be made with respect to the nature of a mixed mode fracture at very high
triaxial stresses: if we define fracture as the creation of new surfaces through imposed
strain, then the DE parameter should be the only factor inducing fracture and Dσ should
be neglected. If so, the reason for the definition of the Dσ variable, which is based on the
same fracture mechanics assumptions as DE , can provide satisfactory results on chip
morphology and fractographic features with the given model would remain unknown.
However, if fracture is instead defined as a rapid plastic flow disruption caused by a
critical strain, then the effects of both Dσ and DE successfully describe fracture at very
high triaxial stresses.
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In the works of Bridgman [50] and Shaw [18], the flow properties of ductile
and brittle solids under high compressive stresses were severely different from those
under regular conditions, with the common feature of increased ductility. Brittle speci-
mens such as a single crystal of Al2O3, tested in compression under a pressure of 2688
MPa, presented an extensive apparent deformation by slipping, although with irregular
fracture surfaces across the shear cleavages, this apparent increased ductility pheno-
menon was repeatedly present on many other brittle materials as cemented carbides,
which presented a shortening of 10% of sample size under similar conditions, without
strain-hardening [50]. The effects of triaxial stresses on flow properties of solids were
first extensively studied in geological processes, considering the extreme pressures and
temperatures on which these materials are subjected [115, 116]. Ductile specimens (low
carbon steel) presented an apparent negative strain hardening index above a critical
strain when tested in simple shear with a normal stress imposed on the shear plane [18].
These are strong arguments that ductile fracture ought to occur even when no apparent
surface is being created.

4.1.2 Validation of the model with respect to chip morphology

The present section will deal with the numerical results obtained by simulation
of metal cutting with the present model. The chip morphology was evaluated according
to segmentation frequency and contact length with different rake angles and speeds.

Resultant chip morphology and the DE and Dσ variables are presented in Figure
39, numerical and experimental cutting force results are presented in Table 6. The
simulation is in overall good agreement with experimental results obtained by Kouadri
et al. [69], regarding chip morphology and fracture characteristics with varying feed
and rake angle. In the 0.3 mm feed simulations, a gross crack is formed in the surface
where the stiffness degradation parameter DE is the largest, which is in agreement
with the hypothesis of Shaw [5] that the fracture (as defined by material separation
due to cracking) is expected to initiate in the region where hydrostatic stresses are the
minimum, i.e., in the free region of the chip.

Table 6 – Experimental [69] and numerical results (mean cutting force and contact
length) obtained with a constant cutting speed of 60 m s−1, depth of cut of 4
mm and variable rake angle and feed

feed [mm] rake angle [°] Cutting force [N] Contact length [mm]
Exp. [69] Num. Exp.[69] Num.

0.1
0 430 650 0.16 0.30
15 − 390 0.12 0.22

0.3
0 1200 1428 0.60 0.52
15 1200 1346 0.60 0.60
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Figure 39 – High speed photographs of orthogonal machining sections with cutting
speed of 60 mmin−1 obtained by Kouadri et al. [69] (reproduced with per-
mission of Elsevier) and resulting simulations with the present model

As previously stated, the DE variable is related to the phenomenon of material
separation. In the continuous chips, as produced with f = 0.1 mm, the maximum value
of DE is given in the bottom region of the chip, where the separation of the chip and the
bulk material is given. Nevertheless, the Dσ variable and strain localization is always
present in the cutting process, even for the continuous chips.

As previously stated, finite element machining models based purely on flow
modification previously failed to explain the presence of surface roughness on the chip
free surface. As shown in Figure 40, the surface contains a roughness related to both the
DE and Dσ variables, reducing the shear plane length, and thus concentrating strain
and damage in its extension. This is in agreement with the results of Guo; Compton;
Chandrasekar [33] with regards to the phenomenon of strain localization in apparently
continuous chips.
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Figure 40 – Numerically calculated plastic deformation at nodes produced by orthogo-
nal cutting at 1 m s−1, zero rake angle with built-up edge and f = 0.1
mm with a resultant surface roughness. The variable ϵeq is defined as
ϵeq = (1−Dσ)ϵ̄

4.1.3 Cutting speed

It is known that the increase in cutting speed increases segmentation frequencies
and reduces cutting forces, numerical results for these variables are illustrated in Figure
41. The segmentation frequency, as calculated with respect to cutting force fluctuation,
is in overall agreement with experimental results obtained by [32]. However, this
agreement seems to hold off slightly in the high cutting speed range, which is probably
related with the thermal effect neglection of the model.

The resultant degradation variables expressed at averaging nodes for the resul-
tant chip is shown in Figure 42. Chip morphology was closely reproduced for both
velocities when compared to the results of [32], as shown in Figure 42. However, seg-
mentation intensities seem to be lower in cutting speeds of 200 mmin−1 in contrast to
numerically obtained for the same speed. This can either be attributed to the neglection
of thermal properties in the current model or the presence of a BUE in the speeds present
in the speed range of 0− 150 mmin−1.

Another important result obtained by the simulations shown in in 39 and 42
is that the effective equivalent plastic strain (ϵeq = (1 − Dσ)ϵ̄), is always the same at
the region of segmentation, which is consistent with the experimental results obtained
by Guo; Compton; Chandrasekar [33], giving further support to the critical strain to
fracture theory.

The numerically (mean cutting force) and experimentally results obtained by
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Figure 41 – Numerical obtained mean tool forces with f = 0.4 mm and variable cutting
speeds

Table 7 – Experimental and numerical results obtained with a constant feed of 0.4 mm,
depth of cut of 4 mm and variable cutting speed

feed [mm] cutting speed [mmin−1] cutting force [N]
exp. [32] num.

0.4 60 1150 1475
0.4 800 975 1470

Kouadri et al. [69] are presented in Table 7. As in the segmentation frequency, the cutting
forces are also in overall agreement with experimental results in the low cutting speed
range, where overall thermal effects are minimized.

While the segmentation frequency presented the same appreciable variation
across different cutting speeds, the cutting force remained the same, which contradicts
the results obtained by Mabrouki et al. [32] and Kouadri et al. [69] with the same speeds
and feeds. This is an expected result and attributed to the neglection of thermal effects
on flow properties, as previously described. The cutting speed effect in the thermal
softening and further discussions will be made in Section 4.1.4

4.1.4 Cutting speed with coupled thermal behavior

It is known that by increasing cutting speed there is a reduction in cutting forces,
mainly due to the reduction of strength with temperature. With varying cutting speed,
the magnitude of variables that define the cutting forces are many, the strain rate is
responsible for increase in strength, while thermal softening due to adiabatic effects
reduce it. In order to illustrate the effects of cutting speed in the thermal softening, two
simulations with varying cutting speed were executed, similarly as shown in Figure
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Figure 42 – Chip morphology obtained with variable cutting speed obtained by Ma-
brouki et al. [32] (reproduced with permission of Elsevier). The variable ϵeq
is defined as ϵeq = (1−Dσ)ϵ̄

42, but this time with thermal coupling. By analyzing in terms of the Johnson-Cook
softening parameter, θm and the damage evolution softening paramter, Dσ, which vary
from 0 to 1, we can compare the magnitude of thermal softening with regards to damage,
as shown in Figure 43

In this case, when comparing to the experimental results presented in Figure
42, the chip morphology is now accurately described in terms of segment length and
shear angle extent. The simulation predicts that thermal softening behavior only aids
the localization of strain along the shear plane, but it is not the responsible for the
formation of the segment, as shown in the 60mmin−1 speed. It is observed that even
for the 800mmin−1 speed, the θm parameter reaches a maximum of 0.4 of reductionof
strength, while the damage variable reaches 0.9. Shaw [151] conclusion on the rootcause
of segmentation is confirmed by the numerical results presented in this work.

4.1.5 Further considerations of thermal effects

In the cases studied in this work, i.e., in materials with limited ductility [119], such
as Al 2024-T351 and Fe3Al, the effects of damage are the most important aspects of chip
segmentation, on which damage mechanics alone can explain the phenomena accurately,
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Figure 43 – Scalar damage variables for thermal, θm and plastic Dσ, with varying cutting
speed, 0.3mm feed

without thermal assumptions. In materials with high fracture energy this assumption
may be proven invalid, specially in materials with lower thermal conductivity, such as
austenitic stainless steels. In this case, the same simulations presented in Sections 4.1.3
and 4.1.4 was conducted with an austenitic stainless steel, with Johnson-Cook plastic
and damage models extracted from [152] and the current damage evolution model,
with a fracture energy of 150kJm−2, extracted from [153]. The cutting speed was set to
120mmin−1. The results are presented in Figure 44.

It can be observed that the Dσ field variable has strong correlation with the θm,
from which the segmentation mechanism is needed. The segmentation phenomenon
could not be reproduced without the thermal coupling as presented in Annex A. While
the model itself needs more robustness in order to describe accurately cutting forces
and morphology, the current simulation is only to illustrate the thermal effects to the
mechanics of chip segmentation. In materials with high ductility and high melting point,
the segmentation can only be explained with thermal assumptions.
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Figure 44 – Simulation of chip formation of an austenitic stainless steel (AISI 304),
cutting speed of 120mmin−1. There is a strong correlation of Dσ and θm in
the mechanics of chip segmentation for the simulation of this material with
the given model.

4.2 DYNAMIC DAMAGE EVOLUTION UNDER HIGH TRIAXIAL

STRESSES IN Fe3Al

The work of Shaw [18] presents an hypothesis of the very high strain capacity
although with negative apparent strain hardening of materials subjected to very high
triaxial stresses. The hypothesis is that the role of micro cracking is fundamentally
responsible for such strains, providing further displacement after a crack is initiated and
propagated to the region opposite to the shearing direction. The following mechanism
was proposed:

• damage initiates with the formation of microcracks under critical strains,

• the microextrusion leads to the establishment of pressure welds.

The formation of microcracks, as a surface formation phenomenon, should by
definition be accompanied by an increase of the DE variable: defined previously as the
creation of new surfaces due to tensile deviatoric configurations of strains. Furthermore,
the microcracks should move to the direction opposite of the shearing direction, i.e.,
to the free surface region. Figure 45 presents an example of the formation of such
microcrack in the segmentation of chips formed by metal cutting. Furthermore, the
DE variable is reduced due to straining under high triaxial stresses and negative lode
parameter.

As the present phenomenon is very difficult to attest experimentally with the
available techniques, it is impossible to observe microcracks dynamically formed in
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microcrack

Figure 45 – Numerically obtained results of the evolution of a microcrack, represented
by the DE variable (color scale), across the shear plane of a chip. Fe3Al with
50 m/s cutting speed and 0.327 feed rate

intermediate regions of the chip and closed due to compression after deformation in the
shear plane in ductile materials. However, with materials with very limited ductility,
such as Fe3Al, some tensile cracks aren’t fully welded and become enclosed inside the
shear band. Figure 46 presents photographic evidence of this mechanism. The etching
reveals the extension of the shear band and carbides, while also revealing microcracks
enclosed inside the material across the shear bands.

These microcracks formed at intermediate regions of the chip propagate towards
the shearing direction, and further, due to the non-monotonical nature of the DE variable
evolution, is constricted and "rewelded"due to compressive stresses. The ability of
the model to simulate an event like this attests the complexity of the metal cutting
process, on which the non monotonical nature of the elastoplastic degradation takes a
fundamental part.
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Figure 46 – Micrograph of enclosed cracks inside shear bands of Fe3Al chips as predicted
by the mechanism proposed by Shaw [18] in metal cutting and exemplified
in Figure 45. Cutting speed is 50 m/min, 0.327 mm feed rate. Alloy A.

4.3 CUTTING FORCES IN Fe3Al

4.3.1 Comparison between different compositions

The effects of alloy and tool geometry can be compared with respect to cutting
forces. The comparison between cutting forces between tool T1 and T2 as the results of
the cutting forces are illustrated in Figure 47. The results for both tools with different
feeds are presented in Table 8.

Table 8 – Mean cutting forces, FP , FQ and Fx, and standard
deviation of FP forces for Tool T1 with alloys A and
B. Cutting speed is 49.8 mmin−1

workpiece feed FP FQ Fx FP STD

A 0.205 33.532 35.370 19.215 3.921
B 0.205 27.920 25.807 14.519 14.613
A 0.327 44.149 43.007 20.462 8.727
B 0.327 36.328 35.459 18.266 19.425

∗feeds in mm and forces in N.

From Table 8, for both feeds, and increase in FP cutting forces when machining
from Alloy A to alloy B. This is expected as the yield strength reduces with increase in
ductility with the addition of Cr [81]. However, the effects of yield strength reduction
cannot be attributed solely as the agent of cutting force reduction. An important feature,
that made machining of alloy B nearly impossible, was that of high temperature. Tool
breakage in 10 seconds or less in contact was present even during roughing operations.
From the values of the standard deviation of the cutting force values in Table 8 and
Figure 47, we can see that tool-workpiece-machining operations for Alloy B induced
very high vibrations in the tool, which could be the cause, alongside tool tip softening,
for tool breakage due to the brittleness of Co-WC-TiC tools. Figure 48 presents a photo-
graph of the chip formation when cutting alloy B – from the radiating color, temperature
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Figure 47 – Cutting forces, FP , FQ and Fx for A and B alloys with 0.205 mm feed

when cutting is very high, considering the low speed cutting regime and hardness, (20
m s−1) in this case.

Figure 48 – High chip exit temperature when cutting Fe3Al, 20 m s−1, alloy B, 0.2mm
feed, 1mm depth of cut
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4.3.2 Comparison between different tools

The differences in tool geometry and rake angles were presented in subsection
3.1.2. This section will provide information regarding the different cutting tool geome-
tries and resulting cutting forces. Table 9 and 9 presents the values of FP , FQ and Fx

for T1 and T2 used for turning alloys A and B. As expected, Fx forces were higher for
T2 in both cases, due to the higher oblique angle. While forces remanained somewhat
constant for alloy A between T1 and T2 across both feeds, alloy B presented a high
difference between both tools, with T2 being much higher, this can be attributed to the
high wear rate of the TiN coated tool in this feed within the 3 seconds of tool contact.
Furthermore, it is possible to observe a monotonic increase in cutting forces with cutting
time, wich gives support to the “instantaneous” damage caused in the tool hypothesis,
as shown in Figure 49

Table 9 – Cutting forces with tools T1 and T1, alloy A, cutting speed: 49.8 mmin−1

tool feed FP FQ Fx FP STD

T1 0.205 33.533 35.381 19.221 2.896
T2 0.205 33.992 33.784 19.816 2.736
T1 0.327 44.139 43.007 20.459 3.885
T2 0.327 45.590 40.962 23.253 4.225

∗feeds in mm and forces in N

Table 10 – Cutting forces with tools T1 and T1, alloy B, cutting speed: 49.8 mmin−1

tool feed FP FQ Fx FP STD

T1 0.205 27.919 25.809 14.517 4.110
T2 0.205 43.473 39.136 40.573 2.964
T1 0.327 36.315 35.451 18.257 6.516
T2 0.327 43.103 44.360 31.354 3.922

∗feeds in mm and forces in N.

In order to visualize the tool damage within the 3 second tool contact, a SEM
photograph of the tool tip was analyzed. Figure 50 presents the results of tool damage in
backscattered electrons (BSE) acquisition mode, in order to observe the limits between
tool coating and substrate. The red arrow indicates an intense, ≈ 500 mm wide, region of
plastic deformation in T1 after 3 second contact in this feed, it is probable that, due the
high temperatures achieved, tool tip softening with deformation and breakage occurs
in very low contact time, leading to high cutting forces due to an unsharp broken tool.
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Figure 49 – Monotonically increasing forces after 2 seconds cutting time in T2 after
contact. 0.327 mm feed, 49.8 mmin−1 cutting speed

Tool A Tool B

Figure 50 – T1 and T2 tool tip after 3 second contact in 0.205 mm feed, 49.76 mmin−1

cutting speed, alloy B

4.4 CHIP FORMATION MECHANISM IN Fe3Al

Chip formation in both alloys were studied according to chip morphology,
hardness, micrographic chip root analysis with SEM and optical microscopy via metal-
lography.

A transverse view of a chip was already presented in Figure 46, chips from
both alloys are characterized by trapezoidal segments separated by long shear bands
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containing cracks and, in alloy A, long carbides.

Chip roots characterized by metallographic inspection, produced with tool T1
are presented in Figure 51. For alloy A, chip formation involves the formation of long
segments with alignment of carbides across the shear band, as shown in the region
indicated by the arrow. Second phase particles, even hard ones, are known to provide
crack initiation and strain localization sites in alloys [154, 155, 156, 20]. The hypothesis of
the author is that the carbides provide means for the chip formation mechanism to avoid
plastic deformation, which involves the production of high stresses and temperatures,
and hence, high work associated to the chip formation. The carbides service most of
the surface area in order to initiate cracks and sliding of the structure. If this is true,
difference in shear band properties as length and/or hardness in microindentation tests
in the shear band regions of boths alloys chips segments should provide evidence for
this mechanism. The problem of shear band properties analysis arises from the fact that
chip final hardness in the shear band region depends on the final temperature of the
chip. In the case of alloy B, chip temperature was visually much higher than alloy A,
which could cause annealing in the shear band region. Hence, special care should be
taken when analyzing microindentation hardness in the shear band. Table 11 presents
the mean values of chip segment length (hs) and hardness in the shear band region as
measures by microindentation.

Table 11 – Values of shear band hardness by microidentation, chip segment
length, cutting ratio RC and shear stress acting on the shear plane
according to Piispanen’s theory, for alloys A and B with tool T1

alloy feed [mm] hardness [HV] segment length [µm] RC τZ
∗ [MPa]

A 0.205 448.9± 16.6 133.2± 63.4 0.70± 0.06 105.54
0.327 448.6± 26.8 96.5± 32.5 0.76± 0.06 90.00

B 0.205 480.2± 24.0 64.5± 42.9 0.85± 0.02 137.84
0.327 551.4± 38.8 32.9± 30.1 0.97± 0.01 112.51

indentation load HV0.1 (0.9807 N)
∗ τZ is an approximation via the orthogonal model, without the consideration of
an Fx, the tool radius and the effects of second surface creation originated forces.
Hence, the qualitative comparison between stresses must be kept in between the
same feeds for both alloys.

An important evidence should consider the effects of chip segment length, if
the chip formation mechanism involves the facilitation of shear band “sliding” due to
second-phase particle strain localization, the chip segments should be longer in the
case of the long-carbide-containing alloy A when comparing to the spheroidal carbide
containing B, considering the same cutting regime. Segment length, as shown in Table
11 and the corresponding standard deviations, indicate that the average segment length
is greater for the elongated carbide containing alloy A. The lower relative SD for the
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Figure 51 – Photomicrograph of chip roots produce by the quick-stop mechanism. Orange
arrows indicate carbide particles, blue arrows indicate the tool tip

values of segment length in alloy A indicates a more grain orientation-indepedent chip
formation mechanism, which is according to the given hypothesis of carbide-facilitated
shear band. If long carbide particles facilitate the formation of shear bands, the grain
orientation would be less determinant for the average chip formation mechanism. The
orientation-dependence on the chip formation mechanism is shown in Figure 52, a
much smoother transition and a more regular segment length is observed for alloy A.

Figure 52 – Grain transition effect in chip formation mechanism for alloys A and B.
0.327 mm feed

The shear band microhardness of the chips of alloy A didn’t show variation
with feed. However, there was a high increase of hardness for alloy B. This can be
explained by the change of chip cutting ratio, RC .RC indicates, along with chip root
micrographs obtained via the quick-stop mechanism, the shear plane angle ϕ, that dictates
the magnitude of shear deformation along the shear band, and hence, the final hardness
of the deformed region. In the case of alloy A, chip RC and quick-stop specimens indicate
that shear remains constant with feed rate, while with alloy B, ϕ increases with feed rate.
According to Morris; Dadras; Morris [157], addition of Cr actually reduces the work-
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hardening magnitude of the alloy, which would bring a contradiction of interpretation
of the results of higher hardness of alloy B’s chips, with higher α and, hence, lower
shear strain, according to the classical orthogonal machining model. Considering lower
α, lower cutting temperatures and lower final chip hardness in alloy A, this further
supports the hypothesis that the chip formation is facilitated by carbides with higher
shape factor rf .

The chip formation mechanism for alloys A and B are illustrated in Figure 53

hs

hs

hs

hs

Grain Boundary
Carbides

alloy A alloy B

tool tool

Shear Band

Figure 53 – Illustration of formation mechanisms for alloys A and B and the influence
of carbide morphology in segment length

For alloy B, chip formation involves the formation of a higher ϕ shear band, with
shorter segments and higher deformations and stresses. This is evident when comparing
the τZ calculated in Table 11 in alloy A and B for the same feeds. The compositional
effect of hardening are ruled out as indicated by the results of Yoshimi; Terashima;
Hanada [158], which demonstrates the reduction of work-hardening for Fe3Al alloys
with additions of chromium. The result from the higher stresses when cutting alloy B
is the high exit temperature produced when machining, which could be causing the
premature failure of tools with fracture due to thermal softening.
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5 CONCLUSION

The model presented in this work was successful in explaining the origin of
chip segmentation and tensile ductile fracture of aluminium AA2024 T341 (a well
fracture-characterized material) with only fracture mechanics considerations. A “ther-
mal softening” factor, in this case, should only be used as an extension to the real root
cause for segmentation in chip formation. The model is dependent of two independent
variables: the Lode parameter and the triaxiality. The triaxiality and Lode parameter
define the damage initiation of the material, as proposed on the work of [47], which can
be defined as the critical strain on which the macro elastoplastic properties (σ̄y and E)
of the material begin to be affected by dimples or plastic flow disruptions. Furthermore,
the Lode parameter defines the damage evolution across a certain stress-strain path,
non monotonically with the DE variable, and monotonically with the Dσ variable.

For instance, in the case of materials with very high ductilty, and specially high
melting temperature, the thermal effects are needed to describe chip segmentation. The
author used the example of the simulation of an austenitic stainless steel, AISI 304,
which without thermal assumptions, the segmentation is absent. In this case, the thermal
parameter in the Johnson-Cook model, θm, is strongly correlated to the advancement
of the damage parameter of the current model, Dσ, and thermal softening aids the
formation of the segment.

As previously stated, the DE variable represents the elastic degradation imposed
by a ductile tensile mode deformation, on which the growth and coalescence of voids
gives origin to a new surface, and can be easily represented by characteristic dimples
present in fractographies of ductile samples, such as those presented at Figure 22. Direct
evidence of the DE damage variable, which is associated with material separation and
microcracking in chip formation mechanisms, were presented in Figures 45 and 46.
Generally, Dσ variable is not easily observed, as the mechanism cannot be attested with
most characterization techniques. However, the postulated mechanism is supported
by the current work, both numerically and experimentally, and the results of Shaw
Shaw [151] and Bridgman [50], regarding negative or negligible strain hardening expo-
nents in very high strain regimes and the formation of shear bands in brittle materials,
respectively, under high triaxial stresses. In addition, further supporting evidence is
given by the presence of elongated dimples in conditions of shear strain in the corners
of the cone of a ductile fracture as those schematically presented in Figure 22, and the
distribution of the Dσ and DE variables across a cone fracture of a simple numerically
obtained tensile test with the present model, such as presented in Figure 36. In addition,
the results obtained by Courbon [118], regarding the correlation of material damage
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with density, further adds support to the non-monotonic evolution of the DE varia-
ble. Hence, the Dσ variable represents damage associated to the propagation of large
flow disruptions manifested by long shear bands and material discontinuities. Direct
photographic evidence from the outcome of the developed damage evolution model
– the microcracking and rewelding in the shear plane, as predicted by the works of
Shaw [151], associated with the DE variable presented in our model – was presented in
the case of a segmented chip formation of a Fe3Alalloy in Figures 45 and 46.

Additionally, the results obtained by Guo; Compton; Chandrasekar [33] on
the constant plastic strain at fracture in the segmentation region, which gives further
support to the critical strain theory, is coherent with all the present simulations. In this
case, the plastic strain at the onset of chip segmentation was approximately 0.93 in all
cases where it’s present, as shown in Figure 40.

The chip formation mechanism for alloys A and B are very characteristic and
intrisically related to the carbide shapes. This was supported by the inspection of chip
roots obtained by quick-stop mechanism, by the cutting ratio RC and chip metallography.
The assumption of carbide disposition in the alloy is also supported by modern literature
for a mechanism of plastic localization and chip segmentation theory [30, 31, 156, 154]

5.1 Future works

An important step will be the simulation of the semi-orthogonal (turning) process
of Fe3Al with the newly developed damage evolution model. The forces measured with
dynamometry must be approximate to the solution via FEM. The effect of carbide parti-
cles will be accounted in order to understand the underlying difference betweenvthe
mechanisms envolving chip formation in both Fe3Al alloys. The damage evolution
parameters can be directly obtained directly via plane strain fracture tests, due to the
low fracture toughness of the material.

Further study on the machinability of Fe3Al in this work will focus on carbide
shape control by heat-treatments by solubilization and slow cooling, in order to precipi-
tate carbide in the matrix with the requiered shape factor. This can become a challenge
due to the high stability of these transition metal carbides. Tool life testing along me-
tallographic inspection will be an important part of the second part of this work, in
order to provide a method for facilitating the machining of these alloys based on a
pre-machining heat-treatment, which is present in many alloys, such as spheroidized
high-carbon steels or the “solutionized” Inconel.
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APPENDIX A – Newton-Raphton VUMAT subroutine

This annex contains the VUMAT subroutine for the Abaqus Explicit Software
used to execute the damage evolution model presented in this work. It was produ-
ced via modifications and adaptations from the robust VUMAT implementation of
Johnson-Cook plasticity model by Ming; Pantalé [149]. The contents of the VUMAT are
divided in A.1, which comprises the radial return/Newton-Raphson solver and the
main variables, A.2, which comprises the main core of the Johnson-Cook model, and
A.3 which comprises the license of the presented code.

A.1 contents of VUMAT-NR.f

inc lude ’ JohnsonCook . f ’
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

subroutine vumat (
C Read only −

1 nblock , ndir , nshr , nstatev , nf ie ldv , nprops , lanneal ,
2 stepTime , totalTime , dt , cmname , coordMp , charLength ,
3 props , density , s t r a i n I n c , re lSp inInc ,
4 tempOld , s tretchOld , defgradOld , f ie ldOld ,
5 stressOld , stateOld , enerInternOld , enerInelasOld ,
6 tempNew, stretchNew , defgradNew , fieldNew ,

C Write only −
7 stressNew , stateNew , enerInternNew , enerInelasNew )

C
include ’ vaba_param . inc ’

C
dimension props ( nprops ) , dens i ty ( nblock ) , coordMp ( nblock , * ) ,

1 charLength ( nblock ) , s t r a i n I n c ( nblock , ndir+nshr ) ,
2 r e l S p i n I n c ( nblock , nshr ) , tempOld ( nblock ) ,
3 s t re tchOld ( nblock , ndir+nshr ) ,
4 defgradOld ( nblock , ndir+nshr+nshr ) ,
5 f i e ldOld ( nblock , n f i e l d v ) , s t ressOld ( nblock , ndir+nshr ) ,
6 s ta teOld ( nblock , ns ta tev ) , enerInternOld ( nblock ) ,
7 enerInelasOld ( nblock ) , tempNew( nblock ) ,
8 stretchNew ( nblock , ndir+nshr ) ,
9 defgradNew ( nblock , ndir+nshr+nshr ) ,
1 fieldNew ( nblock , n f i e l d v ) ,
2 stressNew ( nblock , ndir+nshr ) , stateNew ( nblock , ns ta tev ) ,
3 enerInternNew ( nblock ) , enerInelasNew ( nblock )

C
c h a r a c t e r *80 cmname

r e a l *8 D1 , D2 , D3 , D4 , D5 , D6 , GfI , GfII , Dmax,
1 t r s , j2 , j3 , lode , eta , r , pi , c r i t e q p s , aCompressiveInc ,
2 aTensiveInc , devS2 ( 6 ) , devS3 ( 6 ) , DE, Ds , e inc

C
parameter (

1 itMax = 250 ,
2 TolNRSP = 1 . 0 e −4 ,
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3 TolNRDP = 1 . 0 e −8 ,
4 neednprops = 23 ,
5 neednstatev = 15 ,
6 gammaInitial = 1 . 0 e −8 ,
7 s q r t 2 3 = 0.81649658092772603273242802490196 ,
8 s q r t 3 2 = 1.2247448713915890490986420373529 ,
9 pi = 3 .14159265359)

C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

Young = props ( 1 )
xnu = props ( 2 )
parA = props ( 3 )
parB = props ( 4 )
parn = props ( 5 )
parC = props ( 6 )
parm = props ( 7 )
pardepsp0 = props ( 8 )
parT0 = props ( 9 )
parTm = props ( 1 0 )
taylorQ = props ( 1 1 )
densi ty0 = props ( 1 2 )
heatCap = props ( 1 3 )
mCoupled = props ( 1 4 )
D1 = props ( 1 5 ) ! Bai −Wierzbicki Parameters
D2 = props ( 1 6 )
D3 = props ( 1 7 )
D4 = props ( 1 8 )
D5 = props ( 1 9 )
D6 = props ( 2 0 )
GfI = props ( 2 1 ) ! Energy Release Rate mode I
G f I I = props ( 2 2 ) ! ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ I I
Dmax = props ( 2 3 ) ! maximum damage

C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C twoG = Young / ( 1 . 0 + xnu )
C twoG32 = s q r t 3 2 * twoG
C alamda = xnu * twoG / ( 1 . 0 − 2 . 0 * xnu )
C bulk = Young / ( 3 . 0 * ( 1 . 0 − 2 . 0 * xnu ) )
C heatFr = taylorQ / ( densi ty0 * heatCap )
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C p r e c i s i o n

TolNR = TolNRSP
i f ( j_sys_Dimension . eq . 2 ) TolNR = TolNRDP

C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C I f f i r s t increment , only compute the e l a s t i c part of the
C c o n s t i t u t i v e law .
C This i s mainly f o r i n t e r n a l use of the Abaqus software when
C package i s running
C Check number of m a t e r i a l p r o p e r t i e s

i f ( stepTime . eq . 0 . 0 ) then
i f ( nprops . ne . neednprops ) then

wri te ( * , * ) "Vumat subroutine needs " ,
1 neednprops , " m a t e r i a l p r o p r e t i e s "

wri te ( * , * ) " While " ,
1 nprops , " are declared in the . inp f i l e "

c a l l e x i t ( −1)
end i f

C Check number of s t a t e v a r i a b l e s
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i f ( ns ta tev . ne . neednstatev ) then
wri te ( * , * ) "Vumat subroutine needs " ,

1 neednstatev , " s t a t e v a r i a b l e s "
wri te ( * , * ) " While " ,

1 nstatev , " are declared in the . inp f i l e "
c a l l e x i t ( −1)

end i f
C Pr in tout m a t e r i a l p r o p r e r t i e s f o r debug a n a l y s i s

! wri te ( * , * ) "Summary of the parameters f o r the c o n s t i t u t i v e law "
! wri te ( * , * ) " E l a s t i c p r o p e r t i e s "
! wri te ( * , * ) "E=" , Young
! wri te ( * , * ) "nu=" , xnu
! wri te ( * , * ) " Johnson −Cook parameters "
! wri te ( * , * ) "A=" , parA
! wri te ( * , * ) "B=" , parB
! wri te ( * , * ) "C=" , parC
! wri te ( * , * ) "n=" , parn
! wri te ( * , * ) "m=" , parm
! wri te ( * , * ) "D1=" , D1
! wri te ( * , * ) "D2=" , D2
! wri te ( * , * ) "D3=" , D3
! wri te ( * , * ) "D4=" , D4
! wri te ( * , * ) "D5=" , D5
! wri te ( * , * ) "D6=" , D6
! wri te ( * , * ) " GFI=" , GfI
! wri te ( * , * ) " GFII=" , G f I I
! wri te ( * , * ) "Dmax=" , Dmax
! wri te ( * , * ) " deps0=" , pardepsp0
! wri te ( * , * ) " T0=" , parT0
! wri te ( * , * ) "Tm=" , parTm
! wri te ( * , * ) " tq=" , taylorQ
! wri te ( * , * ) " p0=" , densi ty0
! wri te ( * , * ) " heatCap=" , heatCap
! wri te ( * , * ) " coupled=" , mCoupled
! wri te ( * , * ) " S t a t e dependent v a r i a b l e s "
! wri te ( * , * ) "SDV1" , s ta teOld ( 1 , 1 )
! wri te ( * , * ) "SDV2" , s ta teOld ( 1 , 2 )
! wri te ( * , * ) "SDV3" , s ta teOld ( 1 , 3 )
! wri te ( * , * ) "SDV4" , s ta teOld ( 1 , 4 )
! wri te ( * , * ) "SDV5" , s ta teOld ( 1 , 5 )
! wri te ( * , * ) "SDV6" , s ta teOld ( 1 , 6 )
! wri te ( * , * ) "SDV7" , s ta teOld ( 1 , 7 )
! wri te ( * , * ) " General parameters "
! wri te ( * , * ) " P r e c i s i o n NR=" ,TolNR

C Check t h a t Newton−Raphson t o l e r a n c e i s OK
i f ( eps i lon ( TolNR ) > TolNR ) then

! wri te ( * , * ) " P r e c i s i o n requested f o r Newton−Raphson "
! wri te ( * , * ) " i s b e t t e r than machine p r e c i s i o n "
! wri te ( * , * ) " P lease change p r e c i s i o n d e f i n i t i o n in parameters "
! wri te ( * , * ) " subroutine aborded . . . "
c a l l e x i t ( −1)

end i f
do k = 1 , nblock

stateNew ( k , 8 ) = Young
twoG = Young / ( 1 . 0 + xnu )
twoG32 = s q r t 3 2 * twoG
alamda = xnu * twoG / ( 1 . 0 − 2 . 0 * xnu )
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bulk = Young / ( 3 . 0 * ( 1 . 0 − 2 . 0 * xnu ) )
heatFr = taylorQ / ( densi ty0 * heatCap )

C Trace of the s t r a i n increment tensor
deps3 = s t r a i n I n c ( k , 1 ) + s t r a i n I n c ( k , 2 ) + s t r a i n I n c ( k , 3 )

C New s t r e s s tensor due to e l a s t i c behaviour
stressNew ( k , 1 ) = s t ressOld ( k , 1 )

1 + twoG * s t r a i n I n c ( k , 1 ) + alamda * deps3
stressNew ( k , 2 ) = s t ressOld ( k , 2 )

1 + twoG * s t r a i n I n c ( k , 2 ) + alamda * deps3
stressNew ( k , 3 ) = s t ressOld ( k , 3 )

1 + twoG * s t r a i n I n c ( k , 3 ) + alamda * deps3
stressNew ( k , 4 ) = s t ressOld ( k , 4 ) + twoG * s t r a i n I n c ( k , 4 )
i f ( nshr . gt . 1 ) then

stressNew ( k , 5 ) = s t ressOld ( k , 5 ) + twoG * s t r a i n I n c ( k , 5 )
stressNew ( k , 6 ) = s t ressOld ( k , 6 ) + twoG * s t r a i n I n c ( k , 6 )

end i f
end do

C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C end of f i r s t increment s p e c i a l case

e l s e
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C Main block of c o n s t i t u t i v e equation
C Based on the Radial re turn algorithm

do k = 1 , nblock
stateNew ( k , 8 ) = sta teOld ( k , 8 )
twoG = stateNew ( k , 8 ) / ( 1 . 0 + xnu )
twoG32 = s q r t 3 2 * twoG
alamda = xnu * twoG / ( 1 . 0 − 2 . 0 * xnu )
bulk = stateNew ( k , 8 ) / ( 3 . 0 * ( 1 . 0 − 2 . 0 * xnu ) )
heatFr = taylorQ / ( densi ty0 * heatCap )

C Trace of the s t r a i n increment tensor
deps = s t r a i n I n c ( k , 1 ) + s t r a i n I n c ( k , 2 ) + s t r a i n I n c ( k , 3 )

C Compute pressure and d e v i a t o r i c part of the current s t r e s s tensor
p0 = ( s t ressOld ( k , 1 ) + s t ressOld ( k , 2 ) + s t ressOld ( k , 3 ) ) / 3 . 0
s11 = s t ressOld ( k , 1 ) − p0
s22 = s t ressOld ( k , 2 ) − p0
s33 = s t ressOld ( k , 3 ) − p0
s12 = s t ressOld ( k , 4 )
i f ( nshr . gt . 1 ) then

s23 = s t ressOld ( k , 5 )
s31 = s t ressOld ( k , 6 )

end i f

C Compute s ^2 , s^3 and i n v a r i a n t s
devS2 ( 1 ) = s11 * * 2 + s12 * * 2 + s31 * * 2
devS2 ( 2 ) = s12 * * 2 + s22 * * 2 + s23 * * 2
devS2 ( 3 ) = s31 * * 2 + s23 * * 2 + s33 * * 2
devS2 ( 4 ) = s11 * s12 + s12 * s22 + s31 * s23
devS2 ( 5 ) = s12 * s31 + s22 * s23 + s23 * s33
devS2 ( 6 ) = s11 * s31 + s12 * s23 + s31 * s33

devS3 ( 1 ) = devS2 ( 1 ) * s11 + devS2 ( 4 ) * s12 + devS2 ( 6 ) * s31
devS3 ( 2 ) = devS2 ( 4 ) * s12 + devS2 ( 2 ) * s22 + devS2 ( 5 ) * s23
devS3 ( 3 ) = devS2 ( 6 ) * s31 + devS2 ( 5 ) * s23 + devS2 ( 3 ) * s33
devS3 ( 4 ) = devS2 ( 1 ) * s12 + devS2 ( 4 ) * s22 + devS2 ( 6 ) * s23
devS3 ( 5 ) = devS2 ( 4 ) * s31 + devS2 ( 2 ) * s23 + devS2 ( 5 ) * s33
devS3 ( 6 ) = devS2 ( 1 ) * s31 + devS2 ( 4 ) * s23 + devS2 ( 6 ) * s33
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sigeqv = s q r t ( 3 . / 2 . * ( s11 * * 2 . + s22 * * 2 . +
1 s33 * * 2 . + 2 . * s12 * * 2 . + 2 . * s23 * * 2 . +
2 2 . * s31 * * 2 . ) )

i f ( s igeqv . eq . 0 . ) then
sigeqv = 0 . 1

end i f

t r s = devS3 ( 1 ) +devS3 ( 2 ) +devS3 ( 3 )
j 3 = t r s /3.
r = sign ( abs ( ( 2 7 . / 2 . ) * j 3 ) * * ( 1 . / 3 . ) , j 3 )

e ta = ( p0/sigeqv )
lode = ( r/sigeqv ) * * 3 .

C Damage to i n i t i a t i o n
c r i t e q p s = ( 1 / 2 * (D1* exp( −D2* e ta ) +D5* exp( −D6* e ta ) −D3 *

2 exp( −D4* e ta ) ) ) * lode * * 2 + 1/2*(D1* exp( −D2* e ta ) −D5 *
3 exp( −D6* e ta ) ) * lode + D3* exp( −D4* e ta )

C Compute i n i t i a l s t r e s s norm
i f ( nshr . eq . 1 ) then

Snorm0 = s q r t ( s11 * s11 + s22 * s22 + s33 * s33 +
1 2 . 0 * s12 * s12 )

e l s e
Snorm0 = s q r t ( s11 * s11 + s22 * s22 + s33 * s33 +

1 2 . 0 * ( s12 * s12 + s23 * s23 + s31 * s31 ) )
end i f

C Compute the new pressure from the s t r a i n increment
p1 = p0 + bulk * deps

C P r e d i c t i o n of the s t r e s s devia tor
s11 = s11 + twoG * ( s t r a i n I n c ( k , 1 ) − deps / 3 . 0 )
s22 = s22 + twoG * ( s t r a i n I n c ( k , 2 ) − deps / 3 . 0 )
s33 = s33 + twoG * ( s t r a i n I n c ( k , 3 ) − deps / 3 . 0 )
s12 = s12 + twoG * s t r a i n I n c ( k , 4 )
i f ( nshr . gt . 1 ) then

s23 = s23 + twoG * s t r a i n I n c ( k , 5 )
s31 = s31 + twoG * s t r a i n I n c ( k , 6 )

end i f
C Compute s t r e s s norm

i f ( nshr . eq . 1 ) then
Snorm = s q r t ( s11 * s11 + s22 * s22 + s33 * s33 +

1 2 . 0 * s12 * s12 )
e l s e

Snorm = s q r t ( s11 * s11 + s22 * s22 + s33 * s33 +
1 2 . 0 * ( s12 * s12 + s23 * s23 + s31 * s31 ) )

end i f
C Compute J2 equiva lent s t r e s s

S t r i a l = s q r t 3 2 * Snorm
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C Compute the C o n s t i t u t i v e law equiva lent s t r e s s due to p l a s t i c flow
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C Get the current temperature a t the beginning of the increment

i f ( mCoupled . eq . 0 ) then
tempInit = s ta teOld ( k , 5 )

e l s e
tempInit = tempOld ( k )

end i f
temp = tempInit
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C Get the previous values of p l a s t i c s t r a i n and p l a s t i c s t r a i n increment
epsp = sta teOld ( k , 1 )
depsp = stateOld ( k , 2 )

C I n i t i a l i z e gamma value to zero
gamma = 0 . 0

C Get the previously s tored y i e l d s t r e s s of the m a t e r i a l
y i e l d = sta teOld ( k , 4 )

C I f the y i e l d s t r e s s i s zero
C compute the f i r s t y i e l d s t r e s s thank ’ s to the c o n s t i t u t i v e law
C using the d e f a u l t i n i t i a l value of gamma

i f ( y i e l d . eq . 0 . 0 ) then
y i e l d = y i e l d S t r e s s ( gammaInitial , gammaInitial/dt , temp ,

1 parA , parB , parC , parn , parm , pardepsp0 , parT0 , parTm )
2 * ( 1 . − s ta teOld ( k , 1 3 ) )

end i f
C I n i t i a l i z e the i t e r a t e counter

i t e r a t e = 0
i B i s s e c t i o n = 0

C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C P l a s t i c i t y c r i t e r i o n t e s t and begin of p l a s t i c c o r r e c t o r
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

i f ( S t r i a l > y i e l d ) then
C Minimum value of Gamma

gammaMin = 0 . 0
C Maximum value of Gamma

gammaMax = S t r i a l / twoG32
C I n i t i a l i z e gamma to the l a s t value except i f epsp = 0 . 0

gamma = stateOld ( k , 3 )
C I f epsp=0 s e t gamma to the d e f a u l t i n i t i a l value of gamma

i f ( epsp . eq . 0 . 0 ) gamma = s q r t 3 2 * gammaInitial
C Update the values of epsp , depsp and temp f o r next loop

depsp = s q r t 2 3 * gamma / dt
epsp = sta teOld ( k , 1 ) + s q r t 2 3 * gamma
temp = tempInit + 0 . 5 * gamma * heatFr *

1 ( s q r t 2 3 * y i e l d + Snorm0 )
C I n i t i a l i s a t i o n s f o r the Newton−Raphson rout ine

irun = 1
C Main loop f o r the Newton−Raphson procedure

do while ( irun . eq . 1 )
C Compute y i e l d s t r e s s and hardening parameter

y i e l d = y i e l d S t r e s s ( epsp , depsp , temp ,
1 parA , parB , parC , parn , parm , pardepsp0 , parT0 , parTm )
2 * ( 1 . − s ta teOld ( k , 1 3 ) )

C Compute the r a d i a l re turn equation f o r i s o t r o p i c case
fun = S t r i a l − gamma*twoG32 − y i e l d

C Reduce the range of s o l u t i o n depending on the sign of fun
i f ( fun < 0 . 0 ) then

gammaMax = gamma
e l s e

gammaMin = gamma
endi f

C Compute three hardening parameters
hardEpsp = yieldHardEpsp ( epsp , depsp , temp ,

1 parA , parB , parC , parn , parm , pardepsp0 , parT0 , parTm )
hardDepsp = yieldHardDepsp ( epsp , depsp , temp ,

1 parA , parB , parC , parn , parm , pardepsp0 , parT0 , parTm )
hardTemp = yieldHardTemp ( epsp , depsp , temp ,
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1 parA , parB , parC , parn , parm , pardepsp0 , parT0 , parTm )
C Compute the hardening c o e f f i c i e n t

hard = hardEpsp + hardDepsp/dt + heatFr * y i e l d * hardTemp
C Compute d e r i v a t i v e of the r a d i a l re turn equation f o r i s o t r o p i c case

dfun = twoG32 + s q r t 2 3 * hard
C Compute the increment of the gamma parameter

dgamma = fun/dfun
C Increment on the gamma value f o r Newton−Raphson

gamma = gamma + dgamma
C I f s o l u t i o n i s outs ide of the bracke ts do one b i s e c t i o n step

i f ( (gammaMax − gamma) * (gamma − gammaMin) < 0 . 0 ) then
dgamma = 0 . 5 * (gammaMax − gammaMin)
gamma = gammaMin + dgamma
i B i s s e c t i o n = i B i s s e c t i o n + 1

end i f
C Algorithm converged , end of computations

i f ( abs (dgamma) < tolNR ) irun = 0
C Update the values of epsp , depsp and temp f o r next loop

depsp = s q r t 2 3 * gamma / dt
epsp = sta teOld ( k , 1 ) + s q r t 2 3 * gamma
temp = tempInit + 0 . 5 * gamma * heatFr *

1 ( s q r t 2 3 * y i e l d + Snorm0 )
C I n c r e a s e the number of i t e r a t i o n s

i t e r a t e = i t e r a t e + 1
i f ( i t e r a t e > itMax ) then

C Break with no convergence ! !
wri te ( * , * ) "NO CONVERGENCE in Newton−Raphson "
wri te ( * , * ) " After " , i t e r a t e , " i t e r a t i o n s "
wri te ( * , * ) " Time " , stepTime , dt
wri te ( * , * ) " P r e c i s i o n " , abs ( fun/y i e l d )
wri te ( * , * ) " S t r i a l " , S t r i a l
wri te ( * , * ) "Gamma0" , s ta teOld ( k , 3 )
wri te ( * , * ) "Gamma" , gamma
write ( * , * ) "Gamma M" , gammaMin, gammaMax
wri te ( * , * ) "DGamma" , dgamma
write ( * , * ) " epsp0 " , s ta teOld ( k , 1 ) +s q r t 2 3 * s ta teOld ( k , 3 )
wri te ( * , * ) " depsp0 " , s q r t 2 3 * s ta teOld ( k , 3 ) /dt
wri te ( * , * ) " epsp " , epsp
wri te ( * , * ) " depsp " , depsp
wri te ( * , * ) " temp " , temp
wri te ( * , * ) " hardEpsp " , hardEpsp
wri te ( * , * ) " hardDepsp " , hardDepsp
wri te ( * , * ) " hardTemp " , hardTemp
write ( * , * ) " old sdv1 " , s ta teOld ( k , 1 )
wri te ( * , * ) " old sdv2 " , s ta teOld ( k , 2 )
wri te ( * , * ) " old sdv3 " , s ta teOld ( k , 3 )
wri te ( * , * ) " old sdv4 " , s ta teOld ( k , 4 )
wri te ( * , * ) " old sdv5 " , s ta teOld ( k , 5 )
c a l l EXIT ( −1)

end i f
end do

C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C End of Newton−Raphson procedure
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C Compute the new s t r e s s tensor

xcor = ( 1 . 0 − twoG * gamma / Snorm )
s11 = s11 * xcor
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s22 = s22 * xcor
s33 = s33 * xcor
s12 = s12 * xcor
i f ( nshr . gt . 1 ) then

s23 = s23 * xcor
s31 = s31 * xcor

end i f
end i f

C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C End of P l a s t i c c o r r e c t i o n algorithm
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C Damage i n i t i a t i o n and evolut ion
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

e inc = abs (gamma)

damageInc = e inc/ c r i t e q p s

stateNew ( k , 9 ) = sta teOld ( k , 9 ) + damageInc
i f ( isnan ( stateNew ( k , 9 ) ) ) then

stateNew ( k , 9 ) = 1 . 0
end i f

i f ( stateNew ( k , 9 ) . ge . 1 . 0 ) then
stateNew ( k , 9 ) = 1 . 0

end i f
c Damage evolut ion

i f ( stateNew ( k , 9 ) . ge . 1 . 0 ) then
c Tensive damage i n c r e a s e

aTensiveInc = y i e l d * e inc
1 * tan ( lode * pi / 4 . 0 )
2 * charLength ( k ) / GfI

c Compressive damage i n c r e a s e
aCompressiveInc = y i e l d * e inc

1 * cos ( lode * pi / 2 . 0 ) * * 2
2 * charLength ( k ) / G f I I

compressiveDamageOld = stateOld ( k , 1 0 )
i f ( compressiveDamageNew . l t . 0 . 0 . and .

1 aCompressiveInc . l t . 0 . 0 ) then
compressiveDamageNew = compressiveDamageOld

e l s e
compressiveDamageNew = compressiveDamageOld

1 + aCompressiveInc
end i f
stateNew ( k , 1 0 ) = compressiveDamageNew

c Tensive damage s t a t e V a r i a b l e
atensiveDamageOld = sta teOld ( k , 1 1 )
i f ( ( atensiveDamageOld . l t . 0 . 0 ) . and .

1 ( atensiveDamageNew . l t . 0 . 0 ) ) then
atensiveDamageNew = atensiveDamageOld

e l s e i f ( atensiveDamageNew . l t . 0 . 0 ) then
aTensiveInc = 0 .

e l s e
atensiveDamageNew = atensiveDamageOld
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1 + aTensiveInc
end i f
stateNew ( k , 1 1 ) = atensiveDamageNew

c Damage v a r i a b l e s
stateNew ( k , 1 2 ) = 1 . − exp ( − atensiveDamageNew )
stateNew ( k , 1 3 ) = 1 . − exp ( − compressiveDamageNew )

c element d e l e t i o n

i f ( stateNew ( k , 1 2 ) . ge . Dmax
1 . or . stateNew ( k , 1 3 ) . ge . Dmax
2 . or . stateNew ( k , 1 ) . ge . 8 . ) then

stateNew ( k , 1 5 ) = 0 .
end i f

end i f
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C End of damage i n i t i a t i o n and evolut ion
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C Store the new p l a s t i c s t r a i n and p l a s t i c s t r a i n r a t e

stateNew ( k , 1 ) = epsp
stateNew ( k , 2 ) = depsp

C Store the value of gamma f o r next p l a s t i c s tep
stateNew ( k , 3 ) = gamma

C Store the new y i e l d s t r e s s of the m a t e r i a l
stateNew ( k , 4 ) = y i e l d * ( 1 . − stateNew ( k , 1 3 ) )

C Store the number of Newton−Raphson i t e r a t i o n s
stateNew ( k , 6 ) = sta teOld ( k , 6 ) + i t e r a t e

C Store the number of B i s s e c t i o n s teps
stateNew ( k , 7 ) = sta teOld ( k , 7 ) + i B i s s e c t i o n

C Store the new s t r e s s tensor
stressNew ( k , 1 ) = s11 + p1
stressNew ( k , 2 ) = s22 + p1
stressNew ( k , 3 ) = s33 + p1
stressNew ( k , 4 ) = s12
i f ( nshr . gt . 1 ) then

stressNew ( k , 5 ) = s23
stressNew ( k , 6 ) = s31

end i f
C Compute the new s p e c i f i c i n t e r n a l energy

i f ( nshr . eq . 1 ) then
stressPower = 0 . 5 * (

1 ( s t ressOld ( k , 1 ) + stressNew ( k , 1 ) ) * s t r a i n I n c ( k , 1 )
2 + ( s t ressOld ( k , 2 ) + stressNew ( k , 2 ) ) * s t r a i n I n c ( k , 2 )
3 + ( s t ressOld ( k , 3 ) + stressNew ( k , 3 ) ) * s t r a i n I n c ( k , 3 )
4 + 2 . 0 * ( s t ressOld ( k , 4 ) + stressNew ( k , 4 ) ) * s t r a i n I n c ( k , 4 ) )

e l s e
stressPower = 0 . 5 * (

1 ( s t ressOld ( k , 1 ) + stressNew ( k , 1 ) ) * s t r a i n I n c ( k , 1 )
2 + ( s t ressOld ( k , 2 ) + stressNew ( k , 2 ) ) * s t r a i n I n c ( k , 2 )
3 + ( s t ressOld ( k , 3 ) + stressNew ( k , 3 ) ) * s t r a i n I n c ( k , 3 )
4 + 2 . 0 * ( s t ressOld ( k , 4 ) + stressNew ( k , 4 ) ) * s t r a i n I n c ( k , 4 )
5 + 2 . 0 * ( s t ressOld ( k , 5 ) + stressNew ( k , 5 ) ) * s t r a i n I n c ( k , 5 )
6 + 2 . 0 * ( s t ressOld ( k , 6 ) + stressNew ( k , 6 ) ) * s t r a i n I n c ( k , 6 ) )

end i f
C Store the new s p e c i f i c i n t e r n a l energy

enerInternNew ( k ) = enerInternOld ( k ) + stressPower / densi ty ( k )
C Compute the new d i s s i p a t e d i n e l a s t i c s p e c i f i c energy

i f (gamma . eq . 0 . 0 ) then
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C Transfer the old value of the i n e l a s t i c s p e c i f i c energy
enerInelasNew ( k ) = enerInelasOld ( k )

C Transfer the old value of the temperature
stateNew ( k , 5 ) = tempInit

e l s e
i f ( nshr . eq . 1 ) then

plWorkInc = abs ( 0 . 5 * gamma* ( s q r t ( s11 * s11 + s22 * s22 + s33 * s33
1 + 2 . 0 * s12 * s12 ) + Snorm0 ) )

e l s e
plWorkInc = abs ( 0 . 5 * gamma* ( s q r t ( s11 * s11 + s22 * s22 + s33 * s33

1 + 2 . 0 * ( s12 * s12 + s23 * s23 + s31 * s31 ) ) + Snorm0 ) )
end i f

C Store the new d i s s i p a t e d i n e l a s t i c s p e c i f i c energy
enerInelasNew ( k ) = enerInelasOld ( k ) + plWorkInc / densi ty ( k )

C Store the new temperature
stateNew ( k , 5 ) = tempInit + heatFr * plWorkInc
! tempNew( k ) = stateNew ( k , 5 )

end i f
stateNew ( k , 8 ) = Young * ( 1 . − stateNew ( k , 1 2 ) )
stateNew ( k , 1 4 ) = ( ( stateNew ( k , 5 ) − parT0 ) / ( parTm − parT0 ) ) * * parm
! stateNew ( k , 1 4 ) = coordMp ( k , 1 ) −coordMp ( k , 2 )
! i f ( stateNew ( k , 1 4 ) . gt . 0 . 9 5 ) then
! stateNew ( k , 1 5 ) = 0 . d0
! end i f
! stateNew ( k , 1 6 ) = heatFr
! stateNew ( k , 1 7 ) = plWorkInc

end do
end i f
re turn
end

A.2 Contents of JohnsonCook.f

C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C Function to compute the Johnson −Cook y i e l d s t r e s s
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

funct ion y i e l d S t r e s s (
C Parameters

1 epsp , depsp , temp ,
C Constants of the c o n s t i t u t i v e law

2 parA , parB , parC , parn , parm , pardepsp0 , parT0 , parTm )
include ’ vaba_param . inc ’

C Hardening part of the Johnson −Cook law
hardPart = parA + parB * epsp * * parn

C Dependence to the deformation r a t e
i f ( depsp . gt . pardepsp0 ) then

v i s c P a r t = 1 . 0 + parC * log ( depsp/pardepsp0 )
e l s e

v i s c P a r t = 1 . 0
end i f

C Dependence to the temperature i f parT0 < temp < parTm
tempPart = 1 . 0
i f ( temp > parT0 ) then

i f ( temp < parTm ) then
tempPart = 1 . 0 − ( ( temp − parT0 ) / ( parTm − parT0 ) ) * * parm

e l s e
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tempPart = 0 . 0
end i f

end i f
C Compute and return the y i e l d s t r e s s

y i e l d S t r e s s = hardPart * v i s c P a r t * tempPart
re turn
end

C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C Function to compute the Johnson −Cook hardening / epsp
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

funct ion yieldHardEpsp (
C Parameters

1 epsp , depsp , temp ,
C Constants of the c o n s t i t u t i v e law

2 parA , parB , parC , parn , parm , pardepsp0 , parT0 , parTm )
include ’ vaba_param . inc ’

C Hardening part of the Johnson −Cook law
hardPart = parn * parB * ( epsp * * ( parn − 1 . 0 ) )

C Dependence to the deformation r a t e
i f ( depsp . gt . pardepsp0 ) then

hardPart = hardPart * ( 1 . 0 + parC * log ( depsp/pardepsp0 ) )
end i f

C Dependence to the temperature i f parT0 < temp < parTm
tempPart = 1 . 0
i f ( temp > parT0 ) then

i f ( temp < parTm ) then
tempPart = 1 . 0 − ( ( temp − parT0 ) / ( parTm − parT0 ) ) * * parm

e l s e
tempPart = 0 . 0

end i f
end i f

C Compute and return the y i e l d s t r e s s
yieldHardEpsp = hardPart * tempPart
re turn
end

C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C Function to compute the Johnson −Cook hardening / depsp
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

funct ion yieldHardDepsp (
C Parameters

1 epsp , depsp , temp ,
C Constants of the c o n s t i t u t i v e law

2 parA , parB , parC , parn , parm , pardepsp0 , parT0 , parTm )
include ’ vaba_param . inc ’

C Hardening part of the Johnson −Cook law
hardPart = 0 . 0

C Dependence to the deformation r a t e
i f ( depsp . gt . pardepsp0 ) then

hardPart = ( parA + parB * epsp * * parn ) * parC / depsp
end i f

C Dependence to the temperature i f parT0 < temp < parTm
tempPart = 1 . 0
i f ( temp > parT0 ) then

i f ( temp < parTm ) then
tempPart = 1 . 0 − ( ( temp − parT0 ) / ( parTm − parT0 ) ) * * parm
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e l s e
tempPart = 0 . 0

end i f
end i f

C Compute and return the y i e l d s t r e s s
yieldHardDepsp = hardPart * tempPart
re turn
end

C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C Function to compute the Johnson −Cook hardening / T
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

funct ion yieldHardTemp (
C Parameters

1 epsp , depsp , temp ,
C Constants of the c o n s t i t u t i v e law

2 parA , parB , parC , parn , parm , pardepsp0 , parT0 , parTm )
include ’ vaba_param . inc ’

C Hardening part of the Johnson −Cook law
hardPart = parA + parB * epsp * * parn

C Dependence to the deformation r a t e
i f ( depsp . gt . pardepsp0 ) then

v i s c P a r t = 1 . 0 + parC * log ( depsp/pardepsp0 )
e l s e

v i s c P a r t = 1 . 0
end i f

C Dependence to the temperature i f parT0 < temp < parTm
tempPart = 0 . 0
i f ( temp > parT0 . and . temp < parTm ) then

tempPart = −parm * ( ( ( temp − parT0 ) /(parTm − parT0 ) ) * * ( parm ) )
1 / ( temp − parT0 )

end i f
C Compute and return the y i e l d s t r e s s

yieldHardTemp = hardPart * v i s c P a r t * tempPart
re turn
end

C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C Function to compute the numerical Johnson −Cook hardening / epsp
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

funct ion yieldHardEpspNum (
C Parameters

1 yie ld , epsp , depsp , temp ,
C Constants of the c o n s t i t u t i v e law

2 parA , parB , parC , parn , parm , pardepsp0 , parT0 , parTm )
include ’ vaba_param . inc ’

C Increment of the p l a s t i c s t r a i n
deltaEpsp = 1 . 0 e−1
i f ( j_sys_Dimension . eq . 2 ) deltaEpsp = 1 . 0 e−8
epspForward = epsp + deltaEpsp

c yieldForward
yieldForward = y i e l d S t r e s s ( epspForward , depsp , temp ,

1 parA , parB , parC , parn , parm , pardepsp0 , parT0 , parTm )
yieldHardEpspNum = ( yieldForward − y i e l d ) / deltaEpsp
return
end
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C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C Function to compute the numerical Johnson −Cook hardening / depsp
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

funct ion yieldHardDepspNum (
C Parameters

1 yie ld , epsp , depsp , temp ,
C Constants of the c o n s t i t u t i v e law

2 parA , parB , parC , parn , parm , pardepsp0 , parT0 , parTm )
include ’ vaba_param . inc ’

c Increment of the p l a s t i c s t r a i n r a t e
deltaDepsp = 1 . 0 e−1
i f ( j_sys_Dimension . eq . 2 ) deltaDepsp = 1 . 0 e−8
depspForward = depsp + deltaDepsp

c yieldForward
yieldForward = y i e l d S t r e s s ( epsp , depspForward , temp ,

1 parA , parB , parC , parn , parm , pardepsp0 , parT0 , parTm )
yieldHardDepspNum = ( yieldForward − y i e l d ) / deltaDepsp
return
end

C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C Function to compute the numerical Johnson −Cook hardening / T
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

funct ion yieldHardTempNum (
C Parameters

1 yie ld , epsp , depsp , temp ,
C Constants of the c o n s t i t u t i v e law

2 parA , parB , parC , parn , parm , pardepsp0 , parT0 , parTm )
include ’ vaba_param . inc ’

c Increment of the temperature
deltaTemp = 1 . 0 e−1
i f ( j_sys_Dimension . eq . 2 ) deltaTemp = 1 . 0 e−8
tempForward = temp + deltaTemp

c yieldForward
yieldForward = y i e l d S t r e s s ( epsp , depsp , tempForward ,

1 parA , parB , parC , parn , parm , pardepsp0 , parT0 , parTm )
yieldHardTempNum = ( yieldForward − y i e l d ) / deltaTemp
return
end

A.3 Contents of LICENSE

BSD 3−Clause License

Copyright ( c ) 2020 , O l i v i e r Panta l é ,
Copyright ( c ) 2022 , Juan Manuel Costa Miscione ,

Al l r i g h t s reserved .

R e d i s t r i b u t i o n and use in source and binary forms , with or without
modif icat ion , are permitted provided t h a t the fol lowing condi t ions are met :

1 . R e d i s t r i b u t i o n s of source code must r e t a i n the above copyright not ice , t h i s
l i s t of condi t ions and the fol lowing d i s c l a i m e r .

2 . R e d i s t r i b u t i o n s in binary form must reproduce the above copyright not ice ,
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t h i s l i s t of condi t ions and the fol lowing d i s c l a i m e r in the documentation
and/or other m a t e r i a l s provided with the d i s t r i b u t i o n .

3 . Neither the name of the copyright holder nor the names of i t s
c o n t r i b u t o r s may be used to endorse or promote products derived from
t h i s software without s p e c i f i c p r i o r wri t ten permission .

THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS "AS IS "
AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE
IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE
DISCLAIMED . IN NO EVENT SHALL THE COPYRIGHT HOLDER OR CONTRIBUTORS BE LIABLE
FOR ANY DIRECT , INDIRECT , INCIDENTAL, SPECIAL , EXEMPLARY, OR CONSEQUENTIAL
DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR
SERVICES ; LOSS OF USE , DATA, OR PROFITS ; OR BUSINESS INTERRUPTION) HOWEVER
CAUSED AND ON ANY THEORY OF LIABILITY , WHETHER IN CONTRACT, STRICT LIABILITY ,
OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE
OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.
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