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ABSTRACT

PEPINO, V. M. Metamaterials and metasurfaces for wavefront shaping and
dispersion management. 2023. 193p.

Thesis (Doctor) - Escola de Engenharia de São Carlos, Universidade de São Paulo, São
Carlos, 2023.

Metamaterials and metasurfaces, cutting-edge technologies, have recently garnered signifi-
cant attention. They provide unprecedented control over electromagnetic wave behavior,
enabling the manipulation of light, sound, and other waveforms in unprecedented ways.
Engineered at a sub-wavelength scale, these materials possess unique properties not found
in natural substances. The concept of metamaterials arose from the notion of crafting
artificial structures with distinctive electromagnetic characteristics through precise internal
structure manipulation, yielding materials with extraordinary traits like negative and
near-zero refractive indices, perfect absorption or reflection, enhanced polarization, chirality
effects, and dispersion management.

Within this thesis, four primary contributions are outlined. Initially, a three-dimensional,
all-dielectric, planar metalens, fabricated through 3D printing, enhances microwave focusing
into a receiving antenna. This structure elevates antenna gain by 7.5 dB at 32.5 GHz within
a 2.4 GHz bandwidth. The metalens achieves a focus with a full-width at half-maximum of
approximately 0.85λ and a 3 dB depth-of-focus of around 5 cm. In azimuthal and elevation
planes, the antenna’s half-power beamwidth is reduced from 36° to 3° and from 4.5° to 3°,
respectively, with the assistance of the metalens. Notably, the metalens performs effectively
under oblique incidence, spanning 50° in the azimuthal plane and 40° in the elevation
plane.

Next, a tunable terahertz Bessel beam with variable depth of focus (ranging from 22 cm
to 40 cm) and adjustable beam width (from 3.7 mm to 6 mm) is designed for imaging
and communication applications. Silicon microholed metasurfaces are organized in an
Alvarez-type configuration. The meta axicon operates at 850 GHz and exhibits self-healing
capabilities against obstructions considerably larger than the operating wavelength.

Subsequently, a fully passive terahertz pulse amplification device harnesses the temporal
Talbot effect within a highly dispersive silicon-based metamaterial Bragg fiber. Three
distinct strategies, identified as coherent pulse addition, forward Talbot illuminator, and
backward Talbot illuminator, are introduced and explored to maximize passive Talbot
effect gain. These approaches accommodate a wide range of output pulse shapes and yield



gain factors of 5.8 dB (coherent pulse addition), 9.9 dB (forward Talbot illuminator), and
8.8 dB (backward Talbot illuminator). Numerical simulations indicate the potential of
these methods for developing high-gain passive amplification terahertz devices.

The temporal Talbot effect practical observation in the microwave realm has been hindered
by the requirement for controlled propagation through a highly dispersive waveguide.
Overcoming this challenge, we implemented an ultra-wideband, linearly chirped Bragg
grating within a standard microwave X-Band waveguide. Utilizing backwards Talbot array
illuminators with particle swarm optimization, we achieved passive amplification with
gains of 3.45 dB (for Gaussian pulses) and 4.03 dB (for raised cosine pulses). Moreover,
numerical assessments indicate that the gain can theoretically exceed 8 dB with higher
quality dielectrics. This breakthrough opens doors to various microwave applications of the
Talbot effect, including temporal cloaking, sub-noise microwave signal detection, microwave
pulse shaping, and microwave noise reduction.

Keywords: Metasurfaces, metamaterials, metalens, non-diffractive beams, wavefront
shaping, dispersion management, passive amplification, Fano resonances, Talbot effect.



LEYMAN SUMMARY

PEPINO, V. M. Metamaterials and metasurfaces for wavefront shaping and
dispersion management. 2023. 193p.

Thesis (Doctor) - Escola de Engenharia de São Carlos, Universidade de São Paulo, São
Carlos, 2023.

Metamaterials and metasurfaces, cutting-edge technologies, and are increasingly gaining
significant attention in the last years. They provide unprecedented control over electro-
magnetic wave behavior, enabling responses that go beyond the characteristics of the
host materials. Engineered at a very tiny scale, these materials possess unique properties
usually not found in nature.

Within this thesis, four primary contributions are outlined using these materials. Initially,
we designed for the first time a 3D printed metasurface for applications in 5G cellular
technology. This metasurface is designed to act as a lens, focusing a microwave signal
into a receiving antenna. This structure increases the antenna receiving efficiency in over
5 times in a large bandwidth. The metalens achieves a very tight focus, almost at the
physical limit, while also making the antenna more directive, improving its performance in
the desired direction. Notably, the metalens performs effectively under oblique incidence,
up to 50° x 40°.

Next, a metasurface for THz frequencies is designed. THz frequencies have an enormous
potential for 6G communications and imaging, with its non ionizing radiation making
it better suited than x-rays for medical applications. It is however limited by low power
sources. Our Silicon metasurface generates high efficiency beams, called Bessel beams,
with variable propagation distance and adjustable resolution, optimal for imaging and
communication applications.

Subsequently, a fully passive terahertz pulse amplification device uses a dispersive effect,
called the temporal Talbot effect within a precisely engineering metamaterial fiber. Three
distinct strategies, identified as coherent pulse addition, forward Talbot illuminator, and
backward Talbot illuminator, are introduced and explored to maximize passive Talbot
effect gain. These approaches accommodate a wide range of output pulse shapes and yield
gain factors of over 7 times, without the need for active components, that are lacking in
THz frequencies.

Finally, we implemented, for the first time, practical observation of the temporal talbot



effect in the microwave realm using a 3D printed metamaterial, called a linearly chirped
Bragg grating. Utilizing our previous techniques with optimization algorithms, we achieved
passive amplification with gains 2 and a half times for precisely designed pulses. Moreover,
we observed that we can theoretically increase the gain in an extra 2.5 times factor with
higher quality 3D printing materials. This breakthrough opens doors to various microwave
applications of the Talbot effect, including temporal cloaking, sub-noise microwave signal
detection, microwave pulse shaping, and microwave noise reduction.



RESUMO

PEPINO, V. M. Metamateriais e metassuperficies para modulac̃ão de frente
de onda e gerenciamento de dispersão. 2023. 193p.

Tese (Doutorado) - Escola de Engenharia de São Carlos, Universidade de São Paulo, São
Carlos, 2023.

Metamateriais e metassuperfícies, tecnologias de ponta, têm recentemente atraído atenção
significativa da comunidade científica. Eles oferecem um controle sem precedentes sobre o
comportamento de ondas eletromagnéticas, possibilitando a manipulação de luz, som e
outras formas de ondas de maneiras inéditas. Fabricados em uma escala sub-comprimento
de onda, esses materiais possuem propriedades únicas não encontradas em substâncias
naturais. O conceito de metamateriais surgiu da ideia de criar estruturas artificiais com
características eletromagnéticas distintas por meio de uma manipulação precisa de sua
estrutura interna, resultando em materiais com traços extraordinários, como índices de
refração negativos e próximos de zero, absorção ou reflexão perfeitas, efeitos de polarização
e quiralidade aprimorados e gerenciamento de dispersão.

Nesta tese, são apresentadas quatro contribuições principais. Inicialmente, uma metalente
plana tridimensional totalmente dielétrica, fabricada por meio de impressão 3D, aprimora
o foco de micro-ondas em uma antena receptora. Essa estrutura eleva o ganho da antena
em 7,5 dB a 32,5 GHz com uma largura de banda de 2,4 GHz. A metalente atinge um foco
com uma largura completa à meia-altura de cerca de 0,85λ e uma profundidade de foco de
3 dB de aproximadamente 5 cm. Nos planos azimutal e de elevação, a largura do feixe à
meia-potência da antena é reduzida de 36° para 3° e de 4,5° para 3°, respectivamente, com
a ajuda da metalente. Vale ressaltar que a metalente funciona eficazmente sob incidência
oblíqua, abrangendo 50° no plano azimutal e 40° no plano de elevação.

Em seguida, é projetado um feixe de Bessel sintonizável de terahertz, com profundidade
de foco variando de 22 cm a 40 cm e largura do feixe ajustável de 3,7 mm a 6 mm,
para aplicações de imagem e comunicação. Metassuperfícies de microfuros de silício são
organizadas em uma configuração do tipo Alvarez. O meta-axicon opera a 850 GHz e
demonstra capacidade de auto-regeneração contra obstruções muito maiores do que o
comprimento de onda operacional.

Posteriormente, é proposto um dispositivo totalmente passivo de amplificação de pulsos
de terahertz com base na exploração do efeito Talbot temporal em uma fibra de Bragg de
metamaterial de silício altamente dispersiva. Três estratégias distintas, denominadas adição



coerente de pulsos, iluminador Talbot direto e iluminador Talbot reverso, são introduzidas e
exploradas para maximizar o ganho passivo do efeito Talbot. Essas abordagens acomodam
uma ampla gama de formatos de pulsos de saída e resultam em fatores de ganho de 5,8 dB
(adição coerente de pulsos), 9,9 dB (iluminador Talbot direto) e 8,8 dB (iluminador Talbot
reverso). Simulações numéricas indicam o potencial desses métodos para o desenvolvimento
de dispositivos de amplificação de terahertz de alto ganho.

A observação prática do efeito Talbot temporal no domínio das micro-ondas tem sido
prejudicada pela necessidade de propagação controlada por meio de um guia de ondas alta-
mente dispersivo. Superando esse desafio, implementamos uma rede de Bragg linearmente
chirpada de banda ultralarga em um guia de ondas de micro-ondas padrão na faixa X.
Utilizando iluminadores de matriz Talbot reversa auxiliados pela otimização por enxame de
partículas, alcançamos amplificação passiva com ganhos de 3,45 dB (para pulsos gaussiano)
e 4,03 dB (para pulsos cosseno elevado). Além disso, avaliações numéricas indicam que o
ganho pode teoricamente superar 8 dB com dielétricos de maior qualidade. Essa conquista
abre portas para várias aplicações das micro-ondas do efeito Talbot, incluindo camuflagem
temporal, detecção de sinal de micro-ondas abaixo do ruído, modelagem de pulsos de
micro-ondas e redução de ruído de micro-ondas.

Palavras-chave: Metassuperfícies, metamateriais, metalentes, feixes não difrativos, mo-
dulação de frente de onda, gerenciamento de dispersão, amplificação passiva, ressonâncias
Fano, efeito Talbot.
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Metamateriais e metassuperfícies, tecnologias avançadas, têm ganhado cada vez mais
atenção nos últimos anos. Eles proporcionam um controle sem precedentes sobre o compor-
tamento das ondas eletromagnéticas, permitindo respostas que ultrapassam as característi-
cas dos materiais hospedeiros. Projetados em uma escala muito pequena, esses materiais
possuem propriedades únicas normalmente não encontradas na natureza.

Nesta tese, são apresentadas quatro principais contribuições utilizando esses materiais.
Inicialmente, projetamos, pela primeira vez, uma metassuperfície impressa em 3D para
aplicações na tecnologia celular 5G. Essa metassuperfície é projetada para atuar como
uma lente, concentrando um sinal de micro-ondas em uma antena receptora. Essa estru-
tura aumenta significativamente a eficiência da antena receptora em uma larga faixa de
frequência. A metalente alcança um foco muito preciso, quase no limite físico, ao mesmo
tempo em que torna a antena mais direcional, melhorando seu desempenho na direção
desejada. Notavelmente, a metalente funciona muito bem sob incidência oblíqua, de até
50° x 40°.

Em seguida, projetamos uma metassuperfície para frequências de THz. As frequências de
THz têm um enorme potencial para comunicações 6G e imagens, com sua radiação não
ionizante tornando-a mais adequada do que raios-X em aplicações médicas. No entanto, é
limitada por fontes de baixa potência. Nossa metassuperfície de silício gera feixes de alta
eficiência, chamados feixes de Bessel, com distância de propagação variável e resolução
ajustável, ideais para aplicações em imagens e comunicações.

Posteriormente, um dispositivo totalmente passivo de amplificação de pulsos de terahertz
utilizando um efeito dispersivo, chamado efeito Talbot temporal, dentro de uma fibra
metamaterial, chamada fibra de Bragg, precisamente projetada para tal aplicação, é
descrito. Três estratégias distintas, denominadas adição coerente de pulsos, iluminador
de Talbot direto e iluminador de Talbot inverso, são introduzidas e exploradas para
maximizar o ganho passivo do efeito Talbot. Essas abordagens acomodam uma ampla
gama de formatos de pulsos de saída e proporcionam ganhos de mais de 7 vezes, sem a
necessidade de componentes ativos, que são escassos em frequências de THz.



Finalmente, implementamos pela primeira vez a observação prática do efeito Talbot
temporal no domínio de micro-ondas usando um metamaterial impresso em 3D, chamado
rede de Bragg linearmente chirpada. Utilizando nossas técnicas anteriores com algoritmos
de otimização, alcançamos amplificação passiva com ganhos duas vezes e meia maiores
para pulsos precisamente projetados. Além disso, observamos que teoricamente podemos
aumentar o ganho em um fator adicional de 2,5 vezes com materiais de impressão 3D de
maior qualidade. Essa descoberta abre portas para diversas aplicações de micro-ondas do
efeito Talbot, incluindo camuflagem temporal, detecção de sinais de micro-ondas abaixo
do ruído, moldagem de pulsos de micro-ondas e redução de ruído de micro-ondas.
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the cladding. Adapted with permission from (265)© Optica Publishing
Group. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

Figure 21 – Analytical and simulation results of the proposed fiber. (a) Effective
index, (b) dispersion coefficient, and (c) propagation losses. Black lines
refer to scalar 2D simulations via TMT-W, while blue, red, and green
lines refer to FEM simulations for H = 3000 µm, 5000 µm, and 7000
µm, respectively. As the height increases, the structure behaves closely
to a planar waveguide, and FEM results approach those from TMT-W
(a redshift of only 1.87 µm is observed). The maximum value of the
dispersion coefficient is −7.9 ns2/m for the TMT-W and −7.2 ns2/m for
the FEM simulations. Symbols are used as a guide to the eye. The actual
data processing is detailed in Appendix C.2. Adapted with permission
from (265)© Optica Publishing Group. . . . . . . . . . . . . . . . . . . 91

Figure 22 – Frequency spectra of a fourth-order (m = 4) super-Gaussian pulse train
with TFWHM = 0.5T ′ for T ′ = 220 ps (black lines) and 280 ps (red
lines). Blue lines refer to the dispersion coefficient for a fiber height
H = 7000 µm. Lower values of T ′ cause the frequency spectrum to
spread, with fewer components affected by the high dispersion region,
resulting in decreased performance. Light yellow and red areas limit the
region that contains 90% of the signal energy for the 220 ps and 280 ps
pulse trains, respectively. Adapted with permission from (265)© Optica
Publishing Group. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

Figure 23 – Amplitude surface plot of the propagation through the Bragg fiber
with H = 7000 µm for q = 3, m = 4, and T ′ = 240 ps. The axes are
normalized by the first fractional Talbot length and by the pulse period
T . Maximum amplitude gain of 3.91 dB occurs at the realized fractional
Talbot length of 7.92 cm, shown by a magenta guideline. Different
pulse periodicities and repetitions caused by higher-order dispersion
coefficients appear at points corresponding to other rational multiples
of the Talbot length. Results are truncated to values above 0.85 to
highlight the gain regions. Adapted with permission from (265)© Optica
Publishing Group. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94



Figure 24 – Comparison for the coherent pulse addition method for different struc-
tures and pulse shapes. Black lines refer to Gaussian pulses with a full
width at half-maximum time TFWHM equal to 0.5T ′. Blue, red, and
green lines refer to second-, third-, and fourth-order super-Gaussian
pulses with TFWHM = 0.5T ′. The first row (a)–(d) presents the required
propagation length L to achieve passive amplification via CPA. The
second row (e)–(h) shows the peak gain G, and the third row (i)–(l)
the SNR. Column 1 refers to TMT-W, and columns 2–4 refer to finite
element results for heights H = 3000 µm, 5000 µm, and 7000 µm,
respectively. Adapted with permission from (265)© Optica Publishing
Group. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

Figure 25 – Performance comparison for the coherent pulse addition method using
chirped super-Gaussian pulses. Red, purple, black, green, and red lines
refer to C = −1,−0.5, 0, 0.5 and 1, respectively. The first row (a)–(d)
presents the required propagation length L to achieve passive amplifi-
cation via CPA. The second row (e)–(h) shows the peak gain G and,
the third row (i)–(l) the SNR. Columns 1–4 refer to m = 1, 2, 3, and 4,
respectively. All pulses have TFWHM = 0.5T ′. Adapted with permission
from (265)© Optica Publishing Group. . . . . . . . . . . . . . . . . . . 96

Figure 26 – Simulated results for the (a) fiber length L, (b) gain G, and (c) SNR
for the FTAI method. Black, red, green, and blue curves refer to q = 2,
3, 5, and 7, respectively. The SNR decreases as T increases and shows
acceptable values for T < 500 ps. Symbols are only a guide to the eye.
Adapted with permission from (265)© Optica Publishing Group. . . . . 98

Figure 27 – Simulated results for the (a) fiber length L, (b) gain G, and (c) SNR
for the BTAI method for T = 400 ps with a phase grating designed
using the backward propagation method. Purple, green, red, blue, and
black lines refer to TFWHM = 60, 70, 80, 90, and 100 ps, respectively.
Symbols are only a guide to the eye. Adapted with permission from
(265)© Optica Publishing Group. . . . . . . . . . . . . . . . . . . . . . 99

Figure 28 – (a) Three-dimensional model of the designed LCBG. Electric field at 8
GHz with the excitation at ports (b) 1(left side) and (c) 2(right side).
Electric field at 10.5 GHz with the excitation at ports (d) 1 and (e)
2. Electric field at 13 GHz with the excitation at port (f) 1 and (g)
2. Note how the excitation from port 2 (right side figures) result in a
shorter penetration distance, which results in lower losses, and a greater
difference in the penetration distance from 8 GHz and 13 GHz, which
results in a higher dispersion coefficient. . . . . . . . . . . . . . . . . . 107



Figure 29 – (a)Measured values of the reflection coefficients of the fabricated LCBG
inside a WR-90 waveguide when excited from port 1 (thin blue lines)
and 2 (thick red lines). (b) Unwrapped argument of the reflection
coefficients (solid line) and its respective quadratic fits (dashed lines).
Note that exciting the LCBG from port 2 is preferred, both due to
higher reflected average amplitude and higher dispersion coefficient,
as well as a broader dispersive bandwidth (look at the phase response
below 8.5 GHz). Fabricated LCBG is shown in inset of (b). . . . . . . . 108

Figure 30 – (a)Experimental setup for measuring the TTE. The two waveguide
sections are loaded with our LCBG (dispersive medium shown in trans-
parency to visualize its full length inside the waveguide), with a broad-
band waveguide load in port 1 and a microwave circulator in port 2.
Ports 2 and 3 of the circulator are connected to a oscilloscope and an
AWG respectively. (b) Effect of the circulator on the frequency response.
T circ

23 , shown in solid orange lines, adds extra losses to the system when
compared to SWG

22 , in dashed blue lines. To perform a correct design
optimization, we use T circ

23 in all of our simulations. The phase response
does not change and thus is omitted. . . . . . . . . . . . . . . . . . . . 109

Figure 31 – (a) Talbot carpet obtained via a hybrid numerical/experimental strategy
for simulating pulse propagation using the measured frequency response
of the LCBG T circ

23 . The time axis is normalized by the period T and
the period axis indirectly represents the propagation length. Talbot
fractional images relative to q = 2, 3 occur at T = 1.04 ns, 1.33 ns,
highlighted by red and magenta dashed lines, respectively. Note how
the pulse peaks get closer as T increases, suggesting the occurrence of
other fractional images (q > 3) that do not appear properly due to non-
idealities in the dispersive profile and limited bandwidth. Discontinuities
at T = 1.2, 1.6 ns are related to frequency components of the input pulse
being outside the dispersive band and thus are filtered out. (b) Slices of
the highlighted regions in (a) (dashed lines) and fully experimental (solid
lines) Talbot fractional images for q = 2 (red lines) and 3 (magenta lines).
Note that, although the pulses shapes and amplitudes are distorted,
their periods are divided by 2 and 3, respectively, as expected in Talbot
fractional images. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110



Figure 32 – BTAI gaussian-time waveforms for (a) gain optimization and (b) SNR
optimization. RC BTAI time waveforms for (c) gain optimization and
(d) gain optimization with constrained side peak amplitude. The target
waveforms are shown in dotted blue lines, with simulated and measured
results depicted in dashed and solid blue lines, respectively. Note that the
target waveform is plotted with peak intensity equal to 1 to highlight the
TTE passive amplification. Optimized input phase profiles are shown
in red lines while input signal intensity is shown as a thick dashed
horizontal line with 1 a.u. power. Note that the RC pulses achieve
higher G than Gaussian while maintaining a good SNR in the side peak
limited case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

Figure 33 – Frequency components of the optimized Gaussian and RC target pulses.
The yellow region limits the X-Band. Filled symbols refer to the fre-
quency harmonics responsible for 90% of the pulse’s energy while hollow
symbols are the harmonics with less than 10% of the total energy. RC
pulses have a more well distributed spectrum which result is a better
usage of the available bandwidth, resulting in a narrower pulse width
and thus a higher gain. Moreover, the carrier frequency is changed to
avoid valleys of T circ

23 (in solid blue lines). . . . . . . . . . . . . . . . . . 115



Figure 34 – Experimental setup for stereoscopic holography (top left) with the
LCDs illumination shown in detail (top right). (a) 632.8 nm HeNe
laser. (b) 531.9 nm semiconductor laser, (c,d) half-wave plates, (e,f) 45°
mirrors, (g,h) Newport M-900 three-axis mount with a 60x objective
(NA = 0.85) for the red beam and 20x (NA = 0.40) for the green
beam. A 25 µm 900PH pinhole aperture spatial filter is used with both
objectives (not shown). (i,j) uncoated BK-7 plano-convex lens for beam
collimation, (k) Epson EMP-X5 multimedia projector (repurposed as
SLM)) with exposed LCDs, (l) L3P06X-82G00 LCDs in a 3D printed
plastic mask, (m,n) uncoated BK-7 plano-convex lens to FT the red and
green wave fronts, (o,p) linear polarizer filters, (q,r) iris diaphragms,
(s,t) telescopic lenses 145RA/TR27106 from the EMP-X5 projector
for image scaling and alignment, (u) hologram reconstruction plane.
Stereoscopic reconstructions are shown in the bottom row (animations
will be shown during paper presentation). Reproduced with permission
from PEPINO, V. M.; MARTINS, A.; MOTA, A. F.; DOMINGUES, C.;
BENINI, F. A. V.; NETO, L. G.; MARTINS, E. R.; BORGES, B.-H.V.
Static and dynamic stereoscopic computer-generated holography (CGH)
with spatial light modulators (SLM). Imaging and Applied Optics
Congress, OSA Technical Digest (Optica Publishing Group, 2020),
paper HF1D.6, 2020© Optica Publishing Group. . . . . . . . . . . . . . 149

Figure 35 – 3D model of the ring cavity. (a) Internal view (bottom part) and flat lid
(top part) with their respective transmitting (T, fixed at the 0° reference
position) and receiving (R, with variable θ position) monopole antennas.
(b) Transverse section view (with the lid on) with relevant dimensions
indicated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

Figure 36 – Electric field magnitude at resonance. (a) Bright mode. (b) Dark mode.
Arrows indicate the position of the transmitting and receiving antennas. 154

Figure 37 – Electric field modulus at resonance for a 180° relative angle between
antennae and antenna length of 7.5 mm for the following ωt phases:
(a) 0, (b) π/4, (c) π/2, and (d) 3π/4. (e) Azimuthal electrical field
distribution at resonance in the radial position of the antennas and a
180° angle between the antennas. The cavity behavior is quite different
from a sinusoidal one when the antennae are longer than 2.5 mm. . . . 157

Figure 38 – Propagation constant correction factor ∆β (normalized to the unper-
turbed propagation constant βh) and correction factor K as function of
the monopole antenna length lant. . . . . . . . . . . . . . . . . . . . . . 158



Figure 39 – Mode separation as function of the angular separation between the
antennas for antenna lengths of (a) 2, (b) 3, (c) 4, and (d) 5 mm. The
blue solid lines refer to our model while the black dashed lines refer to
full-wave simulation results. . . . . . . . . . . . . . . . . . . . . . . . . 158

Figure 40 – Experimental setup. Inset I shows the birds-eye view of the fabricated
cavity, while inset II shows the cavity internal view. . . . . . . . . . . . 159

Figure 41 – Simulated 2D maps of the cavity S parameters. (a)–(c) S11 maps for
small, medium, and long antennas, respectively. (d)–(f) S21 maps for
small, medium, and long antennas, respectively. Smaller antennas im-
prove the quality factor while longer antennas widen the bandwidth.
(g) Slice of (c) and (f) at θ = 180◦. Selected areas are zoomed-in and
compared numerically and experimentally in Fig. 42. . . . . . . . . . . 161

Figure 42 – (a), (c), (e), (g), (i), and (k) Numerical and (b), (d), (f), (h), (j), and
(l) experimental S11 (left) and S21 (right) parameters of the ring cavity
using the small (top row), medium (middle row) and long (bottom row)
antennas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

Figure 43 – Cavity Ql × θ (black lines) and maximum S21 × θ (blue lines) in the
passband regime with (a) 2- and (b) 3.75-mm antennas. Filled symbols
refer to measured results while hollow symbols refer to simulations. In
region I (light gray), there is no influence of both the angle and FTR
on the cavity Ql . In contrast, in region II (light brown) we observe
a significant increase in Ql due to the FTR excited via θ. The red
dashed lines indicate the angles where the frequency splitting ∆ = 0, as
predicted with the proposed model. . . . . . . . . . . . . . . . . . . . . 163

Figure 44 – Cavity response for θ = 23° (blue lines) and 49° (black lines) with (a)
2-, (b) 3.75-, and (c) 7.5-mm-long antennas. Solid and dashed lines refer
to measured and simulation data, respectively. . . . . . . . . . . . . . . 164

Figure 45 – Fitted (blue, dashed lines) and simulated (black, solid lines) FR trans-
mission data for a 2-mm-long antenna at θ = 134°. . . . . . . . . . . . 166

Figure 46 – Fourier-Bessel transform of a circular aperture of radius Rax. Vertical
axis shows its normalized amplitude and horizontal axis shows the
product of the aperture radius Rax and the spatial frequency κ. . . . . 170

Figure 47 – Comparison of (a) DOF and (b) FWHM values in the geometric optics
approximation (orange lines) and simulates with the angular spectrum
formalism (blue lines) for varying aperture values of the incident wave,
with NA = 0.02 and λ = 350 µm. Solid blue lines in panel (a) refer
to the distance between half power points while dashed lines refer to
the distance from z = 0 to the highest value of z where the intensity is
equal to half of the maximum value. . . . . . . . . . . . . . . . . . . . 171



Figure 48 – (a) Longitudinal section and (b) cross section for the propagation of a
Bessel beam with NA = 0.02, λ = 350 µm and Rax = 1 cm. Orange
lines show the ray optics approximation. (c) and (d) show the a slice
of (a) and (b) at y = 0. Red lines limit the half power region that
defines DOF and FWHM . Note in panel (c) that there are intensity
oscillations in the z direction that are not predicted when using ray
optics. These increase the difference between the approximated and
actual DOF values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

Figure 49 – (a) Longitudinal section and (b) cross section for the propagation of a
Bessel beam with NA = 0.02, λ = 350 µm and Rax = 50 cm. Orange
lines show the ray optics approximation. (c) and (d) show the a slice
of (a) and (b) at y = 0. Red lines limit the half power region that
defines DOF and FWHM . Note in panel (c) that there are intensity
oscillations in the z direction that are not predicted when using ray
optics. These increase the difference between the approximated and
actual DOF values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

Figure 50 – Geometric optics representation of the self-healing property of Bessel
beams. The output of an axicon is a coherent superposition of plane
waves with the same radial momentum. At a distance zob the beam
is obstructed by an opaque object with radius rob, partially blocking
the rays. This shadow exists for a distance zsh, after which the rays
interference (and thus the Bessel beam profile) is recovered. If zo +
zsh < DOF , the beam regenerates. If zo + zsh > DOF , the beam isn’t
regenerated. For the sake of cleanness of the diagram, reflected rays are
not shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

Figure 51 – (a) Phase error induced by the bilayer metasurface approach averaged
for 100 µm < d, 7 mm. Its minimum occurs for tax = 700 µm. Note
that negligible extra phase error is induced by the diffraction in the
inter-layer gap for tax ≤ 2.5 mm. (b) Phase error induced by the bilayer
metasurface approach with tax = 700 µm. When the approximation
used for the Alvarez’s approach loses validity, the phase error starts to
increase, as observed for d > 7 mm. . . . . . . . . . . . . . . . . . . . . 175

Figure 52 – (a) Effective permittivity and (b) loss tangent of the homogenized silicon
structure patterned with air holes. The pattern period is much smaller
than the operating wavelength. As a result, the extracted parameters are
affected almost exclusively by the fill factor. Adapted with permission
from (265)© Optica Publishing Group. . . . . . . . . . . . . . . . . . . 177



Figure 53 – CPA and FTAI time domain results. (a) and (e) CPA with T ′ = 280
ps , q = 3 and m = 2, (b) and (f) CPA with T ′ = 280 ps , q = 3 and
m = 4, (c) and (g) FTAI with T = 500 ps, q = 3, (d) and (h) FTAI
with T = 500 ps and q = 5. Top panels use ideal phase profiles while
bottom panels use 40 GHz bandwidth limited phase profiles. Note that
the output pulse changed its shape due to compression and presents
a gain higher than

√
3 in (b), (c), (f) and (g). Dashed lines refer to

input waveforms while solid lines refer to output waveforms. Thick blue
lines refer to amplitude and thin red lines refer to phase. Adapted with
permission from (265)© Optica Publishing Group. . . . . . . . . . . . . 179

Figure 54 – Time waveforms for BTAI with TFHWM = 70 ps and T = 400 ps.
(a) Target signal with Ov = 0. (b) Backward propagation of (a) for
minimum ripple. The amplitude is normalized for a target signal of unit
amplitude. (c) Input signal with phase profile obtained from (b). (d)
Obtained output when propagating (c). Amplitude is normalized to 1.
(e) and (i) Target signals with Ov = 5% and −15% respectively. Plots
(f)-(h) show each step relative to the target signal in (e) and plots (j)-(l)
show relative to (i). In (b),(f),(j), the ripple maximum and minimum is
shown with dotted lines and the signal average is shown with a dashed
line. Adapted with permission from (265)© Optica Publishing Group. . 180

Figure 55 – Illustration of the bonded Si wafers to form our dispersive THz fiber. A
number of wafers is stacked to achieve the necessary propagation length
L. Adapted with permission from (265)© Optica Publishing Group. . . 181

Figure 56 – 3D model of the proposed planar alternative structure. The air core has
dimensions of tcore ×H and each period of the Bragg reflector is equal
to (tlow + thigh). Gold layers are present in the top and bottom faces of
the Bragg waveguide. Not in scale. . . . . . . . . . . . . . . . . . . . . 181

Figure 57 – Simulation results of the proposed planar fiber (H = 600 µm,solid blue
lines) compared to the wafer-stacked rectangular one (H = 7000 µm,
dashed green lines). (a) Effective index, (b) dispersion coefficient, and
(c) propagation losses. The planar structure redshifts the dispersion
peak in 2.05 µm and increases 2π |β2| from 7.2 ns2/mto 8.1 ns2/m. An
extra loss of 0.064 dB/cm is observed in the planar structure due to
ohmic losses on the gold layers. However, this doesn’t significantly affect
the gain for short propagation length cases, such as FTAI and BTAI. . 182



Figure 58 – Measured frequency dependency of the SLA resin used for fabricating
the LCBG. Left axis shows the real part of the relative permittivity in
blue lines and right side shows the dielectric loss tangent. Note that
there is some dispersive behavior to the resin, with its real part reducing
from approximately 2.8 to 2.5 as the frequency increases, while the loss
tangent experiences a fast decrease in frequencies above 11 GHz. . . . . 183

Figure 59 – Simulated values of the reflection coefficient of a WR-90 waveguide
loaded with our designed LCBG for different values of dielectric loss
tangent. From lowest to higher, they are shown as thick blue and red
solid lines, and thin green, dashed purple, and dotted orange lines.
Measured values are shown with solid black lines for reference. The
influence of the losses in the reflectivity is clear. Both its average value
and the depth of the valleys are severely affected as tan δ increases,
suggesting it is indeed the main limiting factor for G. . . . . . . . . . . 184

Figure 60 – Metasurface design and fabrication flow chart. The idealized metasur-
face and unit cell simulations are conduced independently with their
respective methods (ASF and RCWA). A final simulation is done using
the RCWA data in ASF for a more exact result. The final metasurface
is then converted into a CAD file that is processed to generated the
necessary files for the 3D printers and laser machining centers. The
structures are finally fabricated and experimentally characterized. . . . 186
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1 INTRODUCTION

1.1 Overview of metamaterials and metasurfaces

For centuries, even millenia, the manipulation of electromagnetic waves has fas-
cinated mankind. The first artificially created mirrors can be traced back to around
6000 BCE in what is now modern-day Turkey. These mirrors were crafted using polished
obsidian stones (1). As early as the second century BCE, Greek mathematician Diocles
delved into studying concave surface mirrors that could concentrate light (2). Furthermore,
transmissive elements like lenses have been utilized since at least 750-710 BCE in Assyria
(3) with the use of polished quartz stones (known as Nimrud lens) and possibly even
earlier than that. Ground quartz eye structures discovered in Egyptian statues dating
from 2500-2400 BCE also suggest their early existence (4). However, it was not until the
archaic Greek period (800-480 BCE) that lenses with a satisfactory optical quality capable
of magnification were found on Crete (5). In more recent times, there were significant
advancements in the understanding of light refraction and reflective properties. In 1666
CE, Isaac Newton researched dispersive prisms to investigate the phenomenon of light
refraction (6). Additionally, Michael Faraday’s study in 1857 CE focused on examining
the transmissive and reflective characteristics of ultrathin gold sheets (7) which can be
considered as one of the early works in plasmonics. Plasmonics is a field of research
that studies the photon-electron interaction in metals, mostly at optical wavelengths (8).
Currently, plasmonic devices include sensors (9), slow wave devices (10), wave guiding (11)
and so on. These studies share a common characteristic - they rely entirely on exploiting
atomic or molecular properties present within various materials such as metals, stones, or
crystals to achieve desired effects.

The next significant advancement in electromagnetic technology lies in the utiliza-
tion of complex structures such as multilayer films and periodic arrangements composed of
diverse materials or alterations within a bulk material. This allows for precise manipulation
of the spectral response exhibited by a device, surpassing the limitations imposed by its
constituent material alone. Nature itself has already manifested such intricate structures
(12,13) through various organisms to address the scarcity of blue pigments that possess high
bandgaps required for avoiding absorption at shorter wavelengths. For instance, butterflies
(14), birds (15), fish (13) and insects (16) have evolved specific structural adaptations
enabling them to reflect vibrant colors. These structures bear a striking resemblance to
thin film filters and photonic crystals, both of which were introduced in the late 19th and
early 20th centuries. Thin film filters, resembling these structures closely, were first created
and observed by Rayleigh in the 1880s (17), which can be regarded as one dimensional
(1D) photonic crystals, even though it was not until the late 1900s that formal descriptions
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of photonic crystals emerged (18). Simultaneously, a number of different techniques for
microwave transmission, guiding, and even lensing have been developed before the 20th
century (19).

Even though photonic crystals have a spectral response that depends on its lattice
size and geometry, they can´t be described in terms of homogenized effective constitutive
relations since their periodicity is larger than the operating wavelength. The study of sub-
wavelength engineered structures is widely recognized as a paradigm shift in electromagnetic
engineering, marking the beginning of the branch of metamaterials (20). As the prefix (meta)
suggests, these artificial electromagnetic materials based on sub-wavelength structures can
exhibit unconventional light propagation effects that are not observed in their constituent
materials or found naturally. In other words, metamaterials present characteristics that go
beyond their host material’s, and even beyond those found in nature. Such characteristics
which arise from the microscopic resonances of periodic or quasi-periodic arrangements of
man-made scatterers, which, due to the sub-wavelength dimensions of both the scatterers
size and periodicity, behave as an homogeneous medium for the sensing electromagnetic
field (20,21). Metamaterials have revolutionized the field of photonics by enabling precise
control over light-scattering processes. In metamaterials, its constitutive relations arise
from its macroscopic structure rather than atomic or molecular interactions. They can be
described as:

 D

B

 =
 ¯̄ε ¯̄ξ

¯̄ζ ¯̄µ

 E

H

 , (1.1)

where E and H are the electric and magnetic vector fields, D and B are the electric
and magnetic vector flux densities, and ¯̄ε, ¯̄µ, ¯̄ξ, ¯̄ζ are the complex tensors for the electric
permittivity, magnetic permeability and magneto-electric coefficients, respectively. Note
that they can be dispersive (dependent on the operating frequency f) (22), non-local or
spatially dispersive (dependent on the parallel component of the wave-vector k‖) (23,24),
or temporally modulated (dependent on the time t) (25). Moreover, they can also present
non-reciprocal behavior (26). Note that the magneto-electric coupling described by ¯̄ξ, ¯̄ζ
result in different material responses for different handedness of circular polarization. This
effect is called chirality (27).

The concept of artificial materials, which are now referred to as metamaterials, has
been explored since the late 19th and early 20th centuries. Bose [1897] and Lindman [1920]
were the first to report on these materials, demonstrating an artificial chiral response in
microwave devices using helical structures. Subsequently, Kock (28) proposed the use of
artificial dielectrics composed of metallic spheres mixed with a host dielectric matrix, which
achieved a lensing effect. Additionally, Brown (29) and Rotman (30) created artificial media
using metallic rods, resulting in permittivity values smaller than unity and negative values,
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respectively. In 1955, Thompson introduced ferrite wires to implement artificial magnetism
with negative permeability values (31), although practical application was hindered by high
losses until the rise of split-ring resonators (SRRs) (32). Perhaps the most ground-breaking
study on artificial media was reported by Veselago in 1968 (33). By studying the dynamics
of simultaneously negative ε and µ, he demonstrated multiple unexpected phenomena
(anomalous refraction, reverse Doppler shift etc.). Note that such media present negative
refractive index, and therefore, the wave-vector k and the Poynting vector S are in opposite
directions. In his seminal work, Veselago postulated the possibility of a flat lens, frequently
referred to as “perfect lens” (34). Unfortunately, owing to technological limitations of the
time, such media were only experimentally observed three decades later.

It was only in the 1990s that Pendry experimentally demonstrated tunable artificial
dielectrics in the GHz range with periodic wires (35) and low loss tunable artificial magnetic
materials, the SRRs (32). In 2000, Smith combined the two previous Pendry approaches to
design a negative ε and µ material (36, 37) and coined the term metamaterial (38), which
was experimentally confirmed by Shelby one year later (39). The unpreceded degree of
freedom allowed by metamaterials allowed for an impressive myriad of applications, such as
lensing (34), cloaking (40–42), artificial reflectors (43–45) and absorbers (46), reflection-less
waveguide bending (47), dispersion management (48), enhancement of dipoles emission
(49, 50), hyper-lensing (24, 51), biosensors (52), directive emission of antennas (53), among
many others.

The impact that metamaterials had in the scientific community is confirmed by a
bibliometric review. Figure 1 shows (thin blue lines, squares) the number of publications by
year with the term “metamaterial” or “metamaterials” in the title, abstract, or keywords,
according to the Scopus database (retrieved on July 24th, 2023). Note that the terms
“thermal” and “acoustic” were excluded from the review, to account only for electromagnetic
metamaterials, since this paradigm is now overtaking acoustic (54) and thermal (55)
engineering as well. The number of yearly publications is ever-growing, aside from the
2019-2020 transition, which is explained by the COVID-19 pandemic. However, there are
some drawbacks in metamaterial engineering. On the one hand, the use of metallic, bulky
structures in the optical regime results in high losses and fabrication challenges. On the
other hand, ohmic losses are less significant in microwave frequencies, but the size of bulky
structures can result in prohibitive sizes. This has motivated researchers to design sub-
wavelength thick devices, which are currently known as metasurfaces, the two-dimensional
(2D) counterpart of metamaterials, enabling planar electromagnetic engineering (56,57).
The bibliometric review for “metasurface” or “metasurfaces”, also excluding the terms
“thermal” and “acoustic”, is shown in Fig. 1 (thick red lines, circles). Note that, from 2019
on, metasurfaces have the upper lead on research volume, showing an exponential increase,
with only a slight decrease in its growth in the 2020 period, confirming that the paradigm
started by metamaterials has reached a new stage with metasurfaces.
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Metasurfaces, which are composed of periodic or quasi-periodic arrays of sub-
wavelength structures, have emerged as a versatile and efficient platform for lensing
(58), imaging (59), holography (60), frequency-selective surfaces (FSSs) (61,62), high-Q
filtering (63), electromagnetic-induced transparency (EIT) (64), sensing (65), lasing (66),
antennas (67), antenna beam-forming (68), non-diffractive beam generation (69), energy
harvesting (70), electromagnetic absorbing (71), information encryption (72) among many
others. With their smaller physical footprint, simpler fabrication process, and lower losses
compared to bulk three dimensional (3D) metamaterials, metasurfaces have become a
promising frontier in photonics in communications, sensing, imaging and even signal
processing and computing (73) applications; metasurfaces revolutionized every region of
the electromagnetic spectrum, from radio frequency (74) to ultraviolet (75) and even
x-rays (76). Metasurfaces are understood in terms of discontinuous boundary conditions
(77) instead of constitutive parameters and can be their reflection (R) or transmission (Tr)
characteristics can be described in the form of Jones matrices:

R =
 Rxx Rxy

Ryx Ryy

 , (1.2)

Tr =
 Txx Txy

Tyx Tyy

 , (1.3)

where the first sub-index denotes the polarization of the scattered wave and the second
sub-index denotes the polarization of the incident wave. Note that metasurfaces usually

Figure 1 – Bibliometric review for publications on metamaterials (thin blue lines, squares)
and metasurfaces (thick red lines, circles). The terms “acoustic” and “thermal”
were removed to include only electromagnetic metamaterials and metasurfaces.
Note that metasurfaces were only popularized in the early 2010s, but lead the
amount of yearly publications since 2019 with an exponential growth while
metamaterials present an almost linear growth since 2004. The odd transition
from 2019 to 2020 is explained by the COVID-19 pandemic. retrieved from the
Scopus database on July 24th, 2023.
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present spatial modulation, and dependence on frequency and incident angle, possibly
possessing time modulation as well. Thus, each term in (1.2) and (1.3) is actually a function
of x, y, f, t, k‖, where (x, y) is the spatial position in a plane transverse to the propagation
direction z. Moreover, metasurfaces can also have non-reciprocal responses, known as
Janus metasurfaces (78), and the Jones matrix itself can present non-reciprocity when
chiral unit cells are used (79). In other words, metasurfaces locally modulate the amplitude,
phase and polarization of the scattered wave, and this modulation can be multiplexed for
different frequency (80), polarization (81), incident angle (82), propagation distance (83),
host medium (84), orbital angular momentum (85) and diffraction order (86) channels.
This modulation can be spatial (87), temporal (88), or spatial-temporal (89).

1.1.1 Spatial modulation with metasurfaces

Now that the concept of metasurfaces is well defined, we briefly describe the
principles of spatial modulation with metasurfaces. First metasurfaces presented homoge-
neous spatial distribution, with applications limited to absorption (71), FSSs (61,62) and
impedance matching (90), to name a few. Those can be regarded as the first generation
of metasurfaces, which started with the century old FSS (62), while the term “metasur-
face” was first used in 2003 (91). The second generation of metasurfaces present spatial
modulation. A precursor of this generation is the 1966 Lohmann detour phase grating
(92), which possessed too much energy in higher diffraction orders due to its greater than
wavelength periods. But it was only with Capasso’s 2011 paper (77) that a complete
and accurate description and implementation of a spatially modulated metasurface was
reported. This metasurface used a plasmonic nano-antenna array and the authors provided
a generalized version of the Snell’s law to analyze it, which goes as follows (77): Assume a
linearly distributed phase discontinuity Φ (x, y) = υx, where υ is a constant and consider
an incident plane wave with free space wave-number ko in a medium with refractive index
ni and incidence angle θi. The transmitting medium has refractive index nt and angle
of transmission θt. We analyze two infinitesimally close light paths crossing the phase
discontinuity. Since they are infinitesimally close, their difference must be zero.

[koni sin (θi) dx+ (Φ + dΦ)]− [kont sin (θt) dx+ Φ] = 0, (1.4)

ni sin (θi) + 1
ko

dΦ
dx = nt sin (θt) . (1.5)

By applying the previous definition of Φ (x, y),

υ

ko
= nt sin (θt)− ni sin (θi) . (1.6)
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Therefore, by tuning υ, the incident beam can be deflected to an arbitrary direction,
which is known as anomalous refraction. The same procedure can be accomplished for a
reflective boundary resulting in

υ

koni
= sin (θr)− sin (θi) , (1.7)

where θr is the angle of the reflection. Now assume that ni = nt = 1 and normal incidence
(θi = 0). Equations (1.6) and (1.7) reduce to:

θr,t = arcsin
(
υ

ko

)
. (1.8)

Thus, υ = kx for this particular case of beam deflection. This simple example
describes the basic design procedure of a metasurface. Similar procedures can be used
to retrieve the source fields of more complex metasurfaces, such as metalenses (58) and
holograms (93), with the aid of diffractive optics (94) and iterative algorithms such as
the Gerchberg-Saxton (GS) (93). Note that a key assumption in the design of spatially
modulated metasurfaces is that metasurfaces are locally periodic so the local response of
a unit cell is close to the response of its periodic array. This is only true when the field
is strongly localized in each unitary scatterer (weak electromagnetic coupling between
neighboring atoms). This requirement limits the minimum value of the metasurface period,
since the closer the scatterers are, the higher is the coupling between them. With this in
mind, we next analyze the different types of metasurfaces based on their unit cells.

1.1.2 Types of metasurfaces

There are multiple strategies to implement sub-wavelength scatterers, which are
the building blocks of metasurfaces. Such units are responsible to locally modulate the
amplitude, phase, or polarization of the incident wave, and therefore must satisfy a few
requirements (95): strong light-matter interaction, tunability and possibility of fabrication.
We divide unit cells into five categories: Plasmonic nano-antennas, Huygens’ metasurfaces,
non-resonant propagation phase metasurfaces, geometric phase or Pancharatnam-Berry
(PB) metasurfaces, and quasi-continuous metasurfaces. Note that there are many other
design strategies that are not detailed here, such as detour phase (96), topological optimiza-
tion (97) and complex macro cells that present complex amplitude (83) modulation and
wavelength multiplexed (98) modulation. Figure 2 shows the different types of metasurface
unit cells described here.

1.1.2.1 Plasmonic metasurfaces

Localized surface plasmons (LSP) are an obvious candidate for locally modulating an
incident wavefront in the sub-wavelength regime due to its strong light-matter interaction.
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Figure 2 – Types of metasurface unit cells. (a) Plasmonic nanoantenna; (b) Huygens’
metasurface; (c) Propagation phase metasurface - pillar type; (d) Propagation
phase metasurface - hole type; (e) Geometric phase metasurface; (f) Quasi-
continuous metasurface. All metasurfaces have height h and period ρ. Note
that the period is smaller than the operating wavelength in all cases but (f).

By tuning the LSP resonance, phase can be modulated from 0 to π, however interference
between multiple modes allow for a complete 2π phase modulation control (77). Some
examples are V-shaped (77), H-shaped (99), and C-shaped (100) antennas. However, the
coupling of photons and electrons in the LSP induce high ohmic losses, severely limiting
the efficiency in this type of metasurface to only 10% in transmission mode (101).

1.1.2.2 Huygens’ metasurfaces

Huygens’ metasurfaces rely on impedance matching with the surrounding media
to avoid back-scattering of the incident wave. Moreover, huygens’ metasurfaces possess
both electric and magnetic dipolar resonances, allowing for a complete phase modulation
from 0 to 2π, each unit serving as a secondary spherical wave source, following the
Huygens principle (94). The examples were accomplished with copper strips in microwave
metasurfaces (102). Later, all dielectric unit cells were used to avoid ohmic losses, especially
in the optical regime (103). Such metasurfaces are composed of low aspect ratio Mie
resonators, and are polarization insensitive (104).
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1.1.2.3 Propagation phase metasurfaces

Although they presented a major breakthrough, metasurfaces based on resonant
scatterers present strongly dispersive responses (105). Moreover, by moving away from the
resonance to modulate the transmitted phase, the transmitted amplitude is simultaneously
modulated, which motivated researchers to look for non-resonant metasurfaces. The
mechanism behind these metasurfaces is propagation phase, or locally modulating the
optical path via wave-guiding unit cells, such as dielectric posts. Each post acts as an
individual waveguide of height h, and effective index neff . The accumulated phase is:

Φ = koneffh, (1.9)

where h is usually fixed and neff is tuned by changing the cross section of each post.
The main drawback of the non-resonant phase approach is the higher aspect ratio, which
might bring challenges for its fabrication when extreme heights are required. The necessary
height to obtain complete phase control is:

h ≥ (n− 1) ko, (1.10)

where n is the refractive index of the material used to build the metasurface. This suggests
the use of high n materials such as silicon (Si) or titanium dioxide (TiO2) (106). However,
we show in Chapter 2 complete phase control isn’t strictly necessary in every application,
by designing and experimentally characterizing the first microwave metasurface using
3D printing, low permittivity material, and 0 to π phase control to focus an incoming
plane wave in a patch antenna, increasing its gain. Note that, while mostly dielectric,
non-resonant phase can be implemented using plasmonic wave-guides as well (107), which
isn’t frequently used due to higher losses.

1.1.2.4 Pancharatnam-Berry metasurfaces

Another common phase modulation mechanism is the geometric or PB phase (108).
It consists on optimizing the unit cell for the maximum circular polarization conversion
(which happens when the anisotropic post acts as a half-wave plate). This cell is then
rotated by an angle θPB. The transmission Jones matrix for such cells is:

T θPB = Υ (θPB)TΥ−1 (θPB) = cos θPB − sin θPB
sin θPB cos θPB

 Txx Txy

Tyx Tyy

 cos θPB sin θPB
− sin θPB cos θPB

 , (1.11)

where Υ is the rotation matrix. In a perfect half-wave plate, Txx = −Tyy, |Txx| = TPB

and Txy = Tyx = 0. By applying these assumptions into (1.11) and multiplying it by a
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circularly polarized wave
[

1 j
]T
, we have (note that we neglected any constant phase

element of Txx):

T θPB =
 TPB [cos2 (θPB)− 1] 2TPB cos θPB sin θPB

2TPB cos θPB sin θPB −TPB [cos2 (θPB)− 1]

 1
j

 = TPBe−j2θPB
 1
−j

 .
(1.12)

By looking at (1.12), it is easy to see that Φ = 2θPB, and thus the transmitted phase
is solely determined by the rotation angle of the unit cell, while the transmission efficiency
and polarization conversion rate can be optimized a priori by tailoring the geometry of the
unit cell. Furthermore, the transmitted wave has opposite handedness to the incident one.
The PB phase is also non dispersive, allowing for broadband operation, limited only by
the reduction in the polarization conversion efficiency. Note that if the incident wave has
opposite polarization

[
1 −j

]T
, Φ = −2θPB. An extra degree of freedom is permitted

by using chiral metasurfaces (79), which decouple the metasurface response for left and
right-handed polarization. The main drawback of this type of design is the need of circular
polarized light.

1.1.2.5 Quasi-continuous metasurfaces

Quasi continuous metasurfaces, sometimes called catenary metasurfaces, recently
surged as a way to address the limitations of discrete cell metasurfaces (109). When a
metasurface is required to generate high spatial frequencies (kx, ky), the spatial sampling
must be finer. In other words, the maximum spatial frequency is limited by the metasurface
period ρ.

kx,y ≤
π

ρ
. (1.13)

Nevertheless, extremely low periods increase the difficulty of fabrication. Further-
more, bringing the posts closer increases the electromagnetic coupling between them.
In designs where the spatial phase changes rapidly (high spatial frequencies), the local
periodicity requirement is no longer satisfied. Quasi continuous metasurfaces use catenary
shaped dielectric posts to continuously modulate the phase. This is a new design approach
that has obtained impressive results in beam deflecting and high numerical aperture (NA),
wide angle lenses (109, 110), simultaneously increasing its efficiency and reducing the
thickness. Other implementations include vortex (111) and Bessel (112) beam generation.
Its main drawback is the higher computational cost, as techniques of simulating the unit
cell with periodic boundaries are no longer possible.
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1.1.3 Tunable metasurfaces

If spatially modulated metasurfaces can be considered the second generation
of metasurfaces, those that allow real-time tuning (or space-time modulation) can be
considered the third generation (113). Here we briefly describe some tuning mechanisms
and applications. Tunable metasurfaces have a myriad of new applications, including
dynamic holography (88), focus-tunable lenses (114), tunable resonances (115), beam
steering (91,116) etc. The temporal modulation can assume three basic types: modulating
the whole metasurface (117,118), modulating sectors of the metasurface (119), and pixel-by-
pixel modulation (88,120), which is by far the most complex design. Such tuning techniques
are achieved in the microwave range with diodes (120) and varactors (91) inserted into
each unit cell and even optical modulation of photo-diodes (121,122). Moreover, terahertz
(THz) and optical active metasurfaces include liquid crystals (114, 116, 117, 123–127),
graphene (115,117,128–134), thermal (135–137) and optical (121) tuning etc. These tuning
techniques might requires intricate designs to electronically control each pixel, making it
difficult to fabricate and implement, when transparent conducting oxides aren’t viable
options (for example in THz where most oxides aren’t transparent).

When pixel-by-pixel tuning isn’t required and global modulation is a viable option,
such as in tunable lenses and resonators, mechanical tuning is an easy and smart way to
circumvent this problem. The two main mechanisms are stretchable metasurfaces (118),
where the period is changed by an external force, and the concept of Alvarez lenses
(138, 139), in which two complementary metasurfaces are longitudinally aligned and a
displacement is applied along the x or y directions to change a desired parameter of the
device (140,141). The design procedure of an Alvarez metasurface is described in details
in Chapter 3, where we design an Alvarez axicon for THz imaging and communication
applications with tunable depth-of-focus (DOF) and beam width.

1.2 Dispersion management

An important subject where metamaterials and metasurfaces have important
contributions is dispersion management. Dispersion is phenomenon in which the refractive
index of a material or the effective index of a waveguide changes as the operating frequency
changes. In communications, this can lead to pulse broadening in long propagation distances
(142), which leads to the requirement of dispersion compensation fibers (143–147). In
diffractive optics, the change in the refractive index of a lens results in different focal
lengths as the wavelength changes. Meanwhile, dispersion can be engineering for different
applications such as ultrashort high-energy laser pulses, which granted the authors the
2018 Nobel prize in physics (148).

There are several ways in which metamaterials and metasurfaces act in dispersion
management (88). A metamaterial based on omega cells is capable of compressed chirped
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microwave pulses and compensate for the broadening in long propagation lengths (48).
Slow light phenomena required elevated dispersion coefficients, which are found in both
metamaterials and metasurfaces (149,150). Periodic sub-wavelength grating structures in
microstrip microwave lines can mimic the dispersion characteristics of surface plasmon
polariton waveguides, known as spoof surface plasmon polaritons (151), without the
elevated ohmic losses, providing and extreme control of wave propagation in microwave
transmission lines. Moreover, dispersion management in metasurfaces are observed in
achromatic lenses (152). The dispersion effect stems from engineering a complex unit cell
(98), from stacking nanoposts of different materials (153), or from combining dispersive
propagation and non-dispersive geometric phases to achieve broadband devices (154).

An interesting application is the implementation of the temporal Talbot effect
(TTE) (155). Its mechanisms are discussed in details later in this thesis, for now it suffices
to mention the TTE happens when a periodic signal propagates through dispersive media.
By applying carefully calculated temporal phase modulations, the TTE performs passive
amplification of the input signal, either by stacking multiple pulses (156) or by converting
continuous wave (CW) signals into pulses (157). The term passive amplification denotes
that the peak power of the output signal is higher than the input peak power. Extremely
high dispersion coefficients are required to observe the TTE in non-prohibitive propagation
lengths, which are typically observed only in dispersion compensation fibers. In Chapter 4
we design a metamaterial based Bragg fiber and numerically demonstrate the first passive
amplifier for THz frequencies, which lack high power sources. Later, we demonstrate the
first experimental observation of the TTE in microwave frequencies in Chapter 5 by using
an ultra-wide band linearly chirped Bragg grating (LCBG), and generate nanosecond
pulses with optimized passive gain or signal-to-noise ratio (SNR).

1.3 Organization of this thesis

This thesis is divided in two parts. Part I contains Chapters 2 and 3, relative to
spatial modulation of electromagnetic wavefronts with metasurfaces and Part II introduces
new techniques for dispersion management using metamaterials, in Chapters 4 and 5.

Chapter 2 introduces the first all-dielectric metasurface in the microwave range. We
use Acrylonitrile butadiene styrene (ABS) plastic to design a metasurface with 180º phase
control, which is characterized in the Ka band, using a patch antenna. The gain of the
patch antenna increased in 7.5 dB at 32.5 GHz, with a bandwidth of 2.4 GHz. Radiation
patterns with and without the lenses are compared to evaluate the performance of the
metalens.

Chapter 3 presents the design and simulation of a tunable terahertz Bessel beam
(TBB) by using the Alvarez concept for tunable metasurface design. The TBB DOF and
full width at half-maximum (FWHM) are evaluated for different tuning positions of the
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metasurface, and the self-healing performance of the non-diffractive beam is calculated for
different obstruction sizes and positions.

In Chapter 4, we present the first study of passive amplification in THz via TTE.
The current limitations of THz generation are presented, and the TTE is identified as
a possible solution. The Talbot effect is rigorously described, and so are the passive
amplification mechanisms. We propose a completely new passive amplification mechanism
based on backward propagation, design a Bragg waveguide using a Si metamaterial for
extremely low propagation losses and completely characterize it numerically in terms of
necessary propagation length, gain and SNR.

Chapter 5 provides the first experimental observation of the TTE in microwave
frequencies. The difficulties for such observation are described, and fundamental limitations
of the TTE are examined. A trade off between maximum dispersion and dispersive
bandwidth is defined, and the LCBG is identified as the ideal structure for broadband
dispersion in long wavelengths. The fabrication procedure and experimental results are
then described in details.

Finally Chapter 6 presents the concluding remarks of this thesis.

Extra works not closely related to the scope of this thesis are presented in Appendix
A. A dynamic stereoscopic hologram created with a multimedia projector is shown in
A.1 and a waveguide ring resonator with tunable Fano resonances is shown in A.2. Extra
discussions of the main works are presented in Appendices B, C and D. Finally, the
metasurface design and fabrication procedure, as well as the models and parameters of
the 3D printers and machining equipment used, are found in Appendix E.

Copyright permissions for presentation of published works are found in Appendix
F.
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2 3D-PRINTED DIELECTRIC METASURFACES FOR ANTENNA GAIN IM-
PROVEMENT IN THE KA-BAND

The work in the chapter has been published as: PEPINO, V. M.; MOTA, A. F.;
MARTINS, A.; BORGES, B.-H. V. 3-D-Printed Dielectric Metasurfaces for Antenna Gain
Improvement in the Ka-Band. IEEE Antennas and Wireless Propagation Letters,
vol. 17, no. 11, pp. 2133-2136, Nov. 2018. Permission for reuse is found in Appendix F

2.1 Introduction

The emergence of fifth-generation (5G) cellular technology, expected to occur
around 2020, has set unprecedented new challenges to the scientific community regarding
energy and spectral efficiency, as well as data rate capacity. So much so, it is fair to say
this technology represents a paradigm shift for mobile communication (158). The required
aggregate data rate, or the amount of data supported by this network, is about 1000 times
higher than that of the fourth generation (4G) (159). Consequently, many techniques
have been proposed to attend these requirements, such as increased cell density (160),
massive multiple-input–multiple-output (MIMO) systems (161), and, notably, the use of
the millimeter (mm)-wave spectrum (162).

Mm-waves are an appropriate choice since they allow higher bandwidths if compared
to microwaves while keeping the same fractional bandwidth. Unfortunately, this benefit
comes at the cost of a high path loss (163,164). This drawback has motivated the search for
highly efficient antennas, especially in the Ka-band, in the past years (165). Alternatives
currently adopted to increase the antenna efficiency include multibeam antennas (166)
and microwave lenses (167). The latter has also been used to improve the signal-to-noise
ratio of an MIMO system by focusing the desired signal while rejecting interference signals
(168).

Microwave lenses are usually bulky devices, whose dielectric material is tailored to
achieve a desired phase profile (169–171). Fortunately, the advent of additive manufacturing
technologies, or three-dimensional (3D) printing, has increased the degree of freedom in the
design of electromagnetic structures significantly. This fabrication technology has proved
to be particularly attractive for microwave applications because its printing resolution
is much smaller than the operating wavelength. Therefore, this printing technology is
perfectly adequate for the fabrication of all-dielectric metasurfaces, which consist of an
array dielectric posts whose diameter and/or height are designed to control the phase and
amplitude of an electromagnetic wave that propagates through them. These all-dielectric
metasurfaces are particularly attractive due to the absence of ohmic losses that normally
occur in their metallic counterparts. Surprisingly, the literature concerning microwave or
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mm-wave 3D-printed metasurfaces is scarce (172). Recently, antennas and lenses with
beam-steering capabilities have received much attention (167,173) since this capacity eases
the operation of the 5G small cells.

In this chapter, we propose an all-dielectric, 3D-printed, metasurface lens capable
of increasing the antenna gain of about 7.5 dB at 32.5 GHz with a bandwidth of 2.4
GHz. Moreover, differently from current lens approaches that have shown limited steering
capability (167,173), the proposed lens allows azimuth and elevation angle variations as
high as 50° and 40°, respectively. The lens’ focus FWHM is ∼0.85λ with a 3 dB DOF of
approximately 5 cm.

This chapter is organized as follows: Section 5.2 presents the metalens design
given in terms of phase and diffraction efficiency maps. Section 5.3 shows numerical and
experimental results, while Section 5.5 presents some concluding remarks.

2.2 Metalens design

The metalens is designed with ABS plastic cylindrical posts as building blocks to
create the required phase map. The design of these elements is usually carried out by
assuming an infinite array of identical posts arranged in a sub-wavelength periodic lattice.
Only the zero-order propagates in this design. The phase shift and diffraction efficiency
imparted by the array are both functions of the structure geometrical parameters such
as post aspect ratio, fill factor, and/or unit cell size. We calculate these values using the
rigorous coupled-wave analysis (RCWA) method (174), which assumes an infinite and
periodic array of equal posts in a square lattice with unit cell size ρ. The posts’ height is
fixed at h = 16 mm, which is a good compromise between thickness and phase control
range of the structure. The design frequency is 30 GHz. The relative permittivity and
loss tangent of the ABS plastic adopted here are shown in Fig. 3 (parameters extracted
according to (175)) with the solid lines representing the polynomial fit of the extracted
parameters. Although the fitted loss tangent value is fairly constant around 0.006, we have
used its maximum value (tan(δ) = 0.01) in our simulations for rigorousness.

Fig. 4(a) and (b) shows the phase and transmittance maps as function of both
ρ and a/ρ. The phase shift is restricted here to the range [0–π] rad due to the ABS’s
small permittivity due to printing limitation. However, a full [0–2π] control is possible by
doubling the posts height and, consequently, the structure aspect ratio. As shown in Fig.
4, the transmitted phase and transmittance are not significantly dependent on the lattice
constant a, and the transmittance is always higher than 64%. Therefore, we choose ρ = 6
mm, which is a good compromise between structure size and fabrication resolution. A total
of six phase levels are used, with the corresponding posts diameters (2a) listed in Table 1.
The impedance of the metalens is calculated in the same manner as its phase map because
the homogenization procedure we have adopted (176) demands the structure to be periodic.
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However, this approximation is valid in the present design because the proposed metalens
is a low-contrast grating. More importantly, when we average the transmission of the unit
cells of all individual cylinders of the metalens, we end up with a total transmittance
of 84%. This value also agrees with the finite-difference time-domain simulation of the
complete structure, which resulted in 83% transmission, therefore proving that the unit
cell approximation is indeed perfectly adequate for this design. In this sense, an effective
impedance can be obtained for each cylinder diameter as listed in Table 1. As expected,
the impedance decreases for increasing diameters because more pixel area is filled with
ABS plastic. The reflectance of the smallest (largest) cylinder diameter is only 1% (16%),
indicating that the metasurface impedance is well matched with that of air.

The metalens is created by assembling a spatial phase profile that obeys the
following equation:

Φ (x, y) = −2π
λ

(√
x2 + y2 + z2

f − zf
)
, (2.1)

where x and y are the in-plane coordinates, zf is the lens focal length, and λ is the free-
space wavelength. The proposed metalens has a focal length zf = 10 cm and a discretized
phase profile, with 26 × 26 posts. Since our post design is constrained to a phase range [0,
π], or equivalently [−π/2, π/2], we saturate the wrapped spatial phase profile of the lens
as follows:

Φs (x, y) =


wrap [Φ (x, y)] , for − π

2 < wrap [Φ (x, y)] < π
2

π
2 , for wrap [Φ (x, y)] > π

2

−π
2 , for wrap [Φ (x, y)] < −π

2

(2.2)

Figure 3 – Extracted relative permittivity and loss tangent of the ABS plastic. The solid
lines represent a polynomial fit of the extracted permittivity (squares) and loss
tangent (circles) data.
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Figure 4 – (a) Phase in units of π and (b) transmittance maps for h = 16 mm at 30 GHz.
(c) Phase map of the metalens. (d) Fabricated metalens. The inset in (a) shows
the metalens unit cell. The posts have period ρ, radius a, and height h.

where wrap is an operator that wraps the phase profile to the [−π, π] interval. Although
this approximation reduces the lens efficiency, numerical calculations show that the phase
profile Φs(x, y) still works as a lens with a FWHM of ∼0.85λ at the focal point. Fig. 4(c)
shows the metalens phase profile, while Fig. 4(d) shows the fabricated structure.

2.3 Results

The setup used for the metalens characterization is shown in Fig. 5. It consists
of a vector network analyzer (VNA, Rohde&Schwarz ZVA 40), a standard WR-34 horn
(transmitting) antenna, a patch (receiving) antenna array, and a pedestal to support the
metalens. The feed antenna is a standard gain WR-34 horn antenna (Pasternack PE9851)

Table 1 – Corresponding diameters and impedances for each phase shift value

Diameter (mm) Relative impedance Phase (rad.) Normalized phase (rad.)
5.25 0.73 0.4 π -0.5 π
4.77 0.80 0.6 π -0.3 π
4.23 0.83 0.8 π -0.1 π
3.60 0.87 π 0.1 π
2.73 0.93 -0.8 π 0.3 π
1.38 0.98 -0.6 π 0.5 π
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with a nominal 20 dBi gain and 17° (17.4°) vertical (horizontal) half-power beamwidth
(HPBW). The distance between metalens and transmitting antenna (∼1 m) is limited
by the cable length of the VNA. Note that this distance is larger than the Fraunhofer
far-field distance (dFR) (177) for the horn antenna at the lower frequency (dFR = 0.378
m). The receiving antenna is a patch antenna array (chosen due to its improved spatial
resolution), positioned at the metalens focal point. The patch antenna measured return
loss, with (dashed line) and without (solid line) the metalens, is shown in Fig. 6. The
antenna itself is in the inset of the figure. Note that the metalens has negligible influence
on the return loss of the patch antenna. To guarantee that only the metalens response is
measured, aluminum foil is placed around the metalens, as shown in Fig. 4(a). Finally, the
antennas are connected to the VNA to measure the transmission (S21) in the 28–33 GHz
band.

Figure 5 – Experimental setup: A patch antenna on the right (indicated by the red arrow)
is positioned at the metalens focal point, while a horn antenna on the left is
used to excite the structure. Coordinate system is shown in yellow.

Figure 6 – Measured patch antenna return loss with (blue dashed lines) and without
(black solid lines) the metalens. Inset shows the patch antenna used in the
measurements.

First, we measure the transmitted power without the metalens (PR) and use it as a
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reference value. Then, we measure the transmitted power with the metalens present (PM)
at several positions along the x-(with y = 0 and z = zf ) and z-axes (with x = y = 0). The
gain map in dB (G = 10 log(PM/PR) +Go), with Go as the patch antenna gain, is then
calculated as function of the receiving antenna’s position and frequency, as shown in Fig.
7(a) and (b). The dots in these figures indicate the map boundaries, which refer to the
FWHM for Fig. 7(a), and the 3 dB DOF for Fig. 7(b). The dots start at 29 GHz because
there is no focus below this frequency, as shown in Fig. 7(c). Although frequency variations
do not shift the focus point along the x-axis, the focal point changes from approximately
10–13 cm, as shown in Fig. 7(a) and (b). The maximum gain obtained with this approach
is 7.5 dB at 32.5 GHz (about 5% difference from the desired operating frequency due to
fabrication imperfections). The FWHM at focus, shown in Fig. 7(c), is approximately 7
mm for frequencies lower than 30 GHz and increases to 8mm(∼0.85λ) at 32.5 GHz. Note
that even though the FWHM is above the diffraction limit, it can still be reduced in future
designs with the increase of the metalens resolution. The 3 dB DOF is approximately 5
cm for all frequencies, with a slight decrease for lower wavelength. A bonus with this lens
is its high operational bandwidth (2.4 GHz), which enables applications in high-speed
communications.

Figure 7 – Measured power (normalized) (a) at z = 132 mm as function of x, and (b) at
x = 0 cm as function of z in the 28–33 GHz band. (c) FWHM and 3 dB DOF
in the 28–33 GHz band. Dotted lines in (a) and (b) show the 3 dB boundaries.

The radiation patterns for the azimuthal (a) and elevation (b) planes with (solid
line) and without (dashed line) the metalens are shown in Fig. 8. Note that the maximum
gain reaches 13.6 dBi with and 6.1 dBi without the metalens, i.e., an additional 7.5 dB
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gain to the antenna. The metalens also increases the antenna directivity, especially on the
azimuthal plane [see Fig. 8(a)], with the HPBW being reduced from 36° to 3° and from
4.5° to 3° for the azimuthal and elevation planes, respectively. Moreover, because of the
gain and directivity enhancements provided by the metalens, the antenna sidelobe level is
reduced, and the front-back relation increases from 15 to 21 dB, as shown in Fig. 8(a) and
(b).

Figure 8 – Normalized gain (dB) radiation pattern for (a) azimuthal and (b) elevation
planes, with (red solid lines) and without the metalens (blue dashed lines).
The left side of both diagrams is mirrored onto the right side due to the lens
symmetry. Yellow regions highlight the gain area.

An important aspect relative to this lens is that each pixel is designed assuming
a plane wavefront. However, in real applications, the antenna can be illuminated from
different angles. Therefore, it becomes crucial to investigate its performance under oblique
incidence. To carry out this task, we rotate the lens along the y- (azimuthal angle) and
x-axes (elevation angle). During this measurement, the antenna is maintained at the lens
focal point with the frequency fixed at 32.5 GHz (for best performance). Fig. 9 shows the
measured (symbols) and the third order polynomial fit (lines) gain G as function of the
azimuth (asterisks, solid line) and elevation (circles, dashed line) angles. Note that the
lens is not perfectly symmetric [see Fig. 4(d)], thus it does not behave equally whether the
wavefront impinges with different azimuthal or elevation angles. The gain drops 3 dB at
the azimuthal (elevation) angle of 25° (20°). Therefore, the proposed lens has azimuthal
and elevation steering spans of 50° and 40°, respectively, which are substantially higher
than those at (167) (8° and 34°) and (173) (27° for both cases).
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Figure 9 – Measured gain at focus for different azimuth (asterisks, solid line) and elevation
(circles, dashed line) angles.

2.4 Conclusion

In this chapter, we demonstrated the first all-dielectric, 3D printed, microwave
metalens with diffraction efficiency in excess of 70% (numerically) and measured gain of 7.5
dB at 32.5 GHz. Its HPBW (0.85λ) is only slightly above the diffraction limit. In addition,
we have shown that this metalens increases the directivity of the receiving antenna by
reducing its HPBW to approximately 3° relative to both azimuthal and elevation planes.
Furthermore, the metalens is still able to focus the beam into the receiving antenna even
when rotated, with a 50° and 40° span at azimuthal and elevation planes, respectively.
We have also demonstrated that it is possible to design functional metasurfaces with a
phase control of π [−π/2, π/2], allowing low-permittivity materials to be used while still
maintaining small thicknesses. The proposed low-loss and low-cost all-dielectric metalens,
with a measured gain as high as 7.5 dB at 32.5 GHz, outperforms conventional all-dielectric
lenses, such as that in (169) whose gain is 6.6 dB.
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3 EXTENDING THE ALVAREZ LENS SCHEME TO ACHIEVE TUNABLE TER-
AHERTZ BESSEL BEAM GENERATION WITH SILICON MICROHOLED
METASURFACES.

The work present in the chapter is part of a collaboration with The Ohio State
University and Professor Fernando L. Teixeira.

3.1 Introduction

The terahertz (THz) frequency range has received a lot of attention due to its
unpreceded potential for communications (178–181), sensing (182) and imaging (183–187)
applications. However, many challenges remain. Free space attenuation is elevated when
compared to microwave and millimeter wave frequencies (183). Moreover, the lack of high
power sources (188) is a motivation to design devices with increased efficiency and reduced
losses.

One way to increase the propagation efficiency is to use non diffractive beams
(189–191) which reduce free space losses. In particular, Bessel beams have been shown to
lower the bit error rate in free space communications (192). Moreover, its self-regenerative
properties (193–195) and increased depth of focus (DOF) (196–198) due to non-diffracting
properties make the Bessel beam a strong candidate for communication (192, 199, 200)
and imaging applications (190,198,201–203), such as in vivo terahertz imaging (186,204),
tomography (190,196,198,205) and microscopy (190,206).

Bessel beams have been implemented in the THz range by conventional and 3D-
printed bulk axicons (196,202,207,208), discrete bulk axicons (201,209), direct emission
via light pumping of Indium tin oxide coated axicons (210), 3D printed pyramid lenses
(211), and metasurfaces (112,212–215). The latter permits a more precise control of the
radial and azimuthal phase distributions for higher order beams and achieving long DOF
without increasing the axicon’s radius, while using very thin structures. However, an
increased DOF is associated with an increased beam full width at half maximum (FWHM)
due to both being inversely proportional to the axicons numerical aperture (NA) (69),
leading to a tradeoff between DOF and image resolution.

One way to circumvent this issue is to use a tunable metasurface. Active THz
meta devices can be implemented with graphene (115,117,128–134), liquid crystal (114,
116, 117, 123–127), thermally or optically tunable semiconductors (216, 217), and phase
change materials (135–137). However, dynamically reprogrammable metasurfaces require
complex design to electronically control each pixel or region independently. Another way
is to use mechanically tunable devices. The Alvarez (218) and Lohman (219) lenses are
originally bulk dual devices that present variable focus when a displacement between
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the two devices is applied in the transverse plane. The Alvarez lens has a focal length
proportional to an horizontal displacement while the Lohman lens allows both horizontal
and vertical adjustment of dual cylindric phase profiles. It has also been implemented
using rotational displacements (220–222). This Alvarez concept has been implemented
using bi-layer metasurfaces in the optical (138), infrared (139) and THz regime (140), and
generalized for arbitrary phase distributions (140,141). By simply applying a mechanical
displacement between the two layers, tunable diffractive devices can be implemented using
easily fabricated metasurfaces.

Here, we propose and experimentally characterize a tunable THz axicon using two
silicon microholed layers. The microholed structure allows a simpler fabrication process
via laser micro-machining of the whole dielectric substrate, as opposed to deep etching
processes (223) that may require multiple steps. We achieve a DOF tunable from 20 to
40 cm and a FWHM tunable from 6 to 3.2 mm. When obstructed with by objects of
one to two orders of magnitude larger than the wavelength diameter opaque obstacle,
the Terahertz Bessel beam (TBB) self regenerates after a propagation length of a few
centimeters.

This chapter is organized as follows: first we introduce the Alvarez lens concept and
how to calculate the necessary spatial phase profiles for a tunable axicon. Then, we provide
the metasurface design and fabrication procedure. Next, we present and discuss the results.
Finally we add out concluding remarks. Scalar diffraction theory of the Bessel beam and its
self-regenerative properties, choice of phase levels and inter layer axial separation distance
phase error analysis, are found in Appendix B.

3.2 Design and fabrication

3.2.1 Tunable spatial phase profile

The Alvarez lens is composed of two horizontally displaced complementary devices
(224). By neglecting the diffraction in the air gap between both layers we have:

ϕ (x, y) = Φ (x+ d, y)− Φ (x− d, y) , (3.1)

where x and y are the horizontal and vertical directions in the DOE plane, d is the dis-
placement applied between the layers, ϕ (x, y) is the desired phase distribution and Φ (x, y)
[−Φ (x, y)] is the necessary phase distribution in the first [second] layer. In metasurface
zero-order axicons (69),

ϕ (x, y) = ϕo − koNA
√
x2 + y2, (3.2)

where ϕo is a constant spatial phase term that can be ignored, ko is the free space
wavenumber and axicon’s NA is the numerical aperture. In bulk axicons, it is related to
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Figure 10 – (a)Bulk axicon representation. Its transmitted phase is a function of the angle
α and of the refractive index n. (b) Meta axicon. The same phase distribution
is obtained with planar optics. (c) Bi-layer meta axicon. By using the Alvarez
lens principle, we design a tunable axicon with NA = υd, υ = 2.

the DOE refractive index and its angle (see Fig. 10(a)). The DOF and FWHM of an
axicon with radius Rax is given by (69,207):

DOF ' Rax

NA
, (3.3)

FWHM = 0.358λ
NA

, (3.4)

where λ is the operating wavelength. As observed in (140), (3.1) resembles a derivative.

∂Φ (x, y)
∂x

= lim
d→0

Φ (x+ d, y)− Φ (x− d, y)
2d . (3.5)

Thus, for d� (x, y),

Φ (x, y) = 1
2d

∫
ϕ (x, y) dx, (3.6)

Φ (x+ d, y)− Φ (x− d, y) ' 2dϕ (x, y) . (3.7)

By using (3.2) in (3.6), we get

Φ (x, y) = −koNA2
1
2d

[
x
√
x2 + y2 + y2 ln

(
x+

√
x2 + y2

)]
. (3.8)

To achieve tunable DOF , we need NA = υd, where υ is a proportionality constant
with dimension of [m−1]; in this work we use υ = 2, which is small enough to achieve long
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DOF and large enough so that the phase necessary distribution is achievable with 16-level
phase discretization.

Φ (x, y) = −koυ4

[
x
√
x2 + y2 + y2 ln

(
x+

√
x2 + y2

)]
, (3.9)

ϕ (x, y) = Φ (x+ d, y)− Φ (x− d, y) ' −2koυd
√
x2 + y2, (3.10)

DOF ' Rax

υd
, (3.11)

FWHM = 0.358λ
υd

. (3.12)

Equation (3.9) and its complementary phase give the necessary phase distributions
for each layer of our tunable TBB generator. Note that (3.3)-(3.4) and consequently (3.11)-
(3.12) assume that the spatial frequencies generated by the diffraction in the incident
beam’s aperture is negligible when compared to the spatial frequencies induced by the
axicon, which is the geometric optics limit approximation ko →∞. This is analyzed in
depth in Appendix B.1, where we show they are not valid approximations for our case
and compare the ray optics approximation with the results obtained using the angular
spectrum formalism (ASF). Figure 10 (a)-(c) shows a bulk axicon, a metasurface axicon
and our proposed bi-layer tunable meta axicon, respectively.

3.2.2 Unit cell

We choose high resistivity silicon (Si) as our dielectric, due to high refractive index
and low loss tangent (225). The complex relative permittivity at wavelength λ = 350 µm is
equal to 11.68 · (1− 2.095 · 10−5i). This wavelength is chosen due to the lower atmospheric
absorption (226). We choose micro holes as our unit cell. It allows easy fabrication and is
shown in the inset of Fig. 11(a), with w being the hole’s diameter and ρ being the period
of the holes array. Figure 11(a)-(b) show the phase and transmittance maps for a period
ρ varying between 80 and 200 µm and hole diameter w swept from 10% to 90% of the
period.

The necessary silicon thickness to achieve complete phase control is 600 µm, while
we only had 300 µm wafers available. Thus, we stack two wafers for each layer. The maps
were obtained using RCWA (174). Red lines show fabrication and design constraints. The
hatched area is the region that satisfies all constraints, which consist of: the minimum
hole diameter is 65 µm; the minimum distance between two max-sized holes, that is, the
amount of material left is 20 µm; to avoid unwanted resonances, the maximum period is
set to 130 µm. We choose to use 16 phase levels and define a figure of merit (FoM) as
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the average transmittance divided by the average phase error (in degrees) to optimize the
period.

FoM = 1
M

M∑
b=1

∣∣∣TRCWA
b

∣∣∣2
180
π

∣∣∣(2πb
M
− π

)
− arg (TRCWA

b )
∣∣∣ , (3.13)

where b = 0, 1, . . .M , M is the number of phase levels and TRCWA
b is the complex trans-

mission of the b-th phase element obtained via RCWA. Red circles in Figs. 11(a)-(b) mark
the optimal diameters for the optimal period of 118 µm and Fig. 11(c) shows FoM as a
function of the period ρ, for values smaller than 130 µm (no resonance region). Finally, we
average the transmittance of the metasurface and sort the unit cells in order to maximize
it (see Table 7 in the Appendix B.3). Note that this does not change the operation of the
metasurface since sorting the cells only impose a constant phase shift over the whole surface.
More details on the unit cell design and choice of phase levels are found in Appendix B.3.
Figure 3 shows the fabricated metasurfaces. The layers are two inches wide, with a margin
of 5mm left for alignments. Inset shows the microscope view.

3.2.3 Fabrication

The metasurfaces are fabricated in high resistivity silicon wafers. Due to our
limited availability of high resistivity silicon, we used two 300 µm wafers for each layer
of the meta axicon, which are later alignment. We used laser micro-machining (LPKF
ProtoLaser U3), in both sides of each wafer, to avoid conical holes, due to limited depth
of focus of the machining laser. Unfortunately the metasurfaces broke during experimental

Figure 11 – RCWA (a) phase and (b) transmittance maps. Inset in (a) shows the unit
cell geometry and relevant dimensions. Red lines are representation of design
constraints (maximum period, minimum diameter and minimum distance
between two holes). The hatched area limits the region where all the constraints
are satisfied. (c) FoM used to optimize the metasurface period. Note that
FoM is only calculated for periods smaller than 130 µm.
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Figure 12 – Fabricated silicon metasurfaces. Each silicon wafer has a diameter of 2 inches
and an active region defined by a circle with a diameter of 4 cm. Microscope
view is show as an inset, with scale bar shown in red.

characterization, and thus only simulation results are presented in this Chapter. Nonetheless,
the metasurfaces are being fabricated again to be experimentally characterized in the
future.

3.3 Results

3.3.1 Beam characterization

We begin by analyzing the TBB spatial profile. In simulations, we use the angular
spectrum formalism (94), for rigorous wave optics treatment while also faster than finite
difference time domain (FDTD) or finite elements simulations. The phase profile Φ (x+ d, y)
is applied on an incident beam with radius Rax = 1 cm and propagates for a distance tax =
700 µm. We choose this distance to minimize the phase error due to phase discretization
(more details in Appendix B.3).

Note that the non-diffracting distance, or the DOF , here defined as the length in
which the beam intensity is higher than half of its maximum value, is longer for lower
values of d. The same is true for the FWHM , as expected from (3.11) and (3.12). Figure
13 (a) plots the simulated values of DOF and FWHM as d varies. Figure 13 (b) shows
the transmission efficiency as a function of d. Note that both DOF and FWHM are
saturated for d > 13 mm). This happens because the approximation in (3.7) loses its
validity when d is comparable to (x, y). However, the TBB is still reconstructed in these
cases.

To better observe the TBB, we present a 3D simulation of the beam propagation in
Fig. 14 for d = 4 mm. A non diffracting pattern is clearly observed for 14 cm < z < 43 cm.
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Figure 13 – (a) DOF (blue lines) and FWHM (red lines) as the meta axicon is tuned.
(b) Transmission efficiency. Results refer to simulations only.

Figure 14 – 3D simulation of the TBB propagation. The beam is shown only in positions
where the intensity of the electric field is higher than 1% of the peak value.
Note that the non diffracting region is between 14 cm < z < 43 cm, with a
DOF approximately equal to 29 cm.

3.3.2 Self-healing properties

Here we simulate the self-healing properties of the TBB. We obstruct the TBB
with a circular opaque object of radius rob placed at (xob, 0, zob). By using the ASF, we
calculate the distance zsh in which the correlation coefficient between the electric field
before [E (r, zob)] and after

[
Eob (r, z)

]
the obstruction is higher than 0.90. Figure 15shows

zsh as a function of (a) rob for d = 4 mm, zob = 20 cm and xob = 0; (b) xob for d = 4 mm,
zob = 20 cm and rob = 2.5 mm; (c) d for zob = 20 cm, rob = 2.5 mm and xob = 0. Note
that zsh has an average value of 20 cm, which allows for non-diffractive beam propagation
after its regeneration, based on DOF values from Fig. 13(a). The obstructions transverse
position has the least influence on the regeneration distance, while its size has the most
influence. Note that there is a discontinuity at rob = 2 mm, which is due to the overshoot
behavior of the correlation curve as z changes. When the correlation overshoot does not
reach values above 90%, there is a sudden increase on zsh.
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Figure 15 – zsh as a function of (a) rob for d = 4 mm, zob = 20 cm and xob = 0; (b) xob
for d = 4 mm, zob = 20 cm and rob = 2.5 mm; (c) d for zob = 20 cm, rob = 2.5
mm and xob = 0. Note that there is a discontinuity at rob = 2 mm, which is
due to the overshoot behavior of the correlation curve as z changes.

Figure 16 – Left panel: 3D simulation of the TBB regeneration for d = 4 mm, zob = 20
cm, xob = 0.0 mm and rob = 2.5 mm. It is clear to observe the obstruction
and subsequent regeneration of the Bessel beam. The beam is shown only in
positions where the intensity of the electric field is higher than 1% of the peak
value. Top right panel: Obstructed cross section at z = 20 cm. Bottom right
panel: reconstructed cross section at z = 40 cm.

To observe the TBB regeneration, we present a 3D simulation of the beam regen-
eration in Fig. 16 for d = 4 mm, zob = 20 cm, xob = 0.0 mm and rob = 2.5 mm. The top
right panel shows the obstructed cross section, which is clearly observed in the 3D plot at
z = 20 cm. After an extra 20 cm propagation, the beam is completely regenerated and its
cross section is that of a Bessel beam, as seen in the bottom right panel.

3.4 Conclusion

In this chapter we proposed and numerically verified an innovating method of
generating tunable Bessel beams for applications in THz communications and imaging. We
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extended the Alvarez lens concept to the phase distribution of an axicon to achieve tunable
DOF from 22 cm to 40 cm and FWHM from 6 mm to 3.7 mm. High resistivity Si is used
as the substrate and micro air holes are chosen as the unit cell for complete phase control.
The meta axicon is designed to operate at 850 GHz, and self-healing capacity is observed
for obstructions from tens to hundreds of times larger than the operating wavelength.
Moreover, we defined the conditions of validity of the commonly used geometric optics
approximation and showed that it isn’t valid for lower frequencies such as the THz range
and low NA values, requiring numerical simulations for accurate characterization of DOF
and regenerating distances.



Part II

Dispersion management with metamaterials
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4 TERAHERTZ PASSIVE AMPLIFICATION VIA THE TEMPORAL TALBOT
EFFECT IN METAMATERIAL-BASED BRAGG FIBERS

The work present in the chapter has been published as: PEPINO, V. M.; MOTA,
A. F.; BORGES, B.-H. V.; TEIXEIRA, F. L. Terahertz passive amplification via temporal
Talbot effect in metamaterial-based Bragg fibers. J. Opt. Soc. Am. B 39, 1763-1774
(2022). Permission for reuse in the author’s thesis is found in Appendix F.

4.1 Introduction

In the last few years, there has been a dramatic surge of interest in new THz devices
in applications as diverse as non-destructive imaging and sensing (227–231), light–matter
interaction, wireless communications (178–181), and spectroscopy (232–236). However, the
limited emitted power (188) of THz sources is still a major roadblock in many applications.
Currently, there are four main approaches to tackle this limitation, all of them based
on active amplification: (1) oscillators associated with antennas (limited by the current
electronic technology, which is only now achieving THz operation (237)), (2) radiation
emission from materials (based on quantum emitters (238)), (3) graphene-based structures
as amplifiers (239), and (4) beam combination from quantum cascade lasers (QCLs) (240).
The latter requires low temperature to work properly (241,242), which may limit practical
applications in low-cost devices.

Unfortunately, there is a lack of passive amplification strategies tailored for THz
frequencies. Nevertheless, such approaches are not uncommon in other frequency ranges.
For instance, passive amplification has been proposed in optical frequencies by (243,244),
which used a sequence of pulses coherently added in high-Q resonant cavities to increase
the output peak power (however, a precise synchronization of the pulse envelope and phase
is required to guarantee coherent addition). Another way to achieve coherent pulse addition
(CPA), without the need for precise cavity synchronization, is through the temporal Talbot
effect (TTE). In particular, this effect was used to produce noiseless intensity amplification
of repetitive optical pulses (156) and arbitrary non-periodical signals (245). With that
in mind, it is reasonable to expect that the TTE can be a viable route for passive THz
amplification.

The Talbot effect, first discovered in the spatial domain, is a self-imaging effect
that occurs after a periodic input signal propagates over a distance dubbed Talbot length
(or zT ). The input pattern is repeated at integer multiples of zT , while at its rational
fractions, it is reproduced with different repetition rates and, therefore, with different
periodicity. Its temporal counterpart (TTE) presents the same behavior for temporally
periodic signals propagating through a first-order dispersive medium (155). Propagation
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at rational fractions of zT causes the periodicity to increase, resulting in a train of pulses
with lower amplitude and higher repetition rate. Fortunately, as we describe later, we can
also turn a train of low-amplitude high-repetition rate pulses into high-amplitude and
low-repetition ones and, therefore, achieve passive amplification (156). However, for the
TTE-assisted passive amplification to occur, a high second-order dispersion coefficient (β2)
is required, especially in the THz range, because it accelerates the self-imaging effect and
reduces the propagation length (and consequently the losses), favoring passive amplification.
Therefore, the choice of materials plays a critical role in this process.

There are different materials currently available for THz applications, such as
polymers (246–248), glasses (249, 250), two-dimensional materials (251) {i.e., graphene
(252,253) and transition metal dichalcogenide (TMD) (254)}, and semiconductors (i.e.,
silicon (225) and gallium arsenide (255)). The choice of materials strongly depends on the
constraints and functionalities of the desired application. Terahertz TTE-assisted passive
amplification requires high contrast refractive index modulation, low propagation losses,
and, as just noted, a dispersion coefficient (i.e., β2) as high as possible. As will be shown
later, these characteristics are simultaneously achieved more efficiently with silicon-based
metamaterials.

A most challenging task is to design a waveguide structure that fulfills all these
requirements simultaneously. A good candidate for such a structure is the Bragg fiber since
the mode confinement occurs in an air core surrounded by multilayered dielectric mirrors.
Bragg fibers (143, 144, 256), with one or more defect layers, act as highly dispersive media
over a well-defined wavelength range. More importantly, β2 can be made arbitrarily large
depending only on the materials choice and geometric parameters.

In this chapter, we propose a novel highly dispersive silicon based metamaterial
Bragg waveguide fiber capable of passively amplifying THz signals via TTE (155–157,257).
To this end, we use the conversion of a phase-modulated continuous wave (CW) into
a sequence of pulses [also known as the Talbot array illuminator (TAI) (157)], but in
a backward manner (thus, we dub it here BTAI). Such a procedure determines both
the device length and the input signal shape that maximizes passive gain. The phase
modulation profile of the input signal plays a critical role in this method. Thus, to define
it properly, we choose the desired pulse shape at the fiber output (target output) and
backward-propagate it from 0 to −zT/2. We then calculate the signal ripple (Vr = ∆V/Vavg,
where ∆V is the amplitude variation and Vavg is the average amplitude of the signal) at
each propagation step. The stop criterion is the propagation length for which the signal
ripple VR ≤ 10%. With this procedure, we define the optimum fiber length that maximizes
the gain and reduces undesired spurious spectral components. This method allows pulse
generation without the need for amplitude modulation, resulting in more efficient energy
use of THz sources. Then, we compare our method with two existing ones, namely, CPA
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(156) and forward CW-to-pulse conversion (157), or FTAI. All three methods use the TTE
to manipulate the periodicity of a pulse train by splitting or combining these pulses (232)
as they propagate through the fiber, resulting in a narrow intensity amplified pulse at a
given fractional Talbot length. The Bragg fiber used here consists of a large, squared air
core with alternating silicon metamaterial claddings. Each metamaterial clad consists of
an array of squared airholes (etched directly on silicon wafers) whose fill factor defines
its homogenized index of refraction. We stack as many wafers as needed to achieve the
desired fiber length. The homogenized index of each cladding layer, calculated according
to the parameter extraction method in (176), is then used in the analytical and numerical
simulations carried out, respectively, with the transfer matrix techniques (TMT) (258)
(for the Bragg mirrors) and (259) (for the waveguide analysis), and finite element method
(FEM) results obtained using the Comsol Multiphysics 5.6 software (260). We explore
different pulse shapes and chirped pulses with CPA and different gain factors with BTAI
and FTAI. The simulations show a 5.8 dB gain (for a 9.8 cm long fiber) with CPA, a 9.9
dB gain with FTAI (1.37 cm long), and a 8.8 dB gain with BTAI (1.25 cm long).

The outline of this chapter is as follows. Section 5.2 provides the theoretical
background on the Talbot effect and how to achieve passive amplification. Section 5.3
discusses the design procedure of the dispersive structure and the validity of the TMT
simulations as an optimization tool. Section 5.4 presents the numerical results of the
TTE for passive amplification. Section 5.5 presents some concluding remarks. Finally,
the dielectric properties of different THz materials and the metamaterial homogenization
procedure are provided in Appendix C (along with the adopted data processing technique
for the full-wave simulation, additional time domain results, and a brief discussion about
potential fabrication processes and alternative structures).

4.2 Theoretical background

To facilitate the exposition, we begin this section by first briefly describing the
spatial Talbot effect. We then contrast it to its temporal counterpart.

As is well-known, the Talbot effect manifests itself in any domain where its Fourier
counterpart has a quadratic phase profile (261). Therefore, the demonstration of a spatial
Talbot effect is also valid for its temporal analog in a first-order dispersive medium.

The spatial Talbot effect appears when a periodic wave diffracts as it propagates
through a homogeneous medium. The diffraction pattern at a plane z, U (x, y, z), of an
arbitrary signal at z = 0, U0 (x, y) = U (x, y, 0), can be described by the Fresnel diffraction
equation (94),

U (x, y, z) = A (x, y, z)F
{
Uo (x, y) e[

jπ
λz (x2+y2)]

}
, (4.1)
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where x and y represent the directions of a plane transverse to the propagation, z is the
propagation direction, F denotes the Fourier transform along the x and y coordinates, k
is the wavenumber, λ is the wavelength, and

A (x, y, z) = e−jkz
jλz

e
jπ
λz (x2+y2). (4.2)

Since the Talbot effect is only observed when the excitation wave U0 (x, y) is a
periodic signal, we can write it as a Fourier series:

U0 (x, y) =
∞∑

l=−∞
ale

j2πlx
X , (4.3)

al = 1
X

∫ X/2

−X/2
U (x, y) e−

j2πlx
X dx, (4.4)

where X is the period along the x axis, l is the harmonic index, and al is the l-th harmonic
amplitude. By substituting (4.3) into (4.1),we obtain after straightforward manipulations:

U (x, y, z) = A (x, y, z)
∞∑

l=−∞
alF

{
e
j2πlx
X

}
∗ F

{
e[

jπ
λz (x2+y2)]

}
, (4.5)

where the asterisk denotes the convolution operation. Thus, we have that

F
{
e
j2πlx
X

}
= δ

(
kx −

2πl
X

)
δ (ky) , (4.6)

and

F
{
e[

jπ
λz (x2+y2)]

}
= jλze−jπλz(k2

x+k2
y), (4.7)

where kx = x/ (λz) and ky = y/ (λz) are the 2π-normalized spatial frequencies along the
x and y axis, respectively. After carrying out the convolution in (4.5),we obtain

F
{
e
j2πlx
X

}
∗ F

{
e[

jπ
λz (x2+y2)]

}
= jλze−jπλz

[
(kx− 2πl

X )2
−k2

y

]
, (4.8)

Finally, after substituting (4.8) into (4.5), we obtain the diffraction pattern of a
periodic function at the plane z (U (x, y, z)), i.e.,

U (x, y, z) = e−jkz
∞∑

l=−∞
ale

j2πlx
X e−

jπλzl2

X2 , (4.9)
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Note from (4.9) that there is a length where exp (−jπλzl2/X2) = 1, resulting in
U (x, y, z) = e−jkz

r
TUo (x, y), i.e., the output signal becomes a copy of the input signal.We

define this length as:

zuT = u
2X2

λ
, (4.10)

where u is an integer number. Equation (4.9) indicates a periodic behavior, with the
diffraction pattern repeating itself at every zuT , described in (4.10). Here we are interested
in the first occurrence of the self-replication effect z1

T

4= zT , also known as the Talbot
length. Another interesting effect occurs at rational multiples of zT , say at z = zT (p/2q) =
(p/2q)×(2X2/λ), where p and q are coprime integers. At these distances, the l-th harmonic
phase of U [x, y, zT (p/2q)]becomes jπl2p/q. According to Fourier series properties, when
adding quadratic harmonic phases (∼ l2) to U0 (x, y), we obtain the same signal U0 (x, y),
but with period X/q and shifted along the x axis by pX/2q. Consequently, at these
distances, the signal repetition rate is multiplied by q. Furthermore, conservation of energy
requires that the pulse intensity scales inversely to the increase of the repetition rate.

Analogously to the spatial Talbot effect, the TTE (155) appears when a periodic
signal propagates through a first-order dispersive medium (βb (ωo)

4=
[
dbβ (ω) /dωb

]
ω=ωo

6=
0 when b = 2, where β (ω) is the propagation constant and ω is the angular frequency).
Assuming a periodic pulse train with period T at z = 0 defined by its Fourier series
(Uo (t) = U (t, z = 0)), the propagated pulse U (t, z) becomes

U (t, z) =
∞∑

l=−∞
ale

j2πlt
T e−jβ(ω)z, (4.11)

where

al = 1
T

∫ T/2

−T/2
Uo (t) e−

j2πlt
T dt, (4.12)

Writing β (ω) as a Taylor series of ω

β (ω) = βo + β1 (ω) + β2

2 (ω)2 + . . . , (4.13)

and substituting this expression back into (4.11), we obtain

U (t, z) =
∞∑

l=−∞
ale

j2πlt
T e−j(βo+β1(ωl)+β2

2 (ωl)2+...)z, (4.14)

where ωl = 2πl/T is the angular frequency of the l-th harmonic. The first factor exp (jβoz)
has constant magnitude and does not change the envelope of U (t, z); thus, it can be
discarded. Next, we assume an ideal first-order dispersive medium (where βb = 0 for b > 2)
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only to study the main aspects of pulse addition using the TTE. Consequently, we obtain
the following simplified equation:

U (t, z) =
∞∑

l=−∞
ale

j2πl(t−β1z)
T e−j

(
2π2l2β2
T2

)
z
. (4.15)

Comparing the quadratic phase terms in (4.1) and (4.15), we note that the temporal
and spatial Talbot effects are related according to the following equivalence: x↔ t−β1z and
λz ↔ −2πβ2z. Thus, the TTE appears whenever a pulse train with period T propagates
through a dispersive medium, exhibiting the following temporal Talbot length:

zTT = T 2

π |β2|
. (4.16)

It is worth mentioning that the pattern observed for rational multiples of zT also
applies to zTT . Analogously to the spatial domain, the pulse train periodicity is multiplied
by q and shifted in time by pT/2q. Note also that the pulse intensity scales inversely to
q so as to conserve the total energy. The higher-order dispersion terms distort the pulse
format (262, 263) and, therefore, should be accounted for in the simulations. For this
reason, we utilize (4.11) in all pulse propagation analysis. But for the sake of clarity and
to help us visualize the pulse multiplication at z = zTT (p/2q), we recast the simplified
(4.15) as follows:

U (t, z) = [U (t− β1z)] ∗
∞∑

l=−∞
ale−jπ

z
zTT

l2e−
j2πlt
T . (4.17)

When z = zTT (p/2q) (only in this scenario) (264),we obtain

∞∑
l=−∞

ale−jπ
z

zTT
l2e−

j2πlt
T = δ

(
t− epq

T

2

)
∗

 1
√
q

q−1∑
b=0

ejγbδ
(
t− bT

q

) , (4.18)

where eν = 1 or 0 whenever ν is even or odd, respectively, an

ejγb = 1
√
q
ejπ

ψ
q
b2
q−1∑
v=0

e−jπ
s
q

(v−b)2
, (4.19)

where ψ is an integer defined in terms of p and q (see Table 1 of (264)). Substituting (4.18)
into (4.17), we obtain

U

(
t, z = p

2q zTT
)

=
[
Uo

(
t− β1

p

q
zTT − epq

T

2

)]
∗

 1
√
q

q−1∑
b=0

ejγbδ
(
t− bT

q

) . (4.20)
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In (4.20), the second term of the convolution denotes a pulse train with period T/q
and constant phase γb = γo + eqπ + (ψ/q) πb2 over the period T/q, where n is an integer.
In summary, at z = zTT (p/2q), U (t, z) consists of q repetitions of Uo scaled by 1/√q (for
power conservation), with the m-th repetition having a constant phase of γb.

4.2.1 TTE for passive amplification

We explore the TTE here to achieve passive amplification via three methods:
(1) CPA (156), (2) forward propagation CW-topulse conversion, or FTAI (157), and (3)
backward propagation CW-to-pulse conversion, or BTAI. All three methods are discussed
separately in the next subsections.

4.2.1.1 Coherent pulse addition

Equation (4.20) shows that, at rational fractions of zTT , the signal U (t, z = (p/2q) zTT )
has the same behavior as Uo (t), but with a repetition rate q times higher and intensity q
times lower, while at integer multiples of zTT , U (t, z = zuTT ) = Uo (t). Note that a phase
ejγb , constant within each T ′ = T/q interval, is added to the signal. To achieve passive
amplification, we need to transform a low intensity and high-repetition-rate signal into
another one with high intensity and low-repetition rate. To realize this objective, the
output signal after a propagation distance of L, V (t, L), must be equal to U (t, zTT ). Thus,
the required input signal V (t, 0) depends on q and is equal to U (t, zTT (p/2q)). Moreover,
by choosing p = 2q − 1 {from (4.19), ψ = p (264)}, the propagated distance is smallest
and equal to zTT/2q, resulting in reduced losses. Each pulse of the input signal V (t, 0)
has a time slot T ′ preconditioned by a phase modulator with phase γb defined according
to (4.20). The procedure illustrated in Fig. 17(a) consists in calculating the phase term γb

for the desired q value with p = 2q− 1. The phase value for the b-th pulse (b = 0 . . . q − 1)
and required propagation length are as follows:

γb = γo + eqπ + π q−1
q
b2, for (b− 1)T ′ < t < bT ′ (4.21)

L = zTT
2q = T 2

2πq |β2|
, (4.22)

4.2.1.2 Forward Talbot array illuminators

The second method uses a phase-modulated CW signal as input. It can be under-
stood as a sequence of square pulses with 100% duty cycle. This signal is then modulated
by a phase grating and propagated over a fractional Talbot length (p/2q) zTT . The process
of designing the phase grating and calculating the propagation length is discussed in detail
in (157, 264, 266–268). The period of the phase grating is also T , with each bin having
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Figure 17 – (a) Illustration of the TTE coherent pulse addition method. A phase-modulated
pulse train (each pulse phase has a different color) propagates for a fractional
Talbot distance ZTT/2q. The output is a single pulse for every T , and its
intensity is amplified q times. (b) Illustration of the FTAI method (forward
propagation and CW-to- pulse conversion). In this case, a phase-modulated
CW signal propagates for a fractional Talbot distance zTT/2q. The output is
a single rectangular pulse for every T , and its intensity is amplified q times
when compared to the CW input signal. (c) Illustration of the BTAI method
(backward propagation and CW-to-pulse conversion). A target pulse shape
is defined at the output and propagated backwards to obtain a quasi-CW
signal whose phase profile is used to modulate a CW signal. This signal is
then propagated for a distance L to form the desired output pulse. The gain
G depends on the peak-to-averaged power ratio of the target pulse. Adapted
with permission from (265)© Optica Publishing Group.

a time slot T ′. The signal at the output is a periodic train of identical chirp-free square
pulses, each with duration T ′ repeating at an interval T . This process results in a peak
power gain (when compared to the CW signal intensity) of the order of q (if q is too high,
part of the signal may be outside the “on” pulse region, which may reduce the gain). This
is not a fundamental upper limit to q, but it is rather caused by non-idealities in the
spectral phase, which become more significant as q increases and, consequently, the signal
bandwidth increases. Furthermore, since the phase modulation speeds are limited, larger
errors are induced in the phase grating as q increases (more phase transitions happen in
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the same time slot).

Note that this method, depicted in Fig. 17(b), is similar to the CPA and differs
only in the input signal, which is a phase-modulated CW signal. The constant phase of
the b-th (b = 0 . . . q − 1) CW-bin at the time t calculated inside the signal slot (period
T ) is defined by (4.21), while the required propagation length is calculated with (4.22).
Note that L is proportional to the square of T in both the CPA and FTAI cases but
inversely proportional to q, suggesting that the necessary propagation length decreases for
increasing gain factor and increases for a given period T .

4.2.1.3 Backpropagated CW-to-pulse conversion

The FTAI approach relaxes the bandwidth requirement for the dispersive medium
because it only uses phase modulation. However, as q increases, it becomes difficult to
control the output pulse shape (157) due to the fast-switching discrete phase profile and
(especially in the THz case) the higher-order dispersion coefficients. Here, we propose a new
CW-to-pulse design method to circumvent this problem, denoted as backward propagation
TAI (BTAI). It consists in first defining the desired output waveform, such as a Gaussian
pulse train, and then backward propagating this signal [see Fig. 17(c)] until we find the
length at which the waveform more closely resembles a CW. The resulting signal will have
the required phase profile to be used as signal preconditioning in this method. Then, we
propagate this signal forward and evaluate its performance parameters (gain, propagation
length, and noise). We optimize this process further by changing the modulation depth of
the target signal to compensate for any undesirable overmodulation effects in the output
(see more details in Appendix C.3). This process is illustrated in Fig. 18. As will become
clear in Section 5.4, this method obtains the best overall performance in terms of gain and
propagation distance.

The maximum theoretical gain G depends on the desired pulse shape. In a lossless
system, the energy, and subsequently the average value of the signal, is preserved. Let R′

be the form factor (peak-to-average power ratio) of the modulated target signal. Since the
form factor of a CW signal is 2 (note that we are calculating R′ based on a modulated
signal, not on the envelope), then

G = PPeakout

PPeakin
=

q , for CPA and BTAI
R′

2 , for BTAI
. (4.23)

Note that, while both q and R′ are used to describe the gain in (4.23), q comes
from the fractional Talbot distance and the number of discretization levels in the phase
grating, and R′ comes from the target pulse format. They are, therefore, fundamentally
different parameters.
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As mentioned before, a realistic dispersive medium, especially in the THz range,
has higher-order dispersion coefficients that perturb the expected propagation pattern,
including distortion of the pulse shape at fractional Talbot lengths and imperfect pulse
addition, leaving spurious signals outside the pulse region. This reduces the realized
gain.Moreover, the phase modulation profile is crucial for both CPA and FTAI realizations.
However, the limited time response of phase modulators leads to imperfections in the
phase transition that increase spurious signals and limit the gain, as noted in (156,157).
These imperfections are modeled here as noise and quantified with the signal-to-noise ratio
(SNR) figure-of-merit. The SNR allows us to evaluate the energy transfer efficiency from
the input signal into the output pulse, such that

SNR = [V (t, L)]RMS
[V (t, L)− Videal (t, L)]RMS

, (4.24)

where Videal (t, L) is the output pulse train in an ideal system (perfect phase profile and
βb = 0 for b > 2) with the difference between the real and ideal outputs V (t, L)−Videal (t, L)
defined as the system noise. The BTAI method also stands out from the two previous
methods because it does not have an explicit q parameter, although the input is a periodic
signal.

Note that the first steps in BTAI (from target output until phase demodulation; see
Fig. 18) can only be carried out numerically, not only because the target signal is not readily
available but also because a dispersive medium with complementary dispersive profile is

Figure 18 – Schematic representation of the backward propagation method (BTAI) for the
TTE. The backward propagation is only a mathematical tool to calculate the
optimum phase profile to be imposed onto a CW signal at the fiber input. First,
a target output pulse train is defined and added to a controllable intensity
CW signal. The resulting signal is backward propagated through the Bragg
fiber until we obtain a signal with the least amplitude modulation, i.e., a
quasi-CW wave (ideally it would be a CW signal). We then phase demodulate
this signal to obtain its phase profile. This calculated phase profile can now be
imposed onto a phase grating to phase modulate a CW signal at z = 0. This
process guarantees peak gain at the fiber output. Adapted with permission
from (265)© Optica Publishing Group.
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required. However, in the absence of a proper numerical model of the dispersive medium,
a vector network analyzer with THz frequency extenders can be used to experimentally
extract β (ω).

The next section deals with the design of the Bragg fiber and includes the effects
of non-idealities, such as higher-order dispersion coefficients.

4.3 Designing the dispersive medium

Bragg fibers, originally proposed by Yeh et al. (143) in 1978 for optical frequencies,
usually consist of a core with a lower refractive index than that of the cladding medium.
These fibers exhibit many attractive properties such as omnidirectional reflection, reduced
confinement loss, large transmission window, and high dispersion coefficients (144,256). In
fact, dispersion coefficients in excess of 500,000 ps/nmkm have been reported for these fibers
(144). Moreover, we can tailor the magnitude of this coefficient by introducing one or more
defect layers (usually thicker layers) in the multilayer cladding. Such arrangement causes
the core mode to interact more strongly with the defects at certain wavelengths, quickly
changing the mode profile and consequently its effective index. More importantly, these
fibers can also use a hollow (air) core to reduce propagation losses, which is particularly
attractive for THz applications.

With that in mind, we propose a THz Bragg fiber made of silicon semiconductor
with a multilayer metamaterial cladding (primary Bragg reflector), as shown in red in Fig.
19. The refractive index of each individual clad layer is controlled by simply adjusting the
area fill factor of the square airholes (more details on this are provided in Appendix C.1).
Defect layers (shown in green) are also added to the primary reflector to control the mode
dispersion. Then, we calculate its homogenized index value with a standard parameter
extraction method (176). To reduce leakage loss, we include a second metamaterial cladding
layer (secondary Bragg reflector), shown in blue in Fig. 19.

We begin the Bragg fiber design with a TMT intended to maximize the transverse
reflection coefficient of the multilayer stack (including the secondary Bragg reflector) at
the desired wavelength region assuming normal incidence (258). We dub this technique
TMT-S. Then, we use a second TMT (dubbed TMT-W) to calculate the waveguide modes
of the entire planar multilayer stack (259). Both TMT-S and TMT-W are analytical and
scalar methods. The large aspect ratio of the Bragg fiber core in Fig. 19 favors the use of
these planar techniques, making them an excellent tool for optimizing the fiber physical
and geometrical parameters. After concluding the optimization step, we fine-tune the
structure parameters with FEM simulations based on the Comsol Multiphysics package. To
guarantee grazing incidence, the thickness of the cladding layers has to obey the following
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relation (144):

thigh
tlow

=
√
nlow − 1
nhigh − 1 , (4.25)

where thigh and tlow are the thicknesses of the layers with high (nhigh) and low (nlow)
refractive indices, respectively. Assuming transverse electric (TE) polarization, the TMT-S
first determines the number of layers that maximize the reflection coefficient at normal
incidence. At this stage, the analysis resembles the reflection coefficient calculation of
a planar double Bragg reflector grating. The thicknesses of the defect layers do not
significantly impact the magnitude of the reflection coefficient, but strongly affect the
mode confinement. Moreover, the defect layers should only appear in the primary reflector.
To highlight the influence of the additional reflectors on the mode confinement, we show
in Fig. 20 the electric field profile of the fundamental mode at 362.1 µm without [Fig.
20(a)] and with [Fig. 20(b)] this reflector included. The secondary reflector has Mout

layers, with refractive index and thickness of the high and low index layers of
(
nmhigh, t

m
high

)
and (nmlow, tmlow), respectively. Note that we choose nmhigh = nhigh. The index profile of the
complete fiber is depicted in Fig. 20(c). After this process is complete, we are left with a
structure whose parameters (index profile, number of layers in both primary (Min) and
secondary (Mout) reflectors, and core thickness) are listed in Table 2 for the wavelength
range of 360− 370 µm. The overall reflection coefficient for these parameters is ∼ 99.5%.

Next, we proceed to the planar waveguide mode analysis with the TMT-W. Al-

Figure 19 – Different sections of the proposed Bragg fiber. Region I (in yellow) represents
the air core. Region II (in red) is the primary cladding. Region III (in blue) is
the secondary cladding used to prevent leakage losses. Defects in the primary
cladding are shown in green. Regions II and III are zoomed-in on the right
side to show the air hole pattern inside the cladding. Adapted with permission
from (265)© Optica Publishing Group.
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Figure 20 – Different sections of the proposed Bragg fiber. Region I (in yellow) represents
the air core. Region II (in red) is the primary cladding. Region III (in blue) is
the secondary cladding used to prevent leakage losses. Defects in the primary
cladding are shown in green. Regions II and III are zoomed-in on the right
side to show the air hole pattern inside the cladding. Adapted with permission
from (265)© Optica Publishing Group.

Table 2 – Bragg fiber design parameters

tcore (mm) thigh (µm) tlow (µm) tmhigh (µm) tmlow (µm) nhigh nlow nmlow Min Mout

1.02 24.6 33.3 25.4 41.6 3.42 2.61 2.24 40 23

though we have defined the waveguide core thickness tcore in the previous step, it is worth
emphasizing that the larger the waveguide core is, the higher the dispersion coefficients
(and the lower the propagation losses due to the reduced mode interaction with the
cladding material). Therefore, we choose a core size H large enough so that the planar
mode analysis with the TMT-W holds. At this stage, we can fine-tune the defect layers
thicknesses to obtain the largest possible dispersion coefficient for the fundamental mode.
The defect layers are located in the primary cladding at the second and sixth layers from
the core (see Fig. 19), with optimized thicknesses of 3.3× thigh and 2.2× thigh, respectively.

Finally, we validate the TMT simulations with FEM results assuming an infinitely
long waveguide with rectangular cross section. With tcore already defined, we now choose
H to match as closely as possible the TMT-W results. Figures 21(a)–(c) show the effective
index (neff = β/ko, where β is the mode longitudinal propagation constant and ko is
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the vacuum wavenumber), dispersion coefficient (2πβ2), and attenuation constant for
the fundamental mode calculated with both the TMT-W (black solid lines) and FEM
(solid lines with symbols) results for H = 3000 µm, 5000 µm, and 7000 µm.Note that the
TMT-W results are redshifted by only 1.87 µm from FEM results, with both showing
essentially the same dispersion magnitude. As expected, the losses increase as the core
height decreases due to increased field interaction with the upper and lower claddings,
but remain at acceptable levels. The dispersion curves obtained with the FEM results are
discussed in Appendix C.2.

Figure 21 – Analytical and simulation results of the proposed fiber. (a) Effective index,
(b) dispersion coefficient, and (c) propagation losses. Black lines refer to scalar
2D simulations via TMT-W, while blue, red, and green lines refer to FEM
simulations for H = 3000 µm, 5000 µm, and 7000 µm, respectively. As the
height increases, the structure behaves closely to a planar waveguide, and
FEM results approach those from TMT-W (a redshift of only 1.87 µm is
observed). The maximum value of the dispersion coefficient is −7.9 ns2/m for
the TMT-W and −7.2 ns2/m for the FEM simulations. Symbols are used as
a guide to the eye. The actual data processing is detailed in Appendix C.2.
Adapted with permission from (265)© Optica Publishing Group.
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4.4 Results

The results in Fig. 21(b) show that a high dispersion coefficient occurs only at a
narrow wavelength range, which limits the input signal bandwidth. This limitation defines
a lower bound for the pulse period T . Observe that (4.22) indicates that the propagation
length scales with T 2. However, the values predicted from these equations may be impacted
by higher-order dispersion terms. Consequently, we need to test different values of T to
find the conditions for optimal performance for all three methods.

Next, we apply these definitions to the three methods considered here.

4.4.1 Coherent pulse addition

As should be expected, the limited bandwidth of the dispersive medium causes
different pulse shapes to produce different values of G, L, and SNR. We assess the
performance of the proposed structure by using four different pulse trains as excitation
with the following super-Gaussian profile ySGauss (t):

ySGauss (t) = e−
[

1+jC
2 ( t

To
)2m
]

+Ov

1 +Ov
, (4.26)

To = TFWHM

2 ln
(
2 1

2m
) , (4.27)

Figure 22 – Frequency spectra of a fourth-order (m = 4) super-Gaussian pulse train with
TFWHM = 0.5T ′ for T ′ = 220 ps (black lines) and 280 ps (red lines). Blue lines
refer to the dispersion coefficient for a fiber height H = 7000 µm. Lower values
of T ′ cause the frequency spectrum to spread, with fewer components affected
by the high dispersion region, resulting in decreased performance. Light yellow
and red areas limit the region that contains 90% of the signal energy for the
220 ps and 280 ps pulse trains, respectively. Adapted with permission from
(265)© Optica Publishing Group.
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where m is the super-Gaussian order, C is the chirp factor, Ov is an overmodulation
parameter, and TFWHM is the half-width pulse power time. The large bandwidth of the
pulse train places the central frequency at the positive dispersion peak, which has low
dispersion values (2.7 ns2/m at 363.9 µm) but wide bandwidth. Figure 22 shows the
spectra of a fourth-order super-Gaussian pulse train (TFWHM = 0.5T ′) superimposed to
the dispersion coefficient (blue lines) for T ′ = 220 ps (black solid line) and T ′ = 280 ps .
red solid line). The light yellow and light red rectangles delimit the 90% energy region in
the 220 ps and 280 ps pulses, respectively. From Fig. 22, we see how the pulse bandwidth
influences the TTE performance. A narrow spectrum means energy confinement over a
region with low dispersion coefficient variation, leading to results close to the ideal TTE;
see (4.15). In contrast, a broader spectrum, such as that for T ′ = 220 ps, results in a less
effective pulse addition and, thus, smaller gain. A spectrum narrower than that in Fig. 22
would produce G and L values closer to those predicted by (4.22).

Figure 23 shows the time-varying amplitude distribution for H = 7000 µm, q = 3,
m = 4, and T ′ = 240 ps. The red line indicates a fractional Talbot length (zTT/6) of
7.92 cm, where the maximum gain (3.91 dB) occurs. By propagating another zTT/2,
the signal should repeat itself (see Section 5.2), except for propagation losses and group
delay effects. Observe that, for our realistic medium (with higher dispersive orders and
limited bandwidth), pulse repetitions occur at slightly longer distances. Also, they occur
at distances close to zTT/6 and zTT/6 + zTT/4, compatible with the fractional distance
for the q = 2 pattern. As mentioned in (262), there are different Talbot distances for
each dispersive order, which causes input pulses to be added in multiple regions, therefore
hiding the pattern associated to q = 2. Furthermore, pulse repetitions are observed at
slightly longer distances than expected z = (p/2q) zTT . This is because part of the pulse
energy concentrates in the lower dispersive regions of the spectrum (see Fig. 22). This
behavior illustrates the difference between the ideal TTE from (4.15) and the realized
TTE.

To have a clearer view of the performance of our fiber when using the TTE, we
sweep T ′ from 220 ps to 280 ps for m = 1, 2, 3, and 4 and compare the results with those
from the TMT-W (planar) and full-wave simulations for three different values of H (see
Fig. 24), with a fixed q = 3. Note that, due to the frequency shift between planar and
full-wave simulations (see Fig. 21), we use slightly different carrier frequencies for the two
cases (819.0 GHz for the TMT-W and 823.7 GHz for FEM). In Fig. 24, we define the
pulses full width at half-maximum (TFWHM) as 0.5T ′ for m = 1 (black lines), 2 (blue
lines), 3 (red lines), and 4 (green lines). The first row [Figs. 24(a)–(d)] shows the required
propagation length L to achieve passive amplification via CPA. The second row [Figs.
24(e)–(h)] shows the peak gain G, while the third row [Figs. 24(i)–(l)] shows the SNR.
Column 1 refers to the results from the TMT-W (planar), and columns 2 to 4 refer to
FEM simulations with H = 3000 µm, 5000 µm, and 7000 µm, respectively. Again the wide
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Figure 23 – Amplitude surface plot of the propagation through the Bragg fiber with
H = 7000 µm for q = 3, m = 4, and T ′ = 240 ps. The axes are normalized
by the first fractional Talbot length and by the pulse period T . Maximum
amplitude gain of 3.91 dB occurs at the realized fractional Talbot length
of 7.92 cm, shown by a magenta guideline. Different pulse periodicities and
repetitions caused by higher-order dispersion coefficients appear at points
corresponding to other rational multiples of the Talbot length. Results are
truncated to values above 0.85 to highlight the gain regions. Adapted with
permission from (265)© Optica Publishing Group.

bandwidth of the pulse train places the central frequency at the positive dispersion peak,
which has low dispersion values (2.6 ns2/m at 823.5 GHz) but a larger bandwidth.

The required propagation length is similar for all values of m (i.e., on the order of
centimeters). The highest gain (G = 5.2 dB) occurs for m = 4, while pure Gaussian pulses
(m = 1) have the best overall SNR (>12 dB) with a 5 dB gain. Note that G and L have
a similar pattern for different values of H, which helps relax their fabrication tolerance.
Due to its narrower spectrum, m = 1 sequences require shorter propagation lengths and
obtain higher gain than those with m = 2 and 3. However, m = 4 sequences present an
even higher G. Note that, as T ′ increases, both G and SNR increase, indicating that a
narrower spectrum that fits inside the highly dispersive region is the correct choice. L
should have a quadratic behavior with T ′, but, instead, it is close to linear due to the
changing spectrum. According to (4.22), the dispersion value (or propagation length)
depends on the square of the output pulse period. However, that equation does take into
account bandwidth limitations in the dispersive region. As the pulse period increases, the
bandwidth decreases in such a way that the pulse spectrum becomes increasingly localized
in the highly dispersive region, therefore increasing the effective dispersion coefficient.

Note the similarity between the results of each column of Fig. 24. This behavior is
another indication that the TMT-W is indeed a good tool for designing this Bragg fiber.
To have the most realistic results, however,we only use the FEM curves from H = 7000 µm
from this point on.
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Figure 24 – Comparison for the coherent pulse addition method for different structures
and pulse shapes. Black lines refer to Gaussian pulses with a full width at
half-maximum time TFWHM equal to 0.5T ′. Blue, red, and green lines refer to
second-, third-, and fourth-order super-Gaussian pulses with TFWHM = 0.5T ′.
The first row (a)–(d) presents the required propagation length L to achieve
passive amplification via CPA. The second row (e)–(h) shows the peak gain
G, and the third row (i)–(l) the SNR. Column 1 refers to TMT-W, and
columns 2–4 refer to finite element results for heights H = 3000 µm, 5000 µm,
and 7000 µm, respectively. Adapted with permission from (265)© Optica
Publishing Group.

The most appealing result is indeed the maximum achievable gain. However, it
is noteworthy that the maximum expected gain given by (4.23) for a lossless dispersive
medium operating as a Talbot amplifier with q = 3 is G = 10 log10 3 = 4.77 dB, while
G = 5.2 dB for q = 3, m = 4, and T ′ = 280 ps (time waveforms for this result are shown in
Appendix C.3). Given the propagation length and the losses involved, this value should not
be realizable. Nevertheless, our results suggest that the pulse is also compressed during the
propagation due to higher-order dispersion coefficients, allowing for a peak value higher
than expected for the addition of uncompressed pulses.

Next, we investigate the fiber performance for chirped pulses, assuming the chirp
parameter C ranging from −1 to +1. Chirping allows pulse compression when propagating
through dispersive media, leading to higher gain. Figure 25 shows the simulated results
with the line colors associated with the C values as follows: −1 (red), −0.5 (purple), 0
(black), 0.5 (green), and 1 (blue). The first [Figs. 25(a)–(d)], second [Figs. 25(e)–(h)], and
third [Figs. 25(i)–(l)] rows indicate the fiber length L, gain G, and SNR, respectively.
Columns 1 to 4 refer to m = 1, 2, 3, and 4, respectively. Note that chirped pulses show a
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higher gain compared to unchirped ones due to pulse compression. The gain is as high as
5.8 dB at T ′ = 280 ps for C = −1 and m = 1. Only negative C values favorably impact
G due to the chirp influence on both the phase of each frequency component and their
location in the dispersion curve. The SNR degrades as m increases, indicating that the
output pulse shape gets distorted due to the broader frequency spectrum.

Figure 25 – Performance comparison for the coherent pulse addition method using chirped
super-Gaussian pulses. Red, purple, black, green, and red lines refer to C =
−1,−0.5, 0, 0.5 and 1, respectively. The first row (a)–(d) presents the required
propagation length L to achieve passive amplification via CPA. The second row
(e)–(h) shows the peak gain G and, the third row (i)–(l) the SNR. Columns
1–4 refer to m = 1, 2, 3, and 4, respectively. All pulses have TFWHM = 0.5T ′.
Adapted with permission from (265)© Optica Publishing Group.

Since we calculate the SNR based on the input pulse shape, both chirped and
high-order unchirped pulses (which experience more pulse compression) show reduced
SNR. However, this does not necessarily mean that there is more energy outside the pulse
slot. We observe that G is higher when T ′ is higher, as expected when more frequency
components are inside the high dispersion region (see Fig. 22). However, as T ′ increases,
so does L, but the average power decreases because the energy gets more dispersed over
time.

4.4.2 Forward Talbot array illuminator

As discussed in Section 5.2, the FTAI method explored here uses phase grating
(157) to define the ideal phase modulation at the input CW signal for highest gain at the
shortest possible distance. The procedure is straightforward, and we analyze and compare
the device performance for q = 2, 3, 5, and 7.
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Note that the FTAI method uses only phase modulation, which requires a narrower
bandwidth when compared to the CPA (which uses both amplitude and phase modulation).
Thus, the period T used in each method differs, but the occupied bandwidth is similar
for both. Furthermore, the bandwidth relaxation allows us to use the higher negative
dispersion peak at 360.2 µm [see Fig. (21)(b)], resulting in shorter propagation lengths.
In the CPA, the broader peak at 363.9 µm is used instead. Simulations (not shown here)
of the CPA passive amplification at 360.2 µm resulted in a peak gain of 3.6 dB with
SNR = 3 dB, or peak SNR of 6 dB for a gain of only 2.5 dB. Figures 26(a)–(c) show
the propagation length L, gain G, and SNR, respectively, as function of the final pulse
periodicity T , allowing us to compare different values of q, where the black, red, green,
and blue curves refer to q = 2, 3, 5, and 7, respectively. The maximum gain of 9.9 dB
occurs for L = 1.37 cm at T = 600 ps and q = 5. For q = 7, the maximum achievable
gain is just below the theoretical maximum of 10 log10 7 = 8.45 dB, while for the other
values of q, the obtained gain is higher than its theoretical maximum in (4.23), indicating
that the pulses are heavily distorted and compressed, as suggested by the low SNR. L is
almost unchanged with T in this case, suggesting that the frequency spectrum plays a
significant role. When compared to the CPA method, the SNR is lower for all cases.

According to (4.22), the propagation lengths are inversely proportional to q. At
the same time, higher amplification factors lead to larger bandwidths that increase the
propagation length due to the energy contained in the lower dispersion regions. Furthermore,
the pulses also appear at multiples of the calculated value (the shortest L is calculated
when V (t, 0) = U (t, zTT (p/2q)), p = (2q − 1). However, p can assume other integer
values, resulting in different propagation lengths. Since higher-order dispersive coefficients
introduce higher-order Talbot lengths (262), this might result in better pulse reconstruction
(higher gain) than the shortest length.

Comparing the results of this section with those from the CPA, we notice that
the FTAI allows 1 order of magnitude reduction in the fiber length L, with G exceeding
the theoretical maximum. The CPA method, in turn, also exceeds the theoretical limit
whenever we use chirped pulses, with better noise performance than the FTAI since
the latter does not allow output pulse shape control. But the FTAI needs only a phase
modulator to be implemented (we use the TTE to generate the pulses), which significantly
simplifies the setup and allows a more efficient energy use of the THz source.

Appendix C.3 shows time waveforms for both CPA and FTAI, using ideal and
realistic (bandwidth limited) phase modulation profiles.

4.4.3 Backpropagated CW-to-pulse conversion

Finally, we address the BTAI method to optimize the phase grating. The idea is to
improve further the original FTAI noise performance, besides reducing the fiber length L
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Figure 26 – Simulated results for the (a) fiber length L, (b) gain G, and (c) SNR for the
FTAI method. Black, red, green, and blue curves refer to q = 2, 3, 5, and 7,
respectively. The SNR decreases as T increases and shows acceptable values
for T < 500 ps. Symbols are only a guide to the eye. Adapted with permission
from (265)© Optica Publishing Group.

compared to the CPA method. To tune the performance of the designed phase grating, we
use the pulse described in (4.26) with m = 1 and vary Ov in the desired output waveform
to eliminate spurious signals and increase the SNR.

Figures 27(a)–(c) show the performance obtained for overmodulation values ranging
from −0.3 to 0.3. We set the desired output waveform as a Gaussian pulse with T = 400
ps and TFWHM = 60, 70, 80, 90, and 100 ps (shown as purple, green, red, blue, and black
lines, respectively). The highest SNR of 16 dB occurs for TFWHM = 100 ps and Ov = 0.15,
with G = 6.5 dB and L = 1.32 cm, while the highest G of 8.8 dB occurs for TFWHM = 60
ps and Ov = −0.14 and SNR = 7.5 dB. The SNR obtained with the BTAI method
exceeds all previous results, with L of the same order of magnitude as the conventional
FTAI but with a higher gain. The maximum achievable gain for this case, according to
(4.23), is R′/2 = 7.96 dB for TFWHM = 60 ps. When comparing the methods, the CPA
method provides both high gain (higher than the theoretical value) and SNR at the cost
of longer propagation lengths. The BTAI method, on the other hand, can be tuned for
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Figure 27 – Simulated results for the (a) fiber length L, (b) gain G, and (c) SNR for
the BTAI method for T = 400 ps with a phase grating designed using the
backward propagation method. Purple, green, red, blue, and black lines refer
to TFWHM = 60, 70, 80, 90, and 100 ps, respectively. Symbols are only a guide
to the eye. Adapted with permission from (265)© Optica Publishing Group.

better G or SNR (time waveforms can be seen in Appendix C.3), with a short propagation
length, suggesting it is the most versatile method of all three. Moreover, lower propagation
lengths mean ease of fabrication since it would require less silicon wafer stacking to obtain
the desired fiber length. A brief discussion on Si wafer stacking is included in Appendix
C.4. It is worth mentioning that the CPA method is of particular interest for sources that
do not operate in the CW regime, such as QCLs (241), while both TAI-based methods
perform more efficiently with CW sources.

The pulse width acts inversely on both the bandwidth and on the realizable gain
(via R′). A decrease of L is expected as the bandwidth narrows (TFWHM increases), while
an increase in L is expected as the gain factor R′ decreases, analogously to the effect of
the parameter q in CPA and FTAI. The two factors (bandwidth and gain factor) have
opposing influences on L, which explains why it increases from TFWHM = 60 to 80 ps but
decreases when TFWHM is 90 ps.

Figures 24–27 help the designer to optimize the fiber parameters (L) and operation
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mode (CPA, FTAI, BTAI) for the desired pulse rate T . Once L has been fixed, varying T
will negatively impact the gain and SNR of the system.

Figures 24(e)–(g) and 25(e)–(g) show the gain as function of the input period
T ′. These curves take into account the propagation losses provided in Fig. 21(c). Larger
periods result in higher gains because the (narrower) spectrum becomes more confined in
the highly dispersive spectral region where the propagation losses are small. The same
is true for the FTAI in Fig. 26, which shows the gain as function of the final period T .
Although we show BTAI results for T = 400 ps only, the same arguments apply to it
aswell.

4.5 Conclusion

In this chapter, we proposed the first fully passive THz pulse amplification device
based on a highly dispersive silicon-based metamaterial Bragg fiber and on the TTE. To
achieve this goal, we introduced and explored three different methods to maximize the
passive gain, namely the CPA, FTAI, and BTAI. All three methods used the TTE to
manipulate the periodicity of a pulse train by splitting or combining these pulses as they
propagate through the fiber, resulting in a narrow intensity amplified pulse at a given
fractional Talbot length. The BTAI method has more degrees of freedom for the output
pulse shape, overcomes the limitations of implementing discrete phase gratings in limited
time-response phase modulators, produces the optimum fiber length that maximizes the
gain, and reduces undesired spurious spectral components. Moreover, this method allows
pulse generation without the need for amplitude modulation, resulting in more efficient
energy use of THz sources. The Bragg fiber proposed here consisted of a large, squared air
core with alternating silicon metamaterial claddings. Each metamaterial clad consisted of
an array of squared airholes (etched directly on the silicon wafers) whose homogenized
indices are controlled by the airhole fill factor. We calculated the homogenized index of
each metamaterial cladding layer via a parameter extraction method, and we then plugged
these values into analytical and numerical methods and compared the results at every step
of the optimization process. The fiber length was considered as an assembly (stacking) of
as many silicon wafers as required to obtain the desired fiber length. We explored different
pulse shapes and chirped pulses with the CPA and different gain factors with the BTAI
and FTAI methods. Finally, numerical results indicated a 5.8 dB gain for a 9.8 cm long
fiber with the CPA method, a 9.9 dB gain with the FTAI (1.37 cm long) method, and a
8.8 dB gain with the BTAI (1.25 cm long) method. We believe that the proposed passive
amplification devices based on the TTE may pave the way to a myriad of new applications
involving high power THz sources.
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5 PASSIVE AMPLIFICATION OF MICROWAVE PULSES VIA TEMPORAL TAL-
BOT EFFECT: EXPERIMENTAL DEMONSTRATION AND POTENTIAL AP-
PLICATIONS

The work in the chapter has been published as: PEPINO, V. M.; MOTA, A. F.;
BORGES, B.-H.V.; Experimental demonstration of passive microwave pulse amplification
via temporal Talbot effect. Scientific Reports, 13, 15330, 2023. Permission for reuse is
found in Appendix F

5.1 Introduction

The Talbot effect, first observed in 1836, is a well-known phenomenon in wave
optics where a periodic structure is self-replicated at regular intervals when a coherent
beam of light passes through it. In the Talbot effect, the replicated structure appears at a
distance equal to the original grating’s length, known as the Talbot distance (269,270).
The TTE, in turn, is a similar phenomenon in the time domain, first proposed in 1981
(271) and experimentally verified in 1993 (272). It occurs when a pulsed light source, such
as a pulsed laser, is sent through a first order dispersive medium. The replicated pulses,
known as the Talbot fractional images, are observed at regular intervals, which are shorter
than the period of the input signal (273–278), and can even convert continuous wave
(CW) signals into pulses by propagating the input signal through a first-order dispersive
medium (157). The temporal Talbot effect has found numerous applications in signal
processing, including pulse rate multiplication (277,279–281), pulse generation (157,282),
passive amplification (156,265), signal denoising (245), sub-noise detection (283), pulse
compression (257), and temporal cloaking (284,285).

Despite its potential, every TTE implementation to date has been achieved with
optical fibers because it requires long propagation lengths, high dispersion, and low loss.
For instance, previous TTE implementations have utilized either single-mode standard
fibers (156,272), requiring up to kilometers of fibers, or linearly chirped fiber Bragg gratings
(286,287), which requires only a few centimeters (155). Dispersion compensating fibers,
such as Bragg (143, 144) or photonic crystal fibers (145–147), have also been used for
this purpose (265,277). The high dispersion coefficient of these fibers originates from a
rapidly varying electric field profile as the operating wavelength is changed, leading to a
fast change in the effective index. However, these fibers have limited dispersive bandwidth
and their cross-sectional area is large compared to the wavelength, which is problematic
for microwave frequencies. In contrast, fiber Bragg gratings can be realized in single mode
waveguides, significantly reducing the cross-sectional area, close to the diffraction limit,
which is crucial for microwave applications. Furthermore, the dispersive bandwidth of
fiber Bragg gratings depends only on the initial and final period of the grating, making
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them a more versatile option for implementing TTE in the microwave and mm-wave range.
More recently, we have theoretically demonstrated passive amplification in the terahertz
range using a low-loss all-silicon rectangular waveguide with metamaterial clad in a Bragg
fiber-type configuration (265), suggesting that the TTE may find broader use in the future.

Despite the numerous applications of TTE, its implementation in longer wavelengths
requires large structures. As a result, only its spatial counterpart has been realized in
the microwave range, with a limited number of applications, such as antenna power
combining (288,289). Meanwhile, the previously mentioned myriad of applications of TTE
remains unexplored. Additionally, lower repetition rates require either extremely high
dispersive media or prohibitively long propagation lengths, with the latter simultaneously
complicating the device’s fabrication besides increasing propagation losses. Notably, the
propagation length necessary for TTE is proportional to the square of the signal period,
which is limited by both the carrier frequency and the operational bandwidth of the
dispersive waveguide. Usually, there are two approaches to overcome these limitations.
Firstly, by increasing the dispersion coefficient of the propagating medium and, secondly,
by increasing its dispersive spectral bandwidth. Our work demonstrates that, in cases
where there is a trade-off between maximum dispersion and dispersive bandwidth, the
latter is preferred. This approach allows for shorter pulse periods and propagation lengths,
making the TTE implementation more feasible in the microwave and mm-wave ranges.

In this chapter, we present the first experimental demonstration of the TTE in
the microwave regime using an ultra-wideband linearly chirped Bragg grating (LCBG)
fabricated with stereolithography (SLA) technology. The LCBG is designed to operate
over the entire X-band (8.2–12.4 GHz) and is incorporated into a standard WR-90 metallic
waveguide. To extract the output signal, we use a broadband microwave circulator due
to the reflective nature of the LCBG. By varying the input pulse repetition rate, we
observe the complete Talbot carpet in a hybrid numerical-experimental strategy and
experimentally observe the Talbot fractional images relative to 1/2 and 1/3 of the Talbot
length. Moreover, we utilize the backward Talbot array illuminator (BTAI) technique to
generate gaussian and raised cosine pulses with a passive gain of 3.44 dB and 4.03 dB,
respectively. The BTAI is a recently developed application of the TTE for continuous wave
(CW)-to-pulse conversion. It is based on the Talbot array illuminator (157) and provides
passive amplification, accounting for all non-idealities of the dispersive medium (265).

This chapter is organized as follows. First, we present the theoretical background
of the propagation length requirements for the TTE and discuss the trade-offs between
the dispersion coefficient and dispersive bandwidth in a LCBG in Section 5.2. Then, in
Section 5.3we detail the design strategy of our LCBG, the fabrication procedure, and
experimental frequency response measurements. We then show in Section 5.4 our simulation
and experimental methods, and present the simulated and experimental results of the
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temporal Talbot carpet and BTAI pulse generation. Finally, we summarize our findings
and provide some concluding remarks in Section 5.5. In Appendix D, we present the
frequency-dependent complex permittivity of the SLA resin and explore the potential for
passive amplification with lower loss dielectrics, which can potentially yield gains over 8
dB.

5.2 Theoretical background

5.2.1 Temporal Talbot effect limitations and implementation requirements

The TTE occurs when a periodic signal (Uo (t)) propagates through a first-order dis-
persive medium with propagation constant given by β(ω) = [βo + β1ω + (β2ω

2) /2], where
ω is the angular frequency and βb (ωo) =

[
d(b)β (ω) /dωb

]
ω=ωo

. The temporal and spatial
evolution of the signal (U (t, z)) is calculated on page 83, repeated here for convenience:

U (t, z) =
∞∑

l=−∞
ale

j2πl(t−β1z)
T e−j

(
2π2l2β2
T2

)
z
. (5.1)

As explained in Chapter 4, the first exponential term in (5.1) is responsible for the
group delay, while the second term distorts the pulses shape by applying a linear chirp.
For the specific cases where z = zTT/2q, called fractional Talbot lengths, (5.1) can be
rewritten as (4.20),
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∗
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q

) , (5.2)

where zTT is calculated as T 2/ (2π |β2|), the second term of the convolution is a pulse train
with period T/q ans constant phase γb, while the first term corresponds to the input signal
Uo shifted in time. In summary, after the pulse propagates a distance z = zTT/q, U (t, z)
will consist of q repetitions of Uo scaled by 1/√q.

This formalism can also be employed to obtain the Talbot carpet, a fractal pattern
of sub-images with an ever increasing repetition rate that results from the Talbot effect.
The Talbot carpet consists of observing U (t, z) as it propagates through a distance zTT/q
and observing the q repetitions of Uo. Although it is the most common approach to
generate the Talbot carpet, in applications with fixed propagation length (L = zTT/q),
the carpet can also be generated by varying T instead of z. In this sense, only specific
values of T fulfill the requirements for the TTE fractional images, and, by applying the
definition of L in zTT the q repetition rate occurs when

T =
√

2πq |β2|L. (5.3)
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However, to generate the Talbot carpet, the medium must have a first-order
dispersion profile over the bandwidth BW occupied by the signal Uo. Assuming Uo

occupies a fraction of the period KTT (where 0 < KT < 1), the signal occupies a
bandwidth BW = 1/KTT . Moreover, defining φ2 = |β2L| as the second derivative of the
accumulated phase over the propagation length, (4.16) can be rewritten as,

2πφ2 = q

K2
TBW

2 . (5.4)

A key parameter in dispersive structures is its total available dispersive bandwidth.
In the microwave regime, achieving high β2 over a large bandwidth is a challenging task.
Consequently, the Talbot carpet has never been realized in this frequency range. However,
increasing BW (or reducing T ) quadratically decreases the necessity of large β2, as seen
in (5.4). By recasting zTT as a dependance of the signal bandwidth, we can compare it
with the dispersion coefficient-dispersive bandwidth relationship of dispersive structures
such as a LCBG, which is thoroughly analyzed in the next Subsection. This comparison
allows us to determine the optimal parameters of the LCBG. In other words, it helps us
decide if we should use a wideband structure to take advantage of lower values of T and
therefore reduce the necessary φ2, or if we should sacrifice the dispersive bandwidth to
increase φ2 of the LCBG.

5.2.2 The linearly chirped Bragg grating characteristics

The LCBG is a Bragg grating structure in which the grating period Λ varies linearly
along its length (286). Each period is composed of two quarter wavelength sections with
different refractive indexes, n1 and n2, resulting in a broad reflective spectrum with a
varying group delay τ (ω). Quarter wavelength plates are reflective structures, and by
linearly increasing Λ, the initial plates reflect longer wavelengths while the final ones reflect
shorter wavelengths. As a result, longer wavelengths experience a shorter round-trip time,
and the opposite occurs for shorter wavelengths. To further understand the impact of this
device on the Talbot effect, let us consider a LCBG with N periods, where the i-th period
[Λi = λio/ (4n1) + λio/ (4n2)] is responsible for reflecting the frequency fi (with wavelength
λio = c/fi ). The delay experienced by fi (τi) is given by:

τi = 2
Vg

i∑
u=1

Λu, (5.5)

where the summation represents the path traveled by the wave (multiplied by two since
it is a round trip) and Vg is the group velocity, assumed here as not dispersive since the
filling factor of all periods is the same, and the materials are essentially non-dispersive in
the frequency range of interest. To adequately perform TTE, the device should have first
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order dispersive behavior and 2πφ2 = ∂τ/∂f must be constant, thus ∆τi/∆fi = cte. To
ensure this behavior,

2πφ2 = ∆τi
∆fi

= 2
c/Vg

(
n1 + n2

n1n2

)( 1
(fi+1 − fi) fi+1

)
, (5.6)

where Vg/c = nLCBGeff is the effective index of the LCBG.

Equation (5.6) provides a roadmap on how to design a LCBG. Once the device’s
initial frequency (fo = fini) and desired φ2 are known, the dispersive behavior is achieved
by calculating the N steps of fi+1 using (5.6). Moreover, it is interesting to note that even
if the procedure starts by defining the device’s final frequency (fN = ffin) and calculating
fi−1, the obtained Λi would remain the same. In practical terms, it means that the device
would present the same |φ2| with opposite signs when excited from either side. It is crucial
to note that Λi is proportional to λi0 , and therefore, using small frequency steps (for a
continuous reflective profile) would result in a lengthy structure. However, for the purpose
of qualitatively understanding the relationship between the dispersion coefficient and the
dispersive bandwidth of a LCBG, this idealization is justified. After defining Λi, φ2 can be
calculated as:

2πφ2 = 2Lo∑∆fi
nLCBGeff , (5.7)

where Lo is the total length of the device. A complete rigorous analysis of the LCBG can
be found in (286). For a fixed grating length and refractive index (which are determined
by the materials used), the dispersion coefficient is inversely proportional to the dispersive
bandwidth, φ2 ∝ 1/∑∆fi. Nevertheless, according to (5.4), the required φ2 ∝ 1/BW 2

and ∑∆fi ≥ BW . Thus, maximizing ∑∆fi while reducing φ2 is desired for implementing
the TTE.

So far, the LCBG formalism has been developed for a wave propagating in free
space. However, to facilitate the measurement procedure, we place the LCBG inside a
metallic WR-90 waveguide. In this sense, the i-th guided wavelength λig inside a rectangular
metallic waveguide operating in the TE10 mode is given by:

λig = λio√
1−

(
λio
2w

)2
, (5.8)

where λo is the free space wavelength, and w is the waveguide cross-section width. Note that
the relation between λig and fi is not inversely proportional, and Vg becomes dispersive
when the LCBG is placed inside a waveguide. In this case, to maintain the relation
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∆τi/∆fi = cte, we have

2πφ2 = 2nguideeff (f)
(
n1 + n2

n1n2

)( 1
(fi+1 − fi) fi+1

)
, (5.9)

nguideeff (f) =

√√√√1−
(
λio
2w

)2

nLCBGeff . (5.10)

Using the same procedure to design the LCBG in free space, we first define the
initial frequency (fo = fini) and the desired φ2. Then, we calculate fi+1 and Λi+1, until the
N -th period. Finally, φ2 can be obtained as,

2πφ2 = 2Lo
c∆f

(
n1 + n2

n1n2

)√√√√1−
(
λNo
2w

)2

. (5.11)

It is worth noting that the dispersive behavior of nguideeff results in the structure
exhibiting different φ2 values when excited from different sides. In addition, the i-th period
also changes when the structure is designed from the initial or final frequency. Therefore,
we conclude that the LCBG exhibits different dispersive characteristics when excited from
either the shorter or longer period ends, as experimentally confirmed in the next section.

5.3 Design, fabrication and characterization

To assess the TTE in the microwave regime, we design the LCBG to operate in
the X-band (8.2 – 12.4 GHz) due to its high central frequency, allowing fast modulation
rates (shorter T ). Another advantage of using the X-band is the possibility of placing
the structure inside a standard metallic waveguide WR-90 (rectangular cross-section,
dimensions 22.86× 10.16 mm), facilitating the measurements. The LCBG is built using
SLA printing technology, where the resin permittivity εr and loss tangent tan δ at 10 GHz
are equal to 2.7 and 0.027, respectively. The dispersive behavior and the approach to
characterize the resin (175) are presented in Appendix D.

As well known, the building blocks of the Bragg reflector demand two different
materials, chosen here as the printed resin spaced by air layers. To guarantee operation
inside the desired dispersive bandwidth, we choose the initial and final period corresponding
to free space wavelengths of λ0

o = 25 mm, and λNo = 40 mm, corresponding to the lower and
upper limits of the X-Band. From (5.11), the calculated value of the dispersion coefficient
assuming Lo = 0.3 m (chosen to fit inside two 6" [152.4 mm] waveguide sections) is
2πφ2 = 0.47 ns2 when excited from the longer period end (or 0.28 ns2 if we chose the
shorter period end instead), suggesting that exciting the LCBG from the longer end is
preferable. Hereon, we define ports 1 and 2 as the excitation at the shorter and longer
period ends, respectively.
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Figure 28 – (a) Three-dimensional model of the designed LCBG. Electric field at 8 GHz
with the excitation at ports (b) 1(left side) and (c) 2(right side). Electric field
at 10.5 GHz with the excitation at ports (d) 1 and (e) 2. Electric field at
13 GHz with the excitation at port (f) 1 and (g) 2. Note how the excitation
from port 2 (right side figures) result in a shorter penetration distance, which
results in lower losses, and a greater difference in the penetration distance
from 8 GHz and 13 GHz, which results in a higher dispersion coefficient.

A model of the designed LCBG is presented in Fig. 28(a). Figures 28(b)-(g) show
the simulated electric field inside the waveguide, simulated with Ansys HFSS software,
for f = 8 GHz in (b) and (c), 10.5 GHz in (d) and (e), and 13 GHz in (f) and (g), when
excited from port 1 [(b), (d) and (f)] or port 2 [(c), (e), and (g)]. As expected, the electric
field propagates a shorter distance for lower frequencies when excited from port 1 than
when excited from port 2. Moreover, longer propagation entails higher attenuation since
the resin presents a considerable loss, which can be seen by the weaker electric field when
the LCBG is excited from port 1. Another important aspect is that a higher 2πφ2 implies
a faster delay variation, meaning that the wave excited from port 2 (higher dispersion)
experiences a faster round trip (less lossy) when the frequency is changed. This behavior
means the structure presents less loss and more linear reflection when excited from port 2.

All these observations are confirmed by the reflection coefficients of the filled
waveguide, SWG

11 and SWG
22 , measured by a Rohde & Schwartz ZVA-40 Vector Network

Analyzer (VNA), shown in Fig. 29. Figures 29(a) and (b) show the amplitude and phase,
respectively, of SWG

11,22 in thin blue lines and thick red lines, respectively. Figure 29(b)
shows the fabricated LCBG as an inset. Moreover, we use a second-order polynomial
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Figure 29 – (a)Measured values of the reflection coefficients of the fabricated LCBG inside
a WR-90 waveguide when excited from port 1 (thin blue lines) and 2 (thick
red lines). (b) Unwrapped argument of the reflection coefficients (solid line)
and its respective quadratic fits (dashed lines). Note that exciting the LCBG
from port 2 is preferred, both due to higher reflected average amplitude and
higher dispersion coefficient, as well as a broader dispersive bandwidth (look
at the phase response below 8.5 GHz). Fabricated LCBG is shown in inset of
(b).

fit to determine the average value of |2πφ2| because the LCBG non-idealities (both due
to the low number of periods and high dielectric loss tangent) create oscillations in the
ideal quadratic phase response. The polynomial fit is shown as a dashed line in Fig.
29(b) and provides an average value of |2πφ2| of 0.30(0.45) ns2 when excited from port
1(2), supporting the validity of the proposed approach in creating a first-order dispersive
medium. It is important to highlight that although the oscillations in the ideal phase
response create non-idealities in the TTE, the effect is still achievable, as observed in
previous works with non-ideal dispersive media (262).

5.4 Results and discussion

5.4.1 Talbot carpet

The experimental setup for implementing the TTE is illustrated in Figure 30(a),
where the LCBG is inserted inside two straight sections of WR-90 waveguide, terminated
with a matched waveguide load. To measure the reflected signal, we use a broadband
circulator (Pasternack PE83CR002, 8-18 GHz) with its port C1 connected to port 2 of the
waveguide. Port C2 of the circulator is connected to a oscilloscope (Keysight DSOV134A,
80 GS/s, 13.6 GHz bandwidth), while port C3 is connected to an arbitrary wave generator
(AWG, Keysight M8195A, 64 GS/s) with a 25 GHz bandwidth. To account for the non-
flat frequency response of the circulator over the entire bandwidth, we characterize the
transmission from port C3 to port C2 of the circulator with port 1 loaded with the
dispersive waveguide. The resulting transmission coefficient T circ

23 is shown in Fig. 30(b)
and compared with SWG

22 , where the former exhibits a slightly lower amplitude than the
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latter due to the loss inserted by the circulator. Importantly, the phase response and the
dispersion coefficient are not significantly affected.

To visualize the Talbot carpet in a fixed propagation length, we must vary the input
period T . From (5.3), T =

√
2πq |β2|L, and thus we can correlate the propagation length

with the input period, resulting in periods of 0.95 ns, 1.16 ns, and 1.34 ns for q = 2, 3, and
4, respectively. Due to phase oscillations and other non-idealities in the dispersive profile
inducing higher order dispersion coefficients (262), we expect the necessary period to be
higher than the calculated value for an ideal structure. Thus, we sweep T from 1.0 ns to
2.0 ns to visualize the temporal Talbot carpet in a hybrid simulation-experimental strategy,
where the pulse propagations are numerically calculated by multiplying the Fourier series
spectrum of the input signal by the measured frequency response T circ

23 shown in Fig. 30(b).
We use Gaussian input pulses defined as:

Uo (t) = e−
(

t2
2T2
o

)
, (5.12)

To = TKFWHM

2 ln
√

2
, (5.13)

where KFWHM is the relationship between the input period and the pulses’ full width at
half maximum (FWHM), chosen as 10% of the temporal slot T to avoid pulse overlapping
when the repetition rate is multiplied by the TTE. The carrier frequency fc is chosen to
be 10.5 GHz, and we limit the bandwidth to 8 − 13 GHz, which is below the cutoff of

Figure 30 – (a)Experimental setup for measuring the TTE. The two waveguide sections
are loaded with our LCBG (dispersive medium shown in transparency to
visualize its full length inside the waveguide), with a broadband waveguide
load in port 1 and a microwave circulator in port 2. Ports 2 and 3 of the
circulator are connected to a oscilloscope and an AWG respectively. (b) Effect
of the circulator on the frequency response. T circ

23 , shown in solid orange lines,
adds extra losses to the system when compared to SWG

22 , in dashed blue lines.
To perform a correct design optimization, we use T circ

23 in all of our simulations.
The phase response does not change and thus is omitted.
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Figure 31 – (a) Talbot carpet obtained via a hybrid numerical/experimental strategy for
simulating pulse propagation using the measured frequency response of the
LCBG T circ

23 . The time axis is normalized by the period T and the period
axis indirectly represents the propagation length. Talbot fractional images
relative to q = 2, 3 occur at T = 1.04 ns, 1.33 ns, highlighted by red and
magenta dashed lines, respectively. Note how the pulse peaks get closer as T
increases, suggesting the occurrence of other fractional images (q > 3) that
do not appear properly due to non-idealities in the dispersive profile and
limited bandwidth. Discontinuities at T = 1.2, 1.6 ns are related to frequency
components of the input pulse being outside the dispersive band and thus are
filtered out. (b) Slices of the highlighted regions in (a) (dashed lines) and fully
experimental (solid lines) Talbot fractional images for q = 2 (red lines) and 3
(magenta lines). Note that, although the pulses shapes and amplitudes are
distorted, their periods are divided by 2 and 3, respectively, as expected in
Talbot fractional images.

the second mode of the WR-90 waveguide. The normalized output intensity is mapped
in terms of the period T , which indirectly represents the propagation length and the
normalized time t/T .

Results are shown in Fig. 31(a). The time axis is normalized by the period T

with the period axis indirectly representing the propagation length. We observe that the
results differ from the ideal theoretical Talbot carpet due to the non-idealities in the
frequency response, including valleys in the reflection amplitude caused by dielectric losses,
oscillations in the phase behavior, and limited bandwidth. The first two cause the system
to deviate from the TTE ideal formulation, while the limited bandwidth filters the spectra
of the ideal Gaussian pulses and creates secondary peaks, turning the gaussian pulses
into sinc-like shapes and broadening its temporal width; this causes partial overlapping of
the output pulses. Nonetheless, we observe that the pulse repetition rate changes, typical
of the TTE approach. At T = 1.04 ns, the resulting pulse period is approximately half
of the input period, which corresponds to the fractional Talbot image relative to q = 2;
at T = 1.33 ns, the output signal exhibits a period approximately equal to a third of
T , or the factional Talbot image relative to q = 3, both highlighted in light red and
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pink dashed lines, respectively. The discontinuities in the simulated carpet at T = 1.2 ns
and T = 1.6 ns are caused by limited bandwidth filtering extra harmonics of the input
signal, resulting in changes in the pulses’ shape and amplitude. The difference between the
expected pulse periods for q equal to 2 and 3, and the obtained values, are caused mainly
by the oscillations in the phase response, which add higher order dispersive coefficients to
the system (262). Additionally, it should be noted that as T increases, the output peaks
have a shorter period, which is typical of higher q values. However, due to the dispersive
non-idealities and the heavy pulse overlapping, the signal is heavily distorted, and no
extra pulses are observed for q > 3. The Talbot fractional images for q = 2, 3 are plotted
in Fig. 31(b), where dashed lines refer to slices of Fig. 31(a) and solid lines refer to fully
experimental results. Thin red lines are used for q = 2 and thick magenta lines for q = 3.
Note that experimental results agree very well with simulations.

5.4.2 Pulse generation via backwards Talbot array illuminators

A novel method of converting CW to pulses using the TTE, the BTAI, is proposed
in Chapter 4. One advantage of this method is the use of a numerical backpropagation,
considering the actual dispersive characteristics of the propagating medium and accounting
for all the non-idealities, to optimize the input phase modulation profile that generates
the desired pulse shape at the output. Note that from energy conservation, the pulse peak
should indeed be higher than the CW amplitude, resulting in a passive gain.

The method works as follows: First, we specify the target output pulse shape.
Subsequently, we backpropagate the signal through the dispersive LCBG using the inverse
of [T circ

23 ]. Since the LCBG has a fixed length, there is no need to sweep the propagation
length, as done in Section 4.2.1.3, where z is swept to obtain the lowest signal ripple.
We then perform phase demodulation on the backpropagated signal to obtain the phase
modulation profile, which is used to modulate a CW signal. Finally, the phase-modulated
CW signal is transmitted through the LCBG to generate the desired output pulse train. To
optimize the target pulse parameters, such as the period, carrier frequency, and temporal
width, we employ the particle swarm optimization (PSO) algorithm to maximize the
desired objective, such as the gain G (defined as the peak output power divided by the
average input power) or signal-to-noise ratio (SNR), defined in (4.24) and adapted here
as:

SNR = [Voutput (t)]RMS
[Voutput (t)− Vtarget (t)]RMS

, (5.14)

where Voutput (t) is the output signal and Vtarget (t) is the target pulse shape. The SNR is
used to quantify the distortion in the desired pulse shape that comes from non-idealities
in the dispersive profile and amplitude response of the LCBG.
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In this study, we investigate the generation of Gaussian and raised cosine (RC)
pulses. As previously explained, the narrower the pulse’s temporal width, the higher the
achievable G due to energy conservation. However, generating narrower pulses come at
the cost of broadening the spectral bandwidth, which is limited to the X-Band frequency
range (8.2–12.4 GHz). Filtering out parts of the spectrum can distort the signal, making
it difficult to preserve the shape of a narrow Gaussian pulse. To address this issue, we also
generate RC pulses and compare the results with those of Gaussian pulses. These pulses
are known for their efficient use of the available bandwidth and reduced inter-symbol
interference in communications (290), and are generated with the use of a RC filter HRC (f),
defined as:

HRC (f) =


1 , |f | ≤ 1−αRC

2TRC
o

,

1
2

{
1 + cos

[
πTRC

o

αRC

(
|f | − 1−αRC

2TRC
o

)]}
, 1−αRC

2TRC
o

< |f | < 1+αRC
2TRC
o

,

0 , |f | > 1+αRC
2TRC
o

,

(5.15)

where TRC
o is the temporal distance between the main pulse peak and the first zero crossing,

also known as symbol period, and αRC is the roll-off factor. Note that when αRC is equal to
0, HRC (f) reduces to an ideal brick-wall filter, and the resulting pulse is a sinc function.

The lower and upper bound constraints for PSO are chosen as fc ∈ (10.0, 10.6)
GHz, T ∈ (1.0, 2.0) ns, and KFWHM ∈ (0.10, 0.25) for Gaussian, and fc ∈ (10.0, 10.6) GHz,
T ∈ (1.0, 2.0) ns, TRC

o ∈ (0.2, 0.8) ns, and αRC ∈ (0.00, 0.75) for RC pulses. We use PSO to
maximize both G or SNR (while keeping G > 0 dB) in Gaussian pulses, and to maximize
G in RC pulses. A final optimization is done by maximizing G while keeping side peak
intensity lower than 1/6 of the main peak intensity. This optimization is found to improve
the SNR at a small cost in gain. The optimized input parameters are listed in Table 3
for G optimized Gaussian (case 1), SNR optimized Gaussian (case 2), gain optimized
RC (case 3), and gain/side peak optimized RC pulses (case 4). Table 4 summarizes the
obtained G and SNR for each case, both simulated and measured values. Note that the
SNR optimization provides lower G when compared to the gain optimization, because we
do not set a target gain when optimizing SNR, which may limit its practical application.
However, intermediate values of G and SNR can be obtained by using a weighted objective
function in the PSO stage to fit the desired application, such as an intermediate pulse
gain with reduced distortion.

Figure 32 shows the target (dotted blue lines), simulated (dashed blue lines), and
measured (solid blue lines), as well as the input phase profile (solid red lines). Cases 1-4
are shown in (a)-(d). Note that in all cases the input signal is a phase modulated CW with
constant amplitude equal to 1, marked by gray dashed lines in all plots. The target signals
are shown with amplitude equal to 1 a.u., while the simulated and measured outputs are
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Table 3 – Gaussian and RC BTAI input parameters

Parameter Case 1 Case 2 Case 3 Case 4
fc (GHz) 10.00 10.47 10.20 10.10
T (ns) 1.91 1.25 2.00 2.00
KFWHM 0.15 0.17 - -
TRC
o (ns) - - 0.32 0.29
αRC - - 0.37 0.15

Table 4 – Gaussian and RC BTAI output parameters

Parameter Case 1 Case 2 Case 3 Case 4

G (dB) Simulated 3.02 0.02 4.20 3.17
Measured 3.45 1.68 4.03 3.60

SNR (dB) Simulated 9.29 14.66 11.25 11.52
Measured 8.89 12.34 7.10 12.12

normalized to the input signals to highlight the passive amplification provided by BTAI.
Note that target waveforms represent only the target pulse shape. We do not define a
target gain, as the PSO routine is responsible for maximizing it. We observe that RC
pulses achieve higher gains than Gaussian ones, while also achieving high SNR, confirming
the advantage of their flatter frequency spectrum. Case 4 slightly lowers G, but it helps
reducing the experimental SNR, as seen in Fig. 32 (d), and listed in Table 4.

Finally, to better visualize the bandwidth usage efficiency, we show the Fourier
spectra of the four pulse trains together with |T circ

23 | (shown in blue line) in Fig. 33. The
light-yellow region limits the X-Band. Filled symbols show the harmonics where 95% of the
pulse’s total energy is contained. Red circles, green squares, purple diamonds, and orange
triangles are used for the spectra of G-optimized Gaussian, SNR-optimized Gaussian,
G-optimized RC, and SNR-optimized RC, respectively. Note that the SNR optimized
Gaussian spectrum has its frequency components localized at lower amplitude values,
which explains its lower Gain. Note also that the RC spectra are more well-distributed
across the X-Band. This broader spectral width results in narrower temporal width and
higher G. Furthermore, by making fc a tuning parameter in the PSO algorithm, we avoid
T circ

23 valleys, increasing the realized gain. An experimental gain of 4.2 dB is observed for
the RC pulse train, while a gain of 3.45 dB is observed for the Gaussian pulse, showing the
potential of the TTE for microwave passive amplification and signal generation, especially
with the aid of the BTAI technique. Although the high dielectric loss tangent (higher
than 0.025) limits the realized gain, the use of better dielectrics can improve the system’s
performance even further, allowing gains above 8 dB for RC pulses and 6.5 dB for Gaussian
pulses, as discussed in Appendix D.
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Figure 32 – BTAI gaussian-time waveforms for (a) gain optimization and (b) SNR opti-
mization. RC BTAI time waveforms for (c) gain optimization and (d) gain
optimization with constrained side peak amplitude. The target waveforms are
shown in dotted blue lines, with simulated and measured results depicted in
dashed and solid blue lines, respectively. Note that the target waveform is
plotted with peak intensity equal to 1 to highlight the TTE passive amplifica-
tion. Optimized input phase profiles are shown in red lines while input signal
intensity is shown as a thick dashed horizontal line with 1 a.u. power. Note
that the RC pulses achieve higher G than Gaussian while maintaining a good
SNR in the side peak limited case.

5.5 Conclusion

In this study, we have successfully demonstrated for the first time the implemen-
tation of the TTE in the microwave regime using a LCBG designed and fabricated via
SLA printing with low permittivity resin. The LCBG was inserted into a 12-inch (304.8
mm) WR-90 waveguide, which provided high dispersive behavior over the entire X-Band.
By varying the input pulse period, we indirectly observed the Talbot carpet for fractional
Talbot lengths of 1/2 and 1/3 for the first time in the microwave regime. Additionally, we
generated passive amplified pulses using PSO-aided BTAI, achieving gains of 3.45 dB and
4.03 dB for Gaussian and raised cosine pulses, respectively, while maintaining high SNR
levels of over 12 dB. We observed that the loss tangent of the LCBG’s dielectric is the
limiting factor of this structure and showed that higher quality dielectrics could increase
the gain to over 8 dB while maintaining high SNR levels. We believe that our results
could lead to the development of various applications, such as temporal cloaking, sub-noise
microwave signal detection, microwave pulse shaping, and microwave noise reduction,
among other applications.



5.5 Conclusion 115

Figure 33 – Frequency components of the optimized Gaussian and RC target pulses. The
yellow region limits the X-Band. Filled symbols refer to the frequency har-
monics responsible for 90% of the pulse’s energy while hollow symbols are the
harmonics with less than 10% of the total energy. RC pulses have a more well
distributed spectrum which result is a better usage of the available bandwidth,
resulting in a narrower pulse width and thus a higher gain. Moreover, the
carrier frequency is changed to avoid valleys of T circ

23 (in solid blue lines).
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6 CONCLUSION

This thesis advances the state of the art in the two main subjects, namely meta-
surface design and dispersion management. Several innovative designs and results are
proposed were presented here. Metamaterials and metasurfaces have been a focus of
massive electromagnetic research for the last two decades, however with a lack of dielectric
meta-structures in the microwave range, which have limited its efficiency until now. In
Chapter 2, we present the first all-dielectric, 3D printed, microwave metasurface. This
metasurface has increased the gain of a Ka-band antenna for 5G communications in 7.5
dB, with near diffraction limited (0.85λ) focus. Furthermore, this was realized with a
limited phase modulation range of 180°. The antenna HPBW was improved from 36° x
4.5° to 3° x 3°, and its front-back relation presented a 6 dB increase.

Moreover, THz metasurfaces have been extensively studied in the last years, for
imaging, communication and sensing applications. However, the lack of high power sources
imposes the necessity of high efficiency devices. In Chapter 3, we design and analyze a
bi-layer metasurface that generates a tunable non-diffractive beam. The non-diffractive
beam fit for free space communication links and long DOF imaging. In this sense, our TBB
achieved a tunable DOF from 22 cm to 40 cm and FWHM from 6 mm to 3.7 mm. High
resistivity Si is used as the substrate and micro air holes are chosen as the unit cell for
complete phase control. Moreover, the beam presents self healing properties that improves
its performance in noisy/turbulent communication channels.

Additionally, Chapter 4 proposed a novel passive amplification method in THz,
based on the TTE. Three approaches were studied, namely CPA, FTAI and BTAI, where
all three manipulate the periodicity of a pulsed signal, being able to stack multiple pulses,
and consequently increasing its peak power, and to turn CW signals into pulse trains. The
TTE is implemented using a novel metamaterial-based Bragg fiber that presents ultra-high
dispersion. The fiber length was considered as an assembly (stacking) of as many silicon
wafers as required to obtain the desired fiber length; a planar alternative structure with
similar performance was also presented. Moreover, the BTAI method is completely new: it
possesses extra degrees of freedom in defining the desired output and compensating for
non-idealities of the dispersive medium, using only a phase modulated CW as input, being
able to directly turn a sinusoidal input into a pulsed signal with passive gain. Numerical
results indicated a 5.8 dB gain for a 9.8 cm long fiber with the CPA method, a 9.9 dB gain
with the FTAI (1.37 cm long) method, and a 8.8 dB gain with the BTAI (1.25 cm long)
method. We believe that the proposed passive amplification devices based on the TTE
may pave the way to a myriad of new applications involving high power THz sources.

Finally, the TTE was also implemented and experimentally observed in microwave
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frequencies for the first time in Chapter 5. For this applications, a 3D printed LCBG is
designed to obtain an ultra wide-band high dispersion coefficient. The Talbot carpet was
observed for 1/2 and 1/3 fractional Talbot lengths, and we generated passive amplified
pulses via BTAI, aided by PSO optimization for the target pulse parameters, achieving
gains of 3.45 dB and 4.03 dB for Gaussian and raised cosine pulses, respectively, while
maintaining high SNR levels of over 12 dB. Additionally, we numerically demonstrated
that the gain is limited by the 3D printing resin loss tangent, and that better dielectrics
are capable of achieving gains over 8 dB. We believe that our results could lead to the
development of various applications, such as temporal cloaking, sub-noise microwave
signal detection, microwave pulse shaping, and microwave noise reduction, among other
applications.

In this sense, this thesis paved the way for numerous new applications in microwave
and THz beam forming and signal processing. We believe that researchers in various areas
of electromagnetism can greatly benefit from our findings and results.
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Appendix A – EXTRA WORKS

A.1 Static and dynamic stereoscopic computer-generated holography (CGH) with
spatial light modulators (SLM)

In this paper we demonstrate for the first time static/dynamic stereoscopic holo-
graphic reconstructions in the visible range with two spatial light modulators (SLM).
Stereoscopy is achieved by exciting two separate SLMs with two different wavelengths.

The work present in the chapter has been published as: PEPINO, V. M.; MAR-
TINS, A.; MOTA, A. F.; DOMINGUES, C.; BENINI, F. A. V.; NETO, L. G.; MARTINS,
E. R.; BORGES, B.-H.V. Static and dynamic stereoscopic computer-generated holog-
raphy (CGH) with spatial light modulators (SLM). Imaging and Applied Optics
Congress, OSA Technical Digest (Optica Publishing Group, 2020), paper HF1D.6.
Permission for reuse in the author’s thesis in allowed by Optica Publishing Group
(https://opg.optica.org/submit/review/copyright_permissions.cfm) and is found in Ap-
pendix F.

A.1.1 Introduction

Computer-generated holography (CGH) has been gaining increased attention in the
last few years not only due to its low cost and high efficiency, but also because it enables
a myriad of applications, including generation of Airy vortex beam arrays (291), optical
tweezers (292), and multi-color holography (293). Currently, these applications greatly
benefit from the versatility of spatial light modulators (SLM) to provide the necessary
phase modulation of the incoming wave. However, the literature lacks an investigation of
static and dynamic stereoscopic (three-dimensional) holograms with CGH/SLMs, although
static stereoscopic holograms based on crystalline silicon metasurfaces have been recently
obtained (81). It is noteworthy mentioning that the concept of CGH is fundamentally
different from that of digital holography (294), where three-dimensionality is post-processed
in a computer rather than been obtained optically. In this chapter, we investigated for the
first time (as far as the authors are aware) static and dynamic stereoscopic holography using
CGHs and SLMs. This concept can also be used successfully as a testbed for diffractive
optics applications, such as optical tweezers, beam shaping, and real-time stereoscopic
visualization.

A.1.2 Background and experimental setup

The stereoscopic effect consists of creating three-dimensionality illusion by conveying
to the eyes two parallax separated images of the same scene, with each image perceived
by one eye and not the other (and vice-versa). The blocking of one of the images to a
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given eye can be obtained, for instance, via polarization effects or via color filtering. In the
former, both images are orthogonally polarized with respect to each other, and each image
is directed to one of our eyes separately with the help of cross-polarized glasses [4]. In the
latter, a specific color is associated with each image and then directed to the observer’s eye
after passing through a color matching filter (color glasses). In this paper, we investigate
the stereoscopic effect via color filtering using Fourier CGHs and SLMs. The SLM used
here is a repurposed Epson EMP-X5 multimedia projector (1024x768 pixels) with two
LCDs exposed to ease the laser illumination. The displays (model L3P06X-82G00, 12.5 µm
pixel size) are mounted in a 3D-printed ABS plastic mask to ensure correct positioning and
to block unwanted light on the reconstruction plane. Each hologram is modulated with 4
phase levels, obtained from the LCD phase map measured according to (295). The color of
each CGH needs to match the display channel (RGB) to which it is connected to minimize
color crosstalk. We used the blue (B), instead of red (R), and green (G) channels for the
sake of assembly because the phase modulation is not affected by this choice. Different
focal lengths are used for each laser beam to ensure a staggered and more compact setup.

Figure 34 shows the optical setup adopted here. The displays are illuminated
individually with collimated red ((a) Uniphase 1135P 632.8 nm HeNe laser) and green
((b) Thorlabs CPS523 531.9 nm semiconductor laser) light. The half-wave plates (c,d)
guarantee that the polarization of the incident and modulated wavefronts are carefully
adjusted to ensure a mostly-phase modulation. (e) and (f) are 45° mirrors to redirect the
beams. Next, each laser beam is expanded and collimated with an objective lens and a
pinhole spatial filter on a Newport M-900 mount (g,h), followed by a plano-convex lens
(i,j) to fully illuminate their respective LCD. Beam collimation is verified individually
with a shear interferometer positioned after the plano-convex lens (i,j) at a distance where
interference fringes become horizontal (295) (step carried out without the SLMs, not
shown in Fig. 34). The repurposed multimedia projector can be seen in (k). Note that the
collimated beams (red and green) fully illuminate both displays (l). The Fourier holograms
adopted here require Fourier transform (FT) lenses (m,n) after propagation through the
LCDs. Each lens is then followed by a polarizer (o,p) and an iris (q,r), with the latter used
to avoid unwanted light on the reconstruction plane. The final step is the superposition
of both red and green beams. To achieve this, we need to align and scale both images.
To this end, we use the original telescopic lenses (s,t) from the Epson EMP-X5 projector
and adjust its zoom, incidence angle, and horizontal alignment. This procedure is quicker
than rescaling the images during the hologram generation and allows a whole range of
distances from the reconstruction plane (u). The image reconstruction plane is placed at
75 cm from the LCDs. Stereoscopic animations can be found in (296).
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Figure 34 – Experimental setup for stereoscopic holography (top left) with the LCDs
illumination shown in detail (top right). (a) 632.8 nm HeNe laser. (b) 531.9
nm semiconductor laser, (c,d) half-wave plates, (e,f) 45° mirrors, (g,h) New-
port M-900 three-axis mount with a 60x objective (NA = 0.85) for the red
beam and 20x (NA = 0.40) for the green beam. A 25 µm 900PH pinhole
aperture spatial filter is used with both objectives (not shown). (i,j) uncoated
BK-7 plano-convex lens for beam collimation, (k) Epson EMP-X5 multime-
dia projector (repurposed as SLM)) with exposed LCDs, (l) L3P06X-82G00
LCDs in a 3D printed plastic mask, (m,n) uncoated BK-7 plano-convex lens
to FT the red and green wave fronts, (o,p) linear polarizer filters, (q,r) iris
diaphragms, (s,t) telescopic lenses 145RA/TR27106 from the EMP-X5 pro-
jector for image scaling and alignment, (u) hologram reconstruction plane.
Stereoscopic reconstructions are shown in the bottom row (animations will be
shown during paper presentation). Reproduced with permission from PEPINO,
V. M.; MARTINS, A.; MOTA, A. F.; DOMINGUES, C.; BENINI, F. A. V.;
NETO, L. G.; MARTINS, E. R.; BORGES, B.-H.V. Static and dynamic stereo-
scopic computer-generated holography (CGH) with spatial light modulators
(SLM). Imaging and Applied Optics Congress, OSA Technical Digest
(Optica Publishing Group, 2020), paper HF1D.6, 2020© Optica Publishing
Group.

A.1.3 Conclusions

This paper has demonstrated for the first time static/dynamic stereoscopic holo-
graphic reconstructions in the visible range with two SLMs. Stereoscopy is achieved by
exciting two separate SLMs with two different wavelengths. This concept can also be used
as a testbed for diffractive optics applications, such as optical tweezers, beam shaping,
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and real-time stereoscopic visualization.
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A.2 Fano-Assisted Tunable X-Band Microwave Ring Resonator

Control of the resonance frequency of microwave cavities is of great interest in many
applications such as sensing and wavelength filtering. However, this task normally relies
on active control via functional materials (i.e., polymers and ferrites, or a combination
of both) excited by an external electric or magnetic field. In this article, instead, we
propose an innovative whispering gallery mode cavity resonator with tunable bandwidth
for sensing and wavelength filtering applications. The proposed approach exploits Fano-
type resonances (FTRs) to improve the cavity performance in the microwave regime.
We have measured a 74% increase in the loaded quality factor compared to regular ring
cavities, with only 1.9 dB additional loss. In addition, by carefully choosing the size of the
transmitting and receiving monopole antennas placed inside the cavity and their relative
angular spacing, we can easily tune the cavity response. The extra degree-of-freedom
introduced by such variable angular spacing, responsible for the onset of FTRs, allows the
cavity quality factor Q to be continuously tuned from 385 to 670.

The work present in the chapter has been published as: PEPINO, V. M.; MOTA, A.
F.; MARTINS, A.; MARTINS, E. R.; BORGES, B.-H.V.; TEIXEIRA, F. L. Fano-Assisted
Tunable X-Band Microwave Ring Resonator. IEEE Transactions on Microwave The-
ory and Techniques, vol. 69, no. 4, pp. 2155-2164, April 2021. Permission for reuse is
found in Appendix F

A.2.1 Introduction

Fano resonance (FR) was originally introduced by Fano (297,298) to explain the
asymmetric absorption line shape due to inelastic scattering of electrons in the atomic
spectra of noble gases. FR involves the interaction of two modes with different damping
coefficients or different quality (Q) factors (299). In the photonics community, the low and
high Q modes are often referred to as bright and dark modes, respectively. The bright and
dark characteristics arise because the first is a radiative mode while the second is a localized
mode. This concept also holds in the microwave regime and has been successfully used in
resonant scattering structures (300–302), split ring resonators (SRRs) (303,304), ferrite
disks (305,306), 3D metamaterials (307), wire media (308), dielectric metasurfaces (172),
and THz whispering gallery mode (WGMs) (309,310). FRs have also been successfully used
to enhance the Q factor of THz and optical resonators (311,312) via symmetry breaking
of two-gap SRRs. Frequency tuning and quality factor control are important issues in
many applications and have been extensively investigated also with microwave re-entrant
cavities. In general, these cavities utilize either a central conducting post (313–315) or a
gap (316) at the cavity central region that acts as a capacitor that changes the electric
field interaction with the adjacent wall (314). In many cases, this control has been achieved
with the help of active components (315,317,318). Despite the geometrical simplicity of
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these cavities, their loaded Q-factor cannot be adjusted without shifting the resonant
frequency. Therefore, the ability of efficiently controlling the cavity frequency response
without resorting to active components is an important asset for any device application.

Although observed in many different geometries, FRs can be more conveniently
produced via mode interaction in a waveguide ring resonator (WRR). This geometry allows
both forward and backward propagating modes (319) to be excited simultaneously. Thus,
each resonance involves two phase degenerate modes, one with sine and other with cosine
azimuth dependence. In addition, the relative angular spacing between the excitation
(transmitting) and detection (receiving) monopole antennas inside these cavities causes
frequency shifts on each of these modes that allow them to interact with each other at
the detection antenna, similar to the bright and dark mode interaction of optical FR.
Therefore, the FR can be adjusted simply by acting on the mode interaction through a
variation of the receiving antenna position. Consequently, if the cavity is correctly tuned,
the FR can be used to increase the Q-factor even further.

In this chapter, we propose a WR-90-based WGM ring cavity with an adjustable
position of the detection monopole antenna to investigate the generation of Fano-type
resonances (FTRs) in the microwave regime. We demonstrate, both theoretically and
experimentally, that by changing the relative angular spacing (θ) between the transmitting
and receiving antennas, we can adjust both the frequency and intensity of the FTR.
Moreover, we extend the cavity perturbation model (320) to investigate how the mode
splitting occurs for different monopole antenna lengths and angular spacings while relying
only on a single full-wave simulation with a fixed antenna length. We show that a ∼ 74%
increase in the cavity Q-factor is possible with a proper choice of both the antenna length
and relative angular spacing θ.

The remainder of this work is organized as follows. Section 5.2 describes the ring
cavity model and design procedure. Section 5.3 shows both the theoretical and experimental
results that confirm the onset of FTRs. Section 5.4 carries out a performance evaluation of
the WGM ring cavity. Finally, Section 5.5 presents some concluding remarks and Section
A.2.6 presents the theory of Fano Resonances, confirming that our resonator is a FTR.

A.2.2 Design procedure and modeling

The design equations of the WR-90-based WGM cavity are the following (321):

1
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h

= 1
λ2
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24R2
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2π2
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, (A.1)

2πRWRR = iλh, (A.2)
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where λhis the guided wavelength for the bent waveguide, λg is the guided wavelength
for the straight waveguide, λo is the free-space wavelength, RWRR is the mean curvature
radius, w is the waveguide width, and n is the number of guided wavelengths at resonance.
We choose the TE10n mode to resonate at 10 GHz with i = 5 because the resulting radius
of curvature is large enough to allow for a straight waveguide approximation to be used
for λg. Applying these parameters into (A.1) and (A.2), we obtain RWRR = 31.43 mm.

The mode designation adopted here follows the standard mode designation of
microwave cavities which for TE modes is given by TEuvi , where u and v are the transverse
mode labels, and i the number of longitudinal wavelengths at resonance.

The cavity cross section is defined in terms of the WR-90 metallic waveguide
standard, because it covers the X-band of the spectrum (8.2–12.4 GHz), with width
w = 22.86 mm and height h = 10.16 mm.

The cavity consists of two separate components, with the top component (lid)
rotatable with respect to the bottom component, as depicted in Fig. 35. The transmitting
monopole antenna (T) is fixed at the 0° reference angle on the bottom component while
the receiving antenna (R) is attached to the top rotating lid. The length of both antennas
is denoted as lant, and the waveguide height h is the standard for the WR-90. This cavity
setup allows us to vary the angular spacing between the two antennas by any angle θ
between 10 and 360◦. Angles < 10◦ are possible with smaller antenna sizes, as long
as the direct mutual interaction between the antennas is negligible. This angle controls
the interaction between the two phase degenerate modes present in the cavity, with
azimuthal(φ) dependencies of the form cos(iφ) for the bright mode (low Q) and sin(iφ) for
the dark mode (high Q). Note that the sin(iφ) mode arises due to the field perturbation
produced by the presence of the receiving antenna. When only the transmitting antenna is
present inside the cavity, the electric field has a cos(iφ) dependence and no FTR occurs.

Figure 35 – 3D model of the ring cavity. (a) Internal view (bottom part) and flat lid (top
part) with their respective transmitting (T, fixed at the 0° reference position)
and receiving (R, with variable θ position) monopole antennas. (b) Transverse
section view (with the lid on) with relevant dimensions indicated.

The sin(iφ) mode arises due to the field perturbation produced by the presence
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of the receiving antenna. When only the transmitting antenna is present (at φ= 0º),
constructive interference (field maximum) between the two counter-propagating modes
will occur at this antenna location only for the cos(iφ) mode, and no FTR is generated.
For the onset of the FTR to occur, the receiving antenna also needs to be present (but at
locations different from (180/2i)° relative to the transmitting antenna) to unbalance the
electrical length of both modes, resulting in partial interference at these antenna locations.

Next, we adapt the cavity perturbation model proposed in (320) to understand
the phenomenology behind the frequency splitting of the bright and dark modes and
the generation of the FTR in the proposed cavity. This model helps us to explain the
frequency shift ∆f = f − fo caused by a perturbation within a given volume in terms
of the change in the stored electric and magnetic energies in the cavity, where f is the
operating frequency and fo the unperturbed resonant frequency. This relation is as follows:

∆f
fo

= ∆Wm −∆We

Wm +We

, (A.3)

where Wm and We are, respectively, the stored magnetic and electric energies of the
unperturbed cavity, with ∆Wm and ∆We as their respective energy variations. Assuming
the cavity perturbation as a small metallic post (given the monopole antenna geometry),
and a uniform field intensity across the post radius (which is a valid assumption for a post
diameter much smaller than the waveguide width), we obtain (320):

∆f
fo

= 2∆V ol
V ol

µ |Ho|2post − ε |Eo|2post
εoE2

o

, (A.4)

where V ol is the cavity volume and ∆V ol the volume of the post or equivalently the cavity

Figure 36 – Electric field magnitude at resonance. (a) Bright mode. (b) Dark mode. Arrows
indicate the position of the transmitting and receiving antennas.

volume perturbation due to the presence of the post. Eo and Ho are the unperturbed
electric and magnetic fields at the post position, Eo is the electric field amplitude, and ε
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and µ are the permittivity and permeability of the medium filling the cavity, respectively.
Fig. 36 shows the electric field magnitude at resonance with the transmitting and receiving
antenna positions as indicated. Note that both modes have a symmetry plane at φ = θ/2
and that their field magnitudes are the same at both antenna locations. Note also that
more energy is stored in the cavity by the dark mode, indicating a higher Q when compared
to the bright mode, as expected in an FTR. At resonance, the fields magnitude at the
radial position of the antennas are equivalent and expressed as follows:

Eob (φ) = Eob cos [βRWRR (φ+ αWRR)] ẑ, (A.5)

Eod (φ) = Eod sin [βRWRR (φ+ αWRR)] ẑ, (A.6)

Hob (φ) = Eob
ZTE

sin [βRWRR (φ+ αWRR)] r̂, (A.7)

Hod (φ) = Eod
ZTE

cos [βRWRR (φ+ αWRR)] r̂, (A.8)

αWRR =
(
sπ

2i −
θ

2

)
, (A.9)

where the subindices b and d refer to the bright and dark modes, respectively, φ is the
azimuthal coordinate, β is the propagation constant, and αWRR a parameter that depends
on the angular spacing θ between the antennas, with s = (θ + π/2i)div(π/i) (where div
is the integer division operation). After substituting (A.5)–(A.9) into (A.4), and using
the relation Zo/ZTE = neff (f), where neff (f) is the frequency-dependent effective index,
Zo = (µo/εo)1/2 is the free space impedance, and ZTE is the mode impedance, we obtain
the bright and dark mode frequency shifts, ∆fb and ∆fd , as follows:

∆fb
fo

= ∆V ol
V ol

{
n2
eff sin2 [βRWRR (θ + αWRR)]− cos2 [βRWRR (θ + αWRR)]

}
, (A.10)

∆fd
fo

= ∆V ol
V ol

{
n2
eff cos2 [βRWRR (θ + αWRR)]− sin2 [βRWRR (θ + αWRR)]

}
. (A.11)

Equations (A.10) and (A.11) describe the frequency splitting due to variations on
the angular spacing between the antennas.

While the original model (320) and its generalization in (A.10) and (A.11) assume
passive metallic posts perturbing the cavity, here we need to replace these posts by
the actual transmitting and receiving antennae. The presence of the antenna (which
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absorbs/transmits power) results in a higher effective volume, defined here as ∆V ′ = 2KVant
to be used in place of ∆V ol in both (A.10) and (A.11). K is a correction factor which
depends on the monopole antenna length and can be determined numerically as discussed
later on in more detail. Vant is the antenna volume, and the factor of 2 accounts for the
presence of two antennas. Equation (A.4) then becomes

∆f
fo

= 2∆V ′
V ol

µ |H|2ant − ε |E|
2
ant

εoE2
o

, (A.12)

where Eant and Hant are the electric and magnetic fields, respectively, at the antenna
position. Equation (A.12) is multiplied by 2 because the E and H fields in (A.5)-(A.8)
have each the same magnitude at both φ = 0 and φ = θ , so it suffices to calculate them
for either of the antennae.

Differently from (320) (which uses short metallic posts), the use of antennas inside
the cavity perturb the field in their vicinity in such a way as to increase the cavity electrical
length, as observed in Fig. 37(a)–(d) for long antennas and different phases ωt. The longer
the antennas, the greater the perturbation due to the higher coupling with the cavity mode.
This localized effect requires a correction of the propagation constant β. This correction
can be carried out by measuring the wavelength between two field minima near both
antennas and averaging the results to obtain the correct β′. It is important to note that
the constants K and β′ can be found with a single simulation only for a given antenna
size, as opposed to one simulation for each antenna size and angular spacing required to
build the complete numerical solution. The correction factor K is obtained by isolating it
from (A.10), with ∆V ol replaced by ∆V ′, assuming θ = 180°. At this angle, there is no
dark mode excitation and the antenna is at an electric field maximum and magnetic field
minimum. Therefore,

K = ∆fb
fo

V ol

4Vant
. (A.13)

Figure 37(e) shows the azimuthal electric field distribution at the radial position
of the antennas for various antenna lengths. Note that for longer monopole antennas
(particularly those longer than 2.5 mm), the spatial distribution of the field near the
monopole antennas is no longer sinusoidal as expected [the field magnitude observed
around φ = 180° in Fig. 37(e) becomes narrower as the antenna length increases, rendering
our model inaccurate. Fig. 38 shows the propagation constant variation normalized with
respect to the unperturbed propagation constant βh (βh = 2π/λh = n/a), given by
∆β/βh = (β′ − βh)/βh as a function of the antenna length. This figure also shows the
dependence of the K -factor with the antenna length. The antenna length is the parameter
that most strongly influences these quantities, with the cavity radius producing a variation
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Figure 37 – Electric field modulus at resonance for a 180° relative angle between antennae
and antenna length of 7.5 mm for the following ωt phases: (a) 0, (b) π/4, (c)
π/2, and (d) 3π/4. (e) Azimuthal electrical field distribution at resonance in
the radial position of the antennas and a 180° angle between the antennas.
The cavity behavior is quite different from a sinusoidal one when the antennae
are longer than 2.5 mm.

below 2% (neglected in this analysis) even for a different excited mode. Thus, the final
mode splitting equation ∆ normalized to fo is written as:

∆
fo

= ∆fb −∆fd
fo

= 4KVant
V ol

{
n2
eff

(
sin2 [β′RWRR (θ′ + αWRR)]− cos2 [β′RWRR (θ′ + αWRR)]

)
,

− cos2 [β′RWRR (θ′ + α)] + sin2 [β′RWRR (θ′ + αWRR)]
}

(A.14)

θ′ = θ − sπ

i
, (A.15)

where θ′ is the same as θ but with shifted origin (due to the change in the propagation
constant) to guarantee it is within [−π/2i, π/2i].

As will be demonstrated later in Section 5.3, the closer ∆ is to zero, the more
pronounced is the FR, suggesting the existence of an optimum angle θ (our goal here).
Fortunately, the K -factor is not frequency-dependent (it depends only on the antenna size,
as verified both numerically and experimentally) because at resonance, the antennas are
almost perfectly impedance matched, leaving the field with which they interact as the
only unknown. The numerically calculated resonant frequency values with and without
the antennas are used to compute fo and ∆fb.
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Figure 38 – Propagation constant correction factor ∆β (normalized to the unperturbed
propagation constant βh) and correction factor K as function of the monopole
antenna length lant.

Fig. 39 presents a comparison between our model (blue, solid lines) and ANSYS
HFSS (322) full-wave simulations (black, dashed lines), assumed here as benchmark, for
antenna lengths ranging from 2 to 5 mm. The analytical model agrees well with the
simulated results for antenna lengths smaller than 3 mm (it loses accuracy as the antenna
length increases as discussed earlier). Longer antennae cause the mode separation to shift
slightly toward lower separation angles. This shift occurs because our model assumes the
cavity behavior as periodic with angular period 180◦/i. However, for smaller separation
angles, the mutual interaction between both antennae affects the cavity response.

Figure 39 – Mode separation as function of the angular separation between the antennas
for antenna lengths of (a) 2, (b) 3, (c) 4, and (d) 5 mm. The blue solid lines
refer to our model while the black dashed lines refer to full-wave simulation
results.
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A.2.3 Results

The FTR dependence on θ is numerically simulated using HFSS assuming a cavity
built entirely of aluminum with conductivity σcopper = 1.3×107 S/m. The WR-90 standard
requires a cavity width w = 22.86 mm, but the inaccuracy of our fabrication process
resulted in w = 22.92 mm (also adopted in the simulations for consistency). The cavity
experimental characterization setup is shown in Fig. 40, where insets I and II show the
cavity birds-eye view and internal view, respectively. The frequency response is obtained
by a Rohde&Schwarz ZVA-40 VNA. As explained before, the transmitting and receiving
monopole antennas are attached to the bottom (fixed) and top (rotating) surfaces of the
cavity, respectively.

Figure 40 – Experimental setup. Inset I shows the birds-eye view of the fabricated cavity,
while inset II shows the cavity internal view.

Before we proceed to the analysis of the ring cavity, it is worth mentioning that
the scattering parameters S11 and S21, although complementary to each other, are both a
great tool to extract some of the figure-of-merits of the present cavity. Thus, it is easier
to analyze the resonant frequencies via S11 maps due to their pronounced negative peaks
(these peaks are less pronounced at lower Q values for the S21 maps when long antennas
are used). In contrast, the slope of the FR is better observed with the S21 maps.

As previously mentioned, the mode coupling at the receiving antenna is highly
dependent on θ and is responsible for the onset of FTRs. Fig. 41(a)–(f), where Fig. 41(a)–
(c) refers to S11 (fraction of the wave reflected to the transmitting antenna) and Fig.
41(d)–(f) to S21 (fraction of the wave transmitted to the receiving antenna), shows the
simulated reflection (S11) and transmission (S21) scattering parameters as function of the
frequency f and angle θ. This analysis is carried out at the X-band (8.2–12.4 GHz) for
10◦ ≤ θ ≤ 180◦. We investigate three different monopole antenna lengths (note that we
consider transmitting and receiving antennas of same length) relative to 10 GHz: “small”
(2 mm, λo/15) in Fig. 41(a) and (d), “medium” (3.75 mm, λo/8) in Fig. 41(b) and (e),
and “long” (7.5 mm, λo/4) in Fig. 41(c) and (f). According to Fig. 41(a) and (d), the
S11 and S21 results indicate four resonances located at 8.9, 10, 11.2, and 12.4 GHz when
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excited with the small antenna, corresponding to the modes TE104, TE105 (the desired
mode), TE106, and TE107, respectively. Table 5 lists the resonant frequency and loaded
quality factor (Ql) for the TE105 mode at θ = 180◦ for each antenna length. For this angle,
there is no mode asymmetry at the receiving antenna, and the cavity response resembles
that of a straight cavity, i.e., a pure Lorentzian shape. Note that the long antenna [Fig.
41(f)] has the lowest Q of all three cases, indicating a strong interaction with the cavity
modes. In this situation, more energy is collected by the receiving antenna, resulting in a
reduced field confinement and a behavior similar to a waveguide. Also, note the absence of
a 3-dB bandwidth (typical of straight waveguides) in the S21 plot, and how the resonant
frequency decreases in inverse proportion to the antenna length as observed in the slice
plot for θ = 180◦ [Fig. 41(g)] which arises due to the extremely wide band of each TE10n

mode.

Table 5 – Resonance parameters relative to Fig. 41 for θ = 180◦

Antenna length (mm) Resonant frequency (GHz) 3-dB bandwidth (MHz) Loaded Q

2.00 10.03 20.80 482
3.75 9.953 114.2 87.2
7.50 9.374 - -

Regarding the angular spacing, each resonant mode TE10n presents an angle
periodicity of 180◦/n, associated with the number n of wavelengths along the cavity.
Since both S11 and S21 present a behavior close to periodic as the function of θ and
f , we analyze only one period of the TE105 mode in the ranges 18◦ ≤ θ ≤ 54◦ and
9.8 GHz ≤ f ≤ 10.2 GHz (small antenna), 9.5 GHz ≤ f ≤ 10.5 GHz (medium antenna),
and 8.5 GHz ≤ f ≤ 10.5 GHz (long antenna). These ranges correspond to the marked
areas in Fig. 41, which are zoomed-in in Fig. 42(a), (c), (e), (g), (i), and (k) with their
respective experimental results in Fig. 42(b), (d), (f), (h), (j), and (l) for comparison.
Despite the small frequency shift, both simulated and experimental results agree very
well. At θ = 36◦, there is no FTR. But as θ moves to 18° or 55°, the FTR appears
and undergoes a frequency splitting as shown in the S11 maps [Fig. 42(a), (b), (e), and
(f)] and predicted by our model. In this region, sharp dips follow the S21 peaks, which
are a clear indication of FTRs, see Fig. 42(c), (d), (g), and (h). Note that as θ moves
closer to 18° or 55°, the FTR dip approaches the cavity resonant frequency, thus reducing
the resonance bandwidth and increasing the quality factor. In contrast, the longer the
monopole antennas, the broader the bandwidth (consequently, the lower the Q-factor), as
shown in Fig. 42(i)–(l). Interestingly, the long antenna cavity also exhibits narrowband and
low transmission behavior at θ = 18◦ or 55◦ close to FTR dips, as seen in Fig. 42(k) and
(l), which is suitable for bandstop filter applications. In contrast, the small and medium
antenna cavities are suitable for bandpass applications, as discussed next.
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Figure 41 – Simulated 2D maps of the cavity S parameters. (a)–(c) S11 maps for small,
medium, and long antennas, respectively. (d)–(f) S21 maps for small, medium,
and long antennas, respectively. Smaller antennas improve the quality factor
while longer antennas widen the bandwidth. (g) Slice of (c) and (f) at θ = 180◦.
Selected areas are zoomed-in and compared numerically and experimentally
in Fig. 42.

In order to confirm the role of the interaction between bright and dark modes, we
show in Appendix C that the main resonance features can be well described by a coupled
oscillator model.

A video of the cavity frequency response as a function of the angular separation θ
between transmitting and receiving antennas is available in (296), for 2- and 7.5-mm-long
antennas.
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Figure 42 – (a), (c), (e), (g), (i), and (k) Numerical and (b), (d), (f), (h), (j), and (l)
experimental S11 (left) and S21 (right) parameters of the ring cavity using the
small (top row), medium (middle row) and long (bottom row) antennas.

A.2.4 Cavity performance

The cavity bandpass characteristics are now investigated for both small and medium
antennas to further evaluate the influence of θ on the cavity Q-factor and transmission
properties. Fig. 43 shows the simulated (hollow squares) and measured (full squares)
Ql (black lines) values calculated from the 3-dB bandwidth along with the maximum
transmission (S21) (blue lines). The highlighted areas in this figure indicate the regions (I)
where both Ql and insertion loss are low (with little to no influence of the angle-dependent
FTR), and (II) with variable (low to high) Ql and insertion loss (where the angle-dependent
FTR plays an important role). The angles at which the frequency splitting ∆ approaches
zero [according to our model, see Fig. 39(a)] are θ = 18◦ and 53◦ for the 2-mm antenna,
and θ = 19◦ and 52◦ for the 3.75-mm antenna. The experimental and measured results
agree very well, and the difference between them can be attributed to the aluminum
conductivity adopted in the simulations (connectors and cable losses not included). The
insertion loss observed in Region II of both antennae occurs when the receiving antenna
is at a region of low-intensity electric field. Note that Ql reaches 670 at θ = 49°, with
an additional insertion loss of 1.9 dB when compared to θ = 36° for the 2-mm antenna.
Similar behavior is observed for the medium size antenna at the same angle, with Ql as
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Figure 43 – Cavity Ql × θ (black lines) and maximum S21× θ (blue lines) in the passband
regime with (a) 2- and (b) 3.75-mm antennas. Filled symbols refer to measured
results while hollow symbols refer to simulations. In region I (light gray), there
is no influence of both the angle and FTR on the cavity Ql . In contrast, in
region II (light brown) we observe a significant increase in Ql due to the FTR
excited via θ. The red dashed lines indicate the angles where the frequency
splitting ∆ = 0, as predicted with the proposed model.

high as 172 for an additional insertion loss of 1.4 dB. Therefore, the optimum angle for
a given application is within region II, and there is a compromise between the highest
possible Q for an acceptable insertion loss.

Table 6 provides a comparison between our cavity, when excited with a 2-mm
antenna (our best case) and several other microwave cavity types (315,321,323–328), along
with their performance and dimensions. Observe that the performance of the proposed
WRR with FTR (WRR-FTR) cavity is unmatched by any of the structures listed.

Table 6 – Performance comparison between the proposed cavity and published works. The
cavity types are WRRs, WRR-FTR, waveguide resonators (WRs), microstrip
resonators (MRs), substrate integrated waveguide (SIW), evanescent mode
cavities (EMCs), and MEMS adjusted resonators. Ø stands for diameter

Reference Type S21 (dB) Ql Size (mm)
This work WRR-FTR −2.0 ∼ −20 385 ∼ 1110 Ø90.0 x 16.0

(321) WRR −5.0 776 Ø24.0 x 10.0 (internal)
(323) EMC - 250 14.0 x 14.0 x 5.00
(324) WR (low temp.) - 714 Ø10.0 x 1.40 (internal)
(325) SIW −0.4 20.6 16.0 x 32.0 x 1.00
(326) WR −0.6 ∼ −2.6 22.2 31.5 x 24.0 x 20.0
(327) EMC Active circuit 253 -
(328) MR −8.1 487 (unloaded) 112 x 49.0 x 3.20
(315) MEMS −1.0 229 17.0 x 17.0 x 6.00
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Next, we assess the cavity frequency response at a specific angle within the optimum
range (Region II), namely θ = 23◦ and 49◦, for the three antenna cases. Fig. 44 shows the
measured (solid lines) and simulated (dashed lines) results relative θ = 23° (blue lines)
and θ = 49° (black lines) for the small (a), medium (b), and (c) long antenna cases. At
these angles, the resonance frequency is followed by a steep dip, clearly indicating the
presence of an FTR. The FTR steep slope decreases the overall bandwidth, resulting in a
higher Ql . Furthermore, in addition to yielding a broader passband, the medium antenna
case also yields a larger splitting between the main resonance and the FTR, resulting
in a lower Ql as compared to the small antenna case, as shown in Fig. 44(a)–(c). Thus,
small antennas are appropriate for applications that require high-quality factors, and
medium or long antennas for those requiring broader bandwidths. We have observed that
the SMA connectors, rated at 500 Vrms (329), or equivalently to 67 dBm with a 50-Ω
load, are the cavity power limiting factor. The wide dynamic range for tuning both the
Q-factor and the resonance frequency suggests that this cavity can be useful for both
sensing and wavelength filtering applications. Note further that in the optimum regions of
both antennas, even the smallest change in the operating frequency dramatically changes
the measured output power (due to the FTR steep slope), significantly improving the
sensitivity in this region. This property may prove useful not only for wavelength filtering
and sensing but also for modulator and oscillator applications.

Figure 44 – Cavity response for θ = 23° (blue lines) and 49° (black lines) with (a) 2-, (b)
3.75-, and (c) 7.5-mm-long antennas. Solid and dashed lines refer to measured
and simulation data, respectively.

In summary, the choice of applications that may benefit from this cavity design is
only limited by the antenna length and the relative angle separation between transmitting
and receiving antennas. The degrees-of-freedom provided by this cavity design allows
both the Q-factor and free-spectral range of the cavity to be broadly tuned. Moreover,
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based on recently published Fano resonant-based structures (231, 330–336), we believe
that our approach, which is, to the best of our knowledge, the only so far capable of
controlling the onset of FRs without resorting to active components, has a great potential
to be used in sensing and wavelength filtering applications (because of the easy control of
both the sensitivity and/or selectivity of these devices). More importantly, this approach
also bridges the gap for improving more sophisticated applications, such as microwave
modulators, microwave phase shifters, and switches.

A.2.5 Conclusion

In this chapter, we have proposed a novel bandpass/bandstop ring-type microwave
WGM cavity resonator with tunable bandwidth for sensing and wavelength filtering appli-
cations. The approach adopted here uses for the first time FTRs excited via continuous
angular variation between transmitting and receiving monopole antennas. We have de-
scribed the onset of the FTR, and how mode splitting and mode interaction occur inside
the cavity. We have measured an ∼ 74% increase in the loaded quality factor compared
to regular ring cavities with only 1.9 dB (1.4 dB) additional loss when using a 2-mm
(3.75-mm) length antennas. We were able to increase the quality factor up to 190% with a
2-mm-long antenna and up to 249% with a 3.75-mm-long antenna with acceptable insertion
loss. We have also shown that, by carefully choosing the size of the transmitting and
receiving antennas and the angular spacing between them, we can easily tune the cavity.
The extra degree-of-freedom provided by the angular spacing variation is responsible for
the onset of the FTRs and allowed us to tune the quality factor Q continuously from 385
to 670.

A.2.6 Fano resonances

A commonly used model to help understand the onset of FR is the coupled
oscillator model (299, 337), consisting of two weakly coupled oscillators with slightly
different resonant frequencies. The excitation is assumed to be present in the first oscillator
(bright mode), while the second (dark mode) is indirectly excited via coupling with the
first. Mathematically, this coupling is governed by the following matrix equation (299):

 f1 − f − iα1 g

g f2 − f − iα2

 x1

x2

 = i

 F1

F2

 , (A.16)

where x1,2 are the oscillator amplitudes, f1,2 the resonant frequencies, α1,2 the damping
coefficients, F1,2 the external forces with driving frequency ω, and g the coupling factor.
Assuming the excitation in oscillator 1 (F2 = 0), (A.16) simplifies to

x1 = iF1

(
f2 − f − iα2

(f1 − f − iα1) (f2 − f − iα2)− g2

)
. (A.17)
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According to (299), for the FR to occur, the two oscillators require strongly different
damping coefficients (|α1| 6= |α2|) and weak coupling (|g| < |α1| or |g| < |α2|). We can
confirm that the resonance type observed in our results is indeed an FR by using the
perturbation model described in the previous section to find the frequency splitting
(f1 − f2) and by fitting the remaining parameters into (B.1). To verify the cavity behavior,
we carry out a parameter fitting at an arbitrary angle (say 134◦) using (A.17), with
f1 = 10.034 GHz, f2 = 10.057 GHz, α1 = 5.6 × 107 1/s, α2 = −2.92 × 106 1/s, and
g = 3.87×106 1/s2 . Note that these values fully satisfy the conditions to obtain a classical
FR. Fig. 45 shows the fitted (blue, dashed lines) and simulated (black, solid lines) curves.

Figure 45 – Fitted (blue, dashed lines) and simulated (black, solid lines) FR transmission
data for a 2-mm-long antenna at θ = 134°.
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Appendix B – TUNABLE TERAHERTZ BESSEL BEAM GENERATION USING
DUAL COMPLEMENTARY MICROHOLED METASURFACES: APPENDICES

B.1 Scalar diffraction theory of an aperture-limited Bessel beam

A non-diffracting beam is a solution of the Helmholtz equation in which the field
intensity at a given point (x, y) does not change along the propagation direction z (189).
We write the Helmholtz equation below:

(
∇2 − k2

)
E (x, y, z) = 0, (B.1)

where E is the electric field and k =
√
k2
x + k2

y + k2
z is its wavenumber. Since we are using

scalar optics for the analysis, we only use E as the scalar version of the electrical vectorial
field E from now on. The simplest non trivial solution of (B.1) is a plane wave with
amplitude Eo, which can be written as:

E (x, y, z) = Eoej(kxx+kyy+kzz). (B.2)

Since (B.1) is a linear differential equation, any sum of different plane waves is also
a solution. Thus, we can define a beam as a coherent superposition of infinite plane waves
with different propagation directions. Since we want this beam to be non-diffracting in the
z direction, we define its dependence in the propagation direction as ejkzz and apply the
same momentum kr in the transverse direction r =

√
x2 + y2.

E (x, y, z) = Eoejkzz
∫ 2π

0
f (φ) ejkr(x cosφ+y sinφ) dφ. (B.3)

In the equation above, f (φ) is a complex function of the angle φ = tan−1 (y/x).
The simplest solution of (B.3) is when f (φ) = 1. Note that it describes a superposition
of infinite plane waves circularly distributed bur with the same radial wavenumber kr.
The solution of the integral and the required phase discontinuity ϕ (r) to generate this
non-diffracting beam are:

E (x, y, z) = EoejkzzJo (krr) , (B.4)

ϕ (r) = −korNA, (B.5)

NA = kr
ko
, (B.6)
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where Jb is the Bessel function of the first type and b-th order, NA is defined as the
numerical aperture of the axicon used to generate the Bessel beam. Unfortunately, the
presented solution, although very elegant, is not physically realizable due to it possessing
infinite energy. Thus, only truncated versions of the Bessel beam are realizable, either
limited by a circular aperture of the size of the axicon, or soft-limited beams, like the
Bessel-Gauss beam (338), which is more common in optical systems exited by Gaussian
profile lasers. From a geometric optics standpoint, the incident rays are bent with an angle
equal to sin−1 NA. Inside the interference region, the resulting waveform is a Bessel beam
and outside this region, the wavefront starts to diffract. The non-diffracting distance DOF
for an axicon with radius R is defined as:

DOF = Rax

tan (sin−1 NA) '
Rax

NA
, (B.7)

Note that the approximation in (B.7) is valid only in the paraxial regime satisfying
sin θt ' tan θt, θt ∈ (0, 2π). However, the geometric optics approximation (k →∞)
neglects the diffraction caused by the beam aperture. A complete analysis in present for
Bessel-Gauss beams form a wave optics standpoint (338), but unfortunately a similar
analysis is not existent for hard circular apertures due to its more complex solution via
Lommel functions (339,340). Nonetheless, we investigate the conditions of validity of the
ray optics approximation using scalar diffraction theory. According to the angular spectrum
formalism (94), the diffraction of a given field distribution E (x, y, 0) at a distance z is
given by:

E (x, y, z) = F−1
{
ejkzzF [E (x, y, 0)]

}
, (B.8)

kz =
√
k2 − k2

x − k2
y, (B.9)

where F and F−1 denote the direct and inverse Fourier transforms, respectively.

F [o (x, y)] = O (kx, ky) =
∫∫

R2
o (x, y) e−j(kxx+kyy) dxdy, (B.10)

F−1 [O (kx, ky)] = o (x, y) = 1
4π2

∫∫
R2
O (kx, ky) ej(kxx+kyy) dkxdky. (B.11)

Since we are dealing with circularly symmetric functions, we choose to use the
Fourier-Bessel transform instead, noted as B and B−1.

B [o (r)] = O (κ) = 2π
∫ ∞

0
o (r) Jo (κr) r dr, (B.12)
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B−1 [O (κ)] = o (r) = 1
2π

∫ ∞
0

O (κ) Jo (κr)κ dκ, (B.13)

where κ =
√
k2
x + k2

y is the spatial frequency in radial coordinates. Rewriting (B.8) using
Fourier-Bessel transforms, we get

E (r, z) = B−1
{
ejz
√
k2−κ2B [E (r, 0)]

}
, (B.14)

Now, we define the incident field E (r, 0) as the axicon response multiplied by a
circular aperture:

E (r, 0) = e−jkrrΘ
(
r

Rax

)
, (B.15)

Θ
(
r

R

)
=

1 , for r ≤ Rax

0 , for r > Rax

. (B.16)

Due to the convolution property, we can separate the two terms of (B.15) as below:

B [E (r, 0)] = B
[
Θ
(
r

Rax

)]
∗ ∗B

[
e−jkrr

]
. (B.17)

Note that the operator ∗∗ denotes the two dimensional convolution, as defined in
(341) for circularly symmetric functions. It should be especially noted that this operation
breaks the circular symmetry of the system. The angular spectrum of the circular aperture
(94) and of the axicon (342) are given by:

B
[
Θ
(
r

Rax

)]
= 2πRax

J1 (κRax)
κ

, (B.18)

B
[
e−jkrr

]
= δ (κ− kr)

κ
, (B.19)

where δ (κ− kr) is a ring impulse at
√
k2
x + k2

y = kr and equal to 0 otherwise. Due to it being
a ring impulse function, the two dimensional convolution operation O (κ) ∗ ∗δ (κ− kr) /κ
is not conducted by simply shifting the origin of O (κ) by kr, but rather by shifting and
integrating O (kx, ky) in the ring

√
k2
x + k2

y = kr for tan−1 (ky/kx) = (0, 2π). While this is
not a trivial operation, we make a qualitative analysis here. It’s easy to see that the circular
aperture spreads the angular spectrum of the axicon. The geometric optics approximation
for calculating DOF is valid when the diffraction induced by the circular aperture is
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negligible. That is, when the bandwidth of its angular spectrum is much smaller than the
angular spectrum of the axicon.

FWHM

[
2πRax

J1 (κRax)
κ

]
� koNA. (B.20)

Figure 46 – Fourier-Bessel transform of a circular aperture of radius Rax. Vertical axis
shows its normalized amplitude and horizontal axis shows the product of the
aperture radius Rax and the spatial frequency κ.

Figure 46 shows the normalized angular spectrum of a circular aperture of radius
Rax, for normalized values of Rax. Its FWHM happens for κ = ±1.616/R. Therefore,

NA� 3.232λ
2πRax

. (B.21)

Equation (B.21) must be satisfied when the ray optics approximation is used.

Figure 47 shows the DOF and FWHM values for varying values of Rax, when
using NA = 0.02 and λ = 350 µm. Orange curves refer to values obtained via geometric
optics (where DOF is obtained from (B.7) and FWHM is obtained from (3.4) in the
main manuscript, which is the FWHM of an ideal Jo diffraction free Bessel beam). Blue
curves are obtained via angular spectrum simulations. The dashed blue curve refers to
the distance between z = 0 until the beam intensity at (x, y) = (0, 0) is equal to half of
its maximum value, while the solid curve refers to the depth of focus where the beam
intensity is higher than half of its maximum. To better visualize its meaning, see Figures
S3 and S4, which show the diffraction patterns for Rax = 1 cm and 50 cm, respectively.
Orange lines in panels (a) show the ray optics approximation, showing the non-diffracting
region. However, it doesn’t predict oscillations along the propagating distance before the
non-diffracting distance is reached, while in practice these oscillations exist (see panels
(c)). This explains why the dashed blue line in Figure 47(a) asymptotically approach the
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orange line while the solid blue curve initially approaches it but as the oscillations in
the z direction become more intense the difference between them increases. Moreover,
panels (b) and (d) in Figures 48 and 49 explain the behavior observed in Figure 47. As
the aperture increases, the beam cross section in more similar to a Bessel function, while
for smaller apertures, the resulting beam is a composition of a Bessel Jo function and
Lommel functions, resulting in a smaller beam waist and less intense side lobes. A similar
phenomenon happens in Bessel-Gauss beams, where when the angle applied by the axicon
is smaller than the angles of the waves that compose the Gaussian beam, the resulting
beam resembles a pure Gaussian profile (338).

B.2 Self healing properties of the Bessel beam

A Bessel beam is known to regenerate its original profile after being partly ob-
structed (193, 195, 342), recovering its original intensity profile after propagating for a
distance zsh. From a ray optics stand point, its regeneration property is analyzing by
noting that the superposition of plane waves is only blocked by a given obstruction for a
limited distance. After this distance, the beam profile is recovered. This effect is shown
in Figure 50. If the obstruction is coaxial with the Bessel beam and has radius rob, the
self-healing distance is given by:

zsh '
rob
NA

. (B.22)

Wave optics analyses of this phenomenon are present in the literature for Bessel-

Figure 47 – Comparison of (a) DOF and (b) FWHM values in the geometric optics ap-
proximation (orange lines) and simulates with the angular spectrum formalism
(blue lines) for varying aperture values of the incident wave, with NA = 0.02
and λ = 350 µm. Solid blue lines in panel (a) refer to the distance between
half power points while dashed lines refer to the distance from z = 0 to the
highest value of z where the intensity is equal to half of the maximum value.
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Figure 48 – (a) Longitudinal section and (b) cross section for the propagation of a Bessel
beam with NA = 0.02, λ = 350 µm and Rax = 1 cm. Orange lines show the
ray optics approximation. (c) and (d) show the a slice of (a) and (b) at y = 0.
Red lines limit the half power region that defines DOF and FWHM . Note
in panel (c) that there are intensity oscillations in the z direction that are not
predicted when using ray optics. These increase the difference between the
approximated and actual DOF values.

Figure 49 – (a) Longitudinal section and (b) cross section for the propagation of a Bessel
beam with NA = 0.02, λ = 350 µm and Rax = 50 cm. Orange lines show the
ray optics approximation. (c) and (d) show the a slice of (a) and (b) at y = 0.
Red lines limit the half power region that defines DOF and FWHM . Note
in panel (c) that there are intensity oscillations in the z direction that are not
predicted when using ray optics. These increase the difference between the
approximated and actual DOF values.
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Figure 50 – Geometric optics representation of the self-healing property of Bessel beams.
The output of an axicon is a coherent superposition of plane waves with
the same radial momentum. At a distance zob the beam is obstructed by
an opaque object with radius rob, partially blocking the rays. This shadow
exists for a distance zsh, after which the rays interference (and thus the Bessel
beam profile) is recovered. If zo + zsh < DOF , the beam regenerates. If
zo + zsh > DOF , the beam isn’t regenerated. For the sake of cleanness of the
diagram, reflected rays are not shown.

Gauss beams with soft Gaussian obstructions (342) and for arbitrary obstructions with
ideal Bessel beams (infinite energy) (193). When the condition in (B.21) isn’t satisfied, a
complete wave optics analysis results in complex equations based on Lommel functions, as
discussed in the previous section. Nevertheless, we provide a qualitative background to
understand the mechanisms behind the beam regeneration, while the quantitative analysis
is obtained via angular spectrum simulations. Consider a circular opaque object centered
at (x, y) = (0, 0) in the plane z = zob. The transmission function of such object is:

T (r) = 1−Θ
(
r

rob

)
, (B.23)

where the second term is equivalent to the transmission function of a circular aperture,
which diffraction pattern is described in the previous section. Thus, we can write an
expression for the obstructed field Eob (r, zob) in the position zob:

Eob (r, zob) = E (r, zob)− E (r, zob) Θ
(
r

rob

)
. (B.24)

By using the angular spectrum formalism from (B.8), the obstructed field Eob (r, z)
for z > zob is equal to:

Eob (r, z > zob) = E (r, z)− B−1
{
ejkz(z−zob)B

[
E (r, zob) Θ

(
r

rob

)]}
. (B.25)
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Knowing that the angular spectrum of Θ (r/rob) can be obtained from (B.18), it’s
intuitive that the second term in (B.25) is diffractive. Finally, when the amplitude of
this term is negligible when compared to the term E (r, z) , Eob (r, z)→ E (r, z) and the
Bessel beam profile is recovered. In our numerical simulations, we define zsh as the distance
(z − zob) when the correlation coefficient between |E(r < R, zob)| and

∣∣∣Eob(r < R, z > zob)
∣∣∣

is above 0.9, similarly to previous work in self-healing beams (195). The correlation
coefficient is defined as:

corr
[
E (r, zob) , Eob (r, z)

]
=

cov
[
|E (r < Rax, zob)| ,

∣∣∣Eob (r < Rax, z)
∣∣∣]

ς [|E (r < Rax, zob)|] ς [|Eob (r < Rax, z)|]
, (B.26)

where ς (|E|) is the standard deviation function of the amplitude of a given field E
and cov (|E| , |Eob|) is the covariance between the amplitudes of two field distributions.

B.3 Choice of phase levels for the unit cell and inter-layer axial separation

Figure 51(a) shows the phase error between our bi-layer meta-axicon (3.10) and an
ideal axicon (3.2), averaged for values of d ranging from 100 µm to 7 mm, as a function
of the inter-layer separation tax and using 16 level phase discretization and Figure 51(b)
shows the phase error for a fixed value of tax = 700 µm as a function of d. It is clear from
Fig. 51(a) that the phase error is minimum for tax = 700 µm, but almost constant until
tax = 2.5 mm. The minimum error doesn’t occur at tax = 0 because the diffraction in the
inter-layer gap removes some of the error induced by the metasurface phase discretization.
In the Fig. 51(b), the error starts to increase rapidly for d > 7 mm. This is due to the
approximation d� (x, y) used in (3.6) losing its validity.

Finally, Table 7 summarizes the diameters of the micro holes and its transmittance
and phase shift values. A constant phase value ϕo = 45◦ is added, resulting in the
normalized phase column, so the holes with the least transmittance are the least used in
the necessary phase distribution of the metasurfaces, maximizing the transmission.
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Figure 51 – (a) Phase error induced by the bilayer metasurface approach averaged for
100 µm < d, 7 mm. Its minimum occurs for tax = 700 µm. Note that negligible
extra phase error is induced by the diffraction in the inter-layer gap for
tax ≤ 2.5 mm. (b) Phase error induced by the bilayer metasurface approach
with tax = 700 µm. When the approximation used for the Alvarez’s approach
loses validity, the phase error starts to increase, as observed for d > 7 mm.

Table 7 – Characteristics of chosen meta-cells

Diameter (µm) Transmittance (%) Simulated Target Normalized
phase (°) phase (°) phase (°)

67 35.6 −22.6 22.5 22.4
72 44.9 −45.5 0.0 0.4
75 66.7 −67.2 −22.5 −22.2
77 90.5 −91.0 −45.0 −46.0
79 99.8 −112.7 −67.5 −67.7
80 93.4 −133.6 −90.0 −88.6
82 71.5 −157.7 −112.5 −112.7
85 50.6 179.4 −135.0 −135.6
88 42.9 156.9 −157.5 −158.1
90 51.2 135.8 −180.0 −179.2
92 72.1 112.1 157.5 157.1
93 90.5 91.4 135.0 136.4
94 99.9 66.1 112.5 111.1
95 92.8 45.1 90.0 90.1
96 74.5 22.1 67.5 67.1
98 57.3 0.0 45.0 45.0
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Appendix C – TERAHERTZ PASSIVE AMPLIFICATION VIA THE
TEMPORAL TALBOT EFFECT IN METAMATERIAL-BASED BRAGG FIBERS:

APPENDICES

C.1 Silicon metamaterial homogenization

As mentioned earlier, the choice of low-loss materials plays a crucial role in our
design because it affects the overall achievable gain. Table 8 summarizes the electromagnetic
properties of various dielectric materials in the THz range. Note that silicon has a loss
tangent two orders of magnitude lower than any other material listed. To take advantage of
such a low loss tangent and yet allow a monolithic structure, we analyze the metamaterial
shown in the inset of Fig. 52, which consists of silicon with air holes with dimensions
much smaller than the wavelength, via the homogenization process from (176). The hole
periodicity varies from 20 to 40 µm, with a fill factor ranging from 5% to 75%. Figs. 52(a-b)
show the effective relative permittivity and loss tangent, respectively, for an operating
wavelength of 376 µm. Since the spatial period of the structure is much smaller than
the operating wavelength, its influence on the effective permittivity and loss tangent is
negligible. We achieve permittivity values between 3 and 11 and loss tangent between
1.4× 10−5 and 2.0× 10−5.

Table 8 – Electromagnetic Properties of materials in THz

Materials Frequency (THZ) Real relative permittivity Loss tangent
High resistivity Si (225) 1 11.68 2.095× 10−5

Al2O3 (Sapphire) (249) 1 10.96 0.003
SiO2 (249) 1 3.92 0.02
SU8 (246) 1 3.02 0.0521

Al2O3 (Alumina) (250) 1 9.00 0.005
PSX (248) 1 2.12 1× 10−3

TPX (248) 1 2.52 1× 10−3

Zeonor (248) 1 2.28 1× 10−3

Alumina-doped PDMS 1 2.80 0.05(40% alumina) (247)

We use this procedure to obtain the effective permittivity of each metamaterial
layer, both in the primary and secondary Bragg reflectors (see Section 4.3).

C.2 FEM simulation data processing

Full-wave simulations of our Bragg fiber are carried out by finite element method
(FEM) simulations based on the Comsol MultiphysicsTM software to validate the TMT-S
and TMT-W results. However, numerical (grid) dispersion and other discretization errors
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Figure 52 – (a) Effective permittivity and (b) loss tangent of the homogenized silicon
structure patterned with air holes. The pattern period is much smaller than
the operating wavelength. As a result, the extracted parameters are affected
almost exclusively by the fill factor. Adapted with permission from (265)©
Optica Publishing Group.

inherent to FEM (42) cause small fluctuations in the real and imaginary parts of the
effective index. Therefore, a fitting procedure is used to better represent these values. The
FEM simulations comprise 151 frequency points each, in the 810 to 840 GHz range. The
dispersion coefficient from the TMT-W resembles the sum of two Gaussian curves with
opposite signs. By integrating this sum twice, we obtain a fitting equation for the real part
of the refractive index from the FEM results:

nreal_fit = −Afit

afit√
π
e
−(f−df1)2

a2
fit + (f − df1) erf

(
f − df1

afit

)+Bfit

 bfit√
π
e
−(f−df2)2

b2
fit + ,

(f − df2) erf
(
f − df2

bfit

)]
+K1

(
f − 8.26 · 1011

)
+K2 (C.1)

where Afit, afit, Bfit, bfit, df1, df2, K1, K2 are the fitting parameters, and erf is the error
function. Table 9 (upper part) lists the fitting parameters for the three heights. In addition,
we use the following skewed Gaussian function to fit the imaginary part of the effective
index:

nimag_fit = K3e−
(λ−λsk)2

σ2 normcdf (Sfitλ, Sfitλsk, σfit) , (C.2)

nfit (f) = nreal_fit + jnimag_fit, (C.3)

where normcdf is the standard normal cumulative distribution function, Sfit is the fitting
skew factor, K3 is the amplitude fitting constant, λ is the operating wavelength, and λsk
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and σfit are fitting constants. Table 9 (bottom part) lists the employed fitting parameters
for the imaginary part of the refractive index of the three structures.

Table 9 – Fitting parameters for the effective index of the proposed fiber

Parameter H = 3000 µm H = 5000 µm H = 7000 µm
Afit [s] 5.007× 10−12 5.044× 10−12 4.857× 10−12

afit [Hz] 2.135× 10−9 2.157× 10−9 2.064× 10−9

Bfit [s] 4.342× 10−12 4.376× 10−12 4.161× 10−12

bfit [Hz] 5.254× 109 5.297× 109 4.875× 109

K1 [s] 1.198× 10−12 1.234× 10−12 1.261× 10−12

K2 0.940 0.941 0.942
df1 [Hz] 8.323× 1011 8.323× 1011 8.323× 1011

df2 [Hz] 8.237× 1011 8.239× 1011 8.237× 1011

λsk [µm] 359.5 359.0 360.0
Sfit 2.5 1.5 5.0

σfit [µm] 3.5 6.0 5.0
K3 0.50 0.25 0.18

C.3 Time domain waveforms

To understand the phenomena behind our results, we examine further the time
waveforms of both the CPA and FTAI approaches. We also address the case in which the
phase profile is that of a 40 GHz bandwidth phase modulator instead of an ideal one. Some
of these scenarios correspond to a gain above the theoretical limit √q. Figure 53 presents
time domain waveforms for the CPA (q = 3, m = 2(a,e) and m = 4(b,f), T ′ = 280 ps) and
FTAI cases (T = 500 ps, q = 3(c,g) and q = 5(d,h)). Thick blue lines represent amplitude
and thin red lines represent phase, while dashed and solid lines represent input and output
waveforms, respectively. In panels (a)-(d) we assume the input signal modulated by an ideal
phase profile, while in panels (e)-(h) the input signal is modulated by a bandwidth-limited
phase profile. Note that the signals in (a)-(d) vary only slightly when compared to those
in (e)-(h). Therefore, the abrupt change in the phase profile is not a critical issue for the
proposed passive gain approaches. Note that although the FTAI gain is higher than the
CPA gain, it spreads the energy outside the pulse slot, which contributes to the SNR
degradation observed in Fig. 26 on page 98. In Figure 24, we observe that gains higher
than √q are obtained for high values of T ′. This suggests than the pulse must have been
compressed for its peak to reach a higher value. This pulse compression effect is akin to the
compression observed in chirped pulses (48). New frequency components are not generated
during propagation, but rather through the phase modulation. Figures 53 (b) and (f) show
time-domain waveforms for the highest gain case (T ′ = 280 ps, m = 4, q = 3).

Next, we analyze how the parameter Ov in (4.26) changes the performance of
the BTAI passive amplification. The BTAI method steps are shown in Fig. 54. The first
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Figure 53 – CPA and FTAI time domain results. (a) and (e) CPA with T ′ = 280 ps ,
q = 3 and m = 2, (b) and (f) CPA with T ′ = 280 ps , q = 3 and m = 4, (c)
and (g) FTAI with T = 500 ps, q = 3, (d) and (h) FTAI with T = 500 ps
and q = 5. Top panels use ideal phase profiles while bottom panels use 40
GHz bandwidth limited phase profiles. Note that the output pulse changed
its shape due to compression and presents a gain higher than

√
3 in (b), (c),

(f) and (g). Dashed lines refer to input waveforms while solid lines refer to
output waveforms. Thick blue lines refer to amplitude and thin red lines refer
to phase. Adapted with permission from (265)© Optica Publishing Group.

line shows the target signal. The target signal is then backpropagated from z = 0 until
z = −zTT/2 and we search for the length where the ripple Vr = ∆V/Vavg, where ∆V is
the amplitude variation and Vavg is the average amplitude, is minimized. The next column
shows the input CW (and respective phase modulation obtained via backpropagation
of the target signal). Lastly, the output signal (normalized to amplitude = 1) is shown.
Amplitudes are shown in blue lines and phases are shown in red lines. The second line
shows the same curves for Ov = 5%, where the SNR peaks (output overmodulation and
noises are reduced). The last line shows the curves for Ov = −13%, maximizing the gain
at the cost of a lower SNR. Thus, Ov can be used as a parameter to maximize the gain
or to reduce unwanted noise or overmodulation. Note that when Ov has negative values,
Vr increases, and the output overmodulation also increases. When Ov has positive values,
Vr decreases, and the backpropagated signal is closer to a CW wave. The output is then
closer to the desired pulse shape.

C.4 Wafer stacking and fabrication

As discussed in Section C.1, we assume silicon with air holes as our dielectric.
However, our necessary propagation lengths are much longer than the thickness of typical
silicon wafers, which are on the order of 500− 600 µm. Thus, to fabricate our dispersive
medium, wafer stacking is required after etching each layer.

A direct wafer bonding process is described in (343). The etched wafers are cleaned
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Figure 54 – Time waveforms for BTAI with TFHWM = 70 ps and T = 400 ps. (a) Target
signal with Ov = 0. (b) Backward propagation of (a) for minimum ripple. The
amplitude is normalized for a target signal of unit amplitude. (c) Input signal
with phase profile obtained from (b). (d) Obtained output when propagating
(c). Amplitude is normalized to 1. (e) and (i) Target signals with Ov = 5% and
−15% respectively. Plots (f)-(h) show each step relative to the target signal in
(e) and plots (j)-(l) show relative to (i). In (b),(f),(j), the ripple maximum and
minimum is shown with dotted lines and the signal average is shown with a
dashed line. Adapted with permission from (265)© Optica Publishing Group.

with a buffered oxide etchant solution or hydrofluoric acid. Then, they are prepared with
a standard RCA clean. Alignment and contact is then performed using the necessary
microscopy equipment. A CCD is used to examine the contacting with the aid of an
infrared source. Finally the stacked wafers are annealed for 1h at 1050 °C and the bonding
process is finished. Figure 55 shows how the final structure looks like, with air core of
size H × tcore, total length L, and composed of nwafers = L/twafer layers of silicon, where
twafer is the thickness of a single silicon wafer.

C.5 Alternative planar structure

To avoid the use of multiple Si wafers and the stacking process, we propose an
alternative planar structure, composed of a single microholed high-resistivity 600 µm Si
wafer, metalized with gold (σ = 4× 107 S/m at 1 THz (344)) in its top and bottom faces,
as shown in Fig. 56. This method reduces the number of fabrication steps and provides a
reduced size monolithic structure, eliminating layer alignment issues.

Figure 57(a)-(c) shows the simulated dispersion characteristics of the planar struc-
ture in comparison with the previously analyzed rectangular structure (H = 7000 µm).
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Figure 55 – Illustration of the bonded Si wafers to form our dispersive THz fiber. A number
of wafers is stacked to achieve the necessary propagation length L. Adapted
with permission from (265)© Optica Publishing Group.

Figure 56 – 3D model of the proposed planar alternative structure. The air core has
dimensions of tcore × H and each period of the Bragg reflector is equal to
(tlow + thigh). Gold layers are present in the top and bottom faces of the Bragg
waveguide. Not in scale.

Note in 57(b) that there the dispersion peak redshifts in 2.05 µm and the maximum value
of 2π |β2|increases from 7.2 ns2/m to 8.1 ns2/m, while the dispersive bandwidth is slightly
reduced. Moreover, 57(c) shows that the ohmic losses in the top and bottom layers add an
extra 0.064 dB/cm propagation loss (at their respective maximum dispersive wavelengths)
in the planar structure, which won’t substantially reduce G in FTAI and BTAI approaches,
since L is on the order of 1 cm.
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Figure 57 – Simulation results of the proposed planar fiber (H = 600 µm,solid blue lines)
compared to the wafer-stacked rectangular one (H = 7000 µm, dashed green
lines). (a) Effective index, (b) dispersion coefficient, and (c) propagation losses.
The planar structure redshifts the dispersion peak in 2.05 µm and increases
2π |β2| from 7.2 ns2/mto 8.1 ns2/m. An extra loss of 0.064 dB/cm is observed
in the planar structure due to ohmic losses on the gold layers. However, this
doesn’t significantly affect the gain for short propagation length cases, such
as FTAI and BTAI.
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Appendix D – ROLE OF DIELECTRIC LOSS IN REALIZED PASSIVE GAIN

In section 4, we obtained a maximum gain of 4.03 dB. However, looking at |T circ
23 |

in Fig. 33, it is easy to see that it its far below the unity value limits the realized gain.
Since the LCBG is a reflective structure, we know that its reflectivity can only be reduced
by two factors: ohmic losses in the waveguide walls and dielectric losses of the SLA resin
(please, see Fig. 58 for frequency dependent relative permittivity (blue curve) and loss
tangent (red curve) of the resin). Since the waveguide walls are made of copper, which
possesses an extremely high electric conductivity σ = 5.8×107 S/m, we proceed to analyze
the role of dielectric losses by simulating the designed LCBG with tan δ = 0.005, 0.010,
0.015, 0.020, and 0.025. The simulated values of |Swg

22 | are shown in Fig. 59, along with
their measured values (in black lines). Thick blue and red lines, thin green lines, dashed
purple lines, and dotted orange lines are used for tan δ ranging from 0.005 to 0.025. Note
how higher losses reduce the average value of the reflectivity and increase the peak-valley
contrast.

Figure 58 – Measured frequency dependency of the SLA resin used for fabricating the
LCBG. Left axis shows the real part of the relative permittivity in blue
lines and right side shows the dielectric loss tangent. Note that there is some
dispersive behavior to the resin, with its real part reducing from approximately
2.8 to 2.5 as the frequency increases, while the loss tangent experiences a fast
decrease in frequencies above 11 GHz.

To evaluate how much a reduced reflectivity affects G, we simulate all four cases
analyzed in Section 5.4 with varying losses. Table 10 summarizes the simulated G and
SNR values for the different values of tan δ. Cases 1 to 4 refer to Gaussian G optimization,
Gaussian SNR optimization, RC G optimization, and RC G optimization with side peak
limitation. The results show that an extra 4.13 dB of gain can be obtained by using
a low-loss dielectric for the LCBG. Furthermore, a flatter response in the reflectivity
translates into a higher SNR for cases 1 and 3. In the cases optimized for SNR or side
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Figure 59 – Simulated values of the reflection coefficient of a WR-90 waveguide loaded
with our designed LCBG for different values of dielectric loss tangent. From
lowest to higher, they are shown as thick blue and red solid lines, and thin
green, dashed purple, and dotted orange lines. Measured values are shown with
solid black lines for reference. The influence of the losses in the reflectivity is
clear. Both its average value and the depth of the valleys are severely affected
as tan δ increases, suggesting it is indeed the main limiting factor for G.

peak intensity, the achieved SNR is lower than the measured values. This happens because
the phase profile optimization was carried out considering the measured frequency response
pattern and thus any change in it will decrease the SNR.

Table 10 – BTAI G and SNR for different tan δ values

tan δ Parameter Case 1 Case 2 Case 3 Case 4

0.005 G (dB) 6.53 5.04 8.16 7.07
SNR (dB) 12.37 5.04 12.35 9.87

0.010 G (dB) 6.08 4.41 7.65 6.44
SNR (dB) 11.78 4.42 11.87 9.47

0.015 G (dB) 5.68 3.82 7.11 5.86
SNR (dB) 11.24 3.82 11.25 9.06

0.020 G (dB) 5.13 3.22 6.57 5.12
SNR (dB) 10.60 3.22 10.75 8.72

0.025 G (dB) 4.51 2.62 5.96 4.31
SNR (dB) 10.01 2.62 10.22 8.27

Measured G (dB) 3.45 1.68 4.03 3.60
SNR (dB) 8.89 12.34 7.10 12.12
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Appendix E – METASURFACE DESIGN AND FABRICATION PROCEDURE

E.1 Metasurface design

Figure 60 shows the design and fabrication flow chart of a metasurface. It starts
with two independent steps: Defining the desired phase profile and simulating it via ASF;
and defining and optimizing the metasurface unit cell via RCWA. The ASF simulation
is then repeated with discrete phase levels (that will be used for fabrication), while the
RCWA simulation returns a map of the amplitude and phase responses for a given unit
cell geometry, in our case as a function of its period and radius. This map is used to obtain
a look up table (Tables 1 and 7) for the desired phase levels, with its exact geometry
and complex transmission values. The RCWA data is then used to perform a rigorous
simulation of the whole metasurface.

After the simulations are complete, a Matlab script transforms the phase distribution
and look up table in a CAD file containing the complete metasurface geometry. The CAD
file is then processed for the desired application (3D prinitng/laser machining), to generate
the required output file.

Finally, the structures are fabricated and experimentally characterized, as described
in their respective Chapters. The fabrication processes are described in the next section.

E.2 Fabrication procedures

E.2.1 Fused deposition modeling (FDM) printing

For FDM printing, the CAD file must be sliced in a 3D printing software. We use
Simplify 3D for the slicing. In this file, important information such as printing bed and
extruder temperatures, layer thickness, infill percentage and printing velocity are defined.
For ABS plastic, used in the metalens from Chapter 2, the bed temperature is set as
110 °C, the extruder temperature is set to 233 °C (240 °C in the first 4 layers), the layer
thickness is equal to 0.2 mm, the infill percentage is 100% and the maximum printing
velocity is 4800 mm/min [80 mm/s] (the first 4 layers, the infill, and the external layers are
limited to 40%, 70% and 90% of the maximum velocity, respectively). The FDM printer is
a GTMax 3D Core A1, with a 0.4 mm extruder nozzle, a maximum printing volume of
300 (width) x 200 (depth) x 250 (height) mm, a maximum priting (moving) speed of 120
(200) mm/s, and layer thickness ranging from 0.05 to 0.32 mm.

Note that imperfections might occur due to the 0.4 mm nozzle and air gaps inside
the printed structure. In the microwave metalens, these imperfections shifted the focal
length from 10 to 13.2 cm. However, this wasn’t an issue for this application since the
lens’ DOF is 5 cm, greater than the shift.
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Figure 60 – Metasurface design and fabrication flow chart. The idealized metasurface and
unit cell simulations are conduced independently with their respective methods
(ASF and RCWA). A final simulation is done using the RCWA data in ASF for
a more exact result. The final metasurface is then converted into a CAD file
that is processed to generated the necessary files for the 3D printers and laser
machining centers. The structures are finally fabricated and experimentally
characterized.

E.2.2 SLA printing

The slicing software for resin printing is CHITUBOX. The printer model is Anycubic
Photon Mono X 6K. It has a 6K resolution (0.034mm pixels) LCD that is illuminated
by 405 nm light. It has a maximum printing volume of 197 (width) x 122 (depth) x
245 (height) mm, with layer thickness ranging from 0.01 to 0.10 mm. The photo-curable
Anycubic Craftsman resin was used. The exposure time is set to 1.7 s (40 s for the first 4
layers), with a layer thickness of 0.05 mm and 10 transition layers are used.

The fabricated LCBG is then removed from the printer and washed with 99.8%
isopropyl alcohol in an Anycubic Wash&Cure 2. After washing, it is dried and exposed to
405 nm light for 5 minutes in the same Wash&Cure 2 module. This provides a final cure
of the piece for extra resistance and toughness, finishing the fabrication process.



E.2 Fabrication procedures 187

E.2.3 Silicon micro-machining

For laser micro-machining, a LPKF ProtoLaser U3 is used. The CAD file is opened
in its native software. Extra concentric holes are inserted in the CAD file to guarantee
precise machining while reducing the laser exposure time in each hole. This is necessary to
reduce substrate overheating that could result in craking. To further reduce overheating,
the machining process is divided in two parts. First, half of the substrate thickness (150
µm) is machined. The, the substrate is turned upside down, and the final half is done.
The alignment is realized via fiducial holes inserted in the project. The LPKF ProtoLaser
U3 has an active area of 229 (width) x 305 (depth) mm, and can machined substrates up
to 7 mm thick. It uses a 355 nm wavelength laser with 5W power and 20 µm beam waist.
It has an accuracy of 1.22 µm, a repeatability of 2 µm and a focus accuracy of 50 µm,
therefore the minimum hole diameter is set to be greater than 50 µm. After machining,
the Si substrates are mounted stacked and held together to obtain the necessary (600 µm)
thickness and mounted into an FR-4 frame that allows them to be held by micro-positioners
for experimental characterization.
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