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ABSTRACT 

Aguiar, G. M. (20 17). An experimental study ou flow boiling in single microchannels 

subjected to localized cyclical heating loads. Dissertation (Master) - Department of 

Mechanical Engineering, São Carlos School of Engineering, University of São Paulo. 

155p. 

Flow boiling in microchannels is a promising technique for the thermal management of 

devices that dissipate extremely high heat flux rates. As additional constraints, these 

devices operate under temporal variations of the heat load and the presence of hotspots 

(region of higher heat dissipation), e.g. CPUs and high-concentration photovoltaics 

(HCPV) systems. Up to present date, a limited but increasing number of studies have 

explored the outcomes of hotspots presence in the heat remova! efficiency during flow 

boiling in micro-scale channels. The number of studies covering transient heating 

conditions during flow boiling in microchannels is even more scarce. Within this context, 

this study presents an experimental investigation of the transient behavior of the local 

wall superheat temperature and heat transfer coefficient in a hotspot region undergoing 

through cyclical heating pulses during flow boiling o f Rl34a at a saturation temperature 

of 31 oc in 0.5 and 1.1 mm diameter circular channels made from stainless steel. A 

parametric analysis ofthe effects of mass velocity, local vapor quality, average heat flux 

and the heating pulses waveform, amplitude, frequency on the heat transfer behavior was 

performed. From this analysis, it was concluded that the wall superheat temperature 

fluctuations are affected by the superposition ofthermal inertia effects, related to the heat 

conduction at the tube wall , and flow boiling effects. The levei of wall superheat 

temperature fluctuations increased with decreasing heating pulses frequency and the 

time-averaged heat flux and increasing mass velocity, vapor quality and heating pulses 

amplitude. The results indicated that the wall temperature oscillations were diminished 

when the nucleate boiling effects became more pronounced. Eight well-known methods 

from literature for predicting the flow boiling heat transfer coefficient in small diameter 

channels, developed for steady heating, were extrapolated to the transient heating 

conditions ofthis study and their accuracy were verified. The methods ofKanizawa et al. 

(20 16) and Kim and Mudawar (20 13) lead to the most satisfactory predictions o f the 

average heat transfer coefficient and the amplitude of the wall superheat temperature 



fluctuations. At the end, a methodology for predicting the transient behavior of wall 

superheat temperature under cyclical heat loads is presented. This methodology is shown 

to reproduce the ma in trends o f the experimental data. 

Keywords: Flow Boiling, Microchannels, Transient Heating, Hotspot, Heat Transfer 

Coefficient 



RESUMO 

Aguiar, G. M. (20 I 7). Estudo Experimental da Ebulição Convectiva no Interior de 

Microcanais Únicos Sujeitos a Aquecimento Localizado com Variações Cíclicas do 

Fluxo de Calor. Dissertação (Mestrado) - Departamento de Engenharia Mecânica, 

Escola de Engenharia de São Carlos, Universidade de São Paulo. I 55p. 

A ebulição convectiva no interior de microcanais é um método promissor para o 

gerenciamento térmico de dispositivos que dissipam elevados fluxos de calor. Como 

requisitos adicionai s, estes dispositivos comumente operam sob variações temporais do 

fluxo de calor e na presença de hotspots (regiões de elevada dissipação de calor), e.g. 

CPUs e painéis fotovoltaicos de alta concentração. Até o presente momento, um número 

crescente de estudos, porém limitado, explorou as consequências da presença de hotspots 

na eficiência da remoção de calor durante a ebulição convectiva no interior de 

microcanais. O número de estudos abrangendo o aquecimento transiente durante a 

ebulição convectiva no interior de microcanais é ainda mais escasso. Dentro deste 

contexto, o presente estudo envolve a investigação experimental do comportamento 

transiente do grau de superaquecimento da parede e do coeficiente de transferência de 

calor em um hotspot sujeito a pulsos de calor durante a ebulição convectiva. Ensaios 

foram realizados para o fluido R I 34a a temperatura de saturação de 3 I °C no interior de 

tubos circulares de aço inoxidável com diâmetros de 0.5 e I . I mm. Foi realizada uma 

analise paramétrica sobre os efeitos na transferência de calor da velocidade mássica, título 

de vapor local e o formato da onda de pulsos de calor e sua respectiva amplitude, 

frequência e o fluxo de calor médio correspondente. A análise paramétrica revelou que 

as flutuações do grau de superaquecimento da parede são resultado da superposição dos 

efeitos de inercia térmica, relacionados a condução de calor na parede do tubo, e da 

ebulição convectiva. O nível das flutuações do grau de superaquecimento da parede se 

elevou com o aumento da velocidade mássica, títu lo de vapor e amplitude dos pulsos de 

calor, e com a redução da frequência dos pulsos de calor e do fluxo de calor médio. Os 

resultados indicaram o decréscimo das oscilações de temperatura com a intensificação 

dos efeitos de ebulição nucleada. Oito métodos para a previsão do coeficiente de 

transferência de calor durante a ebulição convectiva em canais de diâmetro reduzido, 



desenvolvidos baseado em banco de dados obtido em condições de aquecimento uniforme 

e permanente, foram extrapolados para resultados transientes compreendendo pulsos de 

calor deste trabalho. Os métodos de Kanizawa et al. (20 16) e Kim e Mudawar (20 13) 

proporcionaram previsões satisfatórias do coeficiente de transferência de calor médio e 

da amplitude das flutuações do superaquecimento da parede. Ao final deste estudo, uma 

metodologia para prever o comportamento transiente do superaquecimento da parede 

durante pul sos de calor cíclicos é apresentada. A eficácia desta metodologia em 

reproduzir as principais tendências observadas nos dados experimentais é demonstrada. 

Palavras chave: Ebulição Convectiva, Microcanais, Aquecimento Transiente, Hotspot, 

Coeficiente de Transferência de Calor 
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1. INTRODUCTION 

1.1. Study Motivation 

The semiconductor industry experiences a fast advance towards the miniaturization of 

its components from early 1980s. Following this trend, the heat flux dissipated by electronic 

devices largely increased and their thermal management became a criticai design issue. 

According to Benda, Gowar and Grant (1999), the maximum junction temperature 

recommended for semiconductors is 150°C for silicon, 200°C for gallium arsenide, 400°C for 

silicon carbide and 700°C for diamond. lncreasing the maximum junction temperature is 

desired in applications such as high power laser diodes because it allows to increase the 

electrical current density. On the other hand, high junction temperatures can impact severely 

on the fai lure mechanisms of electronic devices such as electromigration, stress migration and 

time-dependent dielectric breakdown (Sharma et al., 2007). 

Most modem electronic circuits are made fro m silicon dueto its physical properties as 

well as its abundance, which implies on lower manufacturing costs. fntegrated circuits (ICs) 

are generally specified to work under temperatures between 60 and 150°C, as illustrated in Tab. 

1.1. It is important to note that exceeding the temperature range limits does not necessarily 

imply on immediate circuit failure, but the IC will be more susceptible to failure mechanisms 

and, as a result, its reliability and lifetime will be greatly reduced. 

Table 1.1 - Operating temperature ranges of IC devices for different applications 

Category 

Computer 

Telecommunications 

Commercial A ircraft 

Industrial/ Automotive 

Military Ground/ Ship 

Space 

Military Av ionics 

Automotive (Under the hood) 

Source: Pfahnl, Lienhard and Slocum ( 1999) 

Temperature 
Range 

-40 to 85°C 

-55 to 125°C 

-55 to 95°C 

-40 to 85°C 

-65 to 150°C 
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Agostiní et ai. (2007) reported a study conducted by an international consulting 

company that forecasted 4.1 billion per year the global market for coo ling of computers and 

telecom equipment, with a panorama of market growth for the sub sequential years. In the same 

study, the consulting company identified a technological transition from traditional air-cooling 

methods to more sophisticated and efficient cooling solutions. In 2005, Kandlikar pointed out 

that the current physicallimits of air-coo ling technology were around I MW/m2
, with modem 

ICs easily overcoming this limit. More recently, Mudawar (20 13) suggested that high heat flux 

dissipation is not only limited to applications such as computer chips, but similar demands 

emerge in early 1990s for high-concentration photovoltaics (HCPV), lasers, particle 

accelerators, fuel cell and radar applications. From ali new advanced cooling techniques 

currently in development, Agostini et ai. (2007) points out that the most promising technologies 

are single-phase/two-phase flow in porous media, impingement jets and single-phase/two

phase flow in microchannels. 

The use ofheat sinks composed of metallic porous layers and fins, as illustrated in Fig. 

1.1, is one of the proposed solutions to cope with high heat flux remova!. Porous heat 

exchangers exhibit enhanced heat transfer efficiency due to the increase of the area-to-volume 

ratio attributed to pores presence and the heat transfer increase promoted by interstitial mixture 

effects. Despite of its reasonable thermal performance, porous heat sinks imposes very large 

pressure drop, which limit their application. 

Figure l . l - Metall ic porous media heat s ink (50 mm x 50 mm x 25 mm) 

Source: Feng et a i. (2015) 

Jmpingement jets are also an alternative technology that has already been employed 

with success for thermal management of electronic components. The great heat remova! 

efficiency ofthi s technology is attributed mainly to the high heat transfer coefficients on the jet 
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stagnation region. The jets impinge directly on the cooling zone, removing the necessity of an 

extra thermal interface resistance between the components and cooling fluid. According to Sung 

and Mudawar (2006), the major disadvantage ofthis method is the rapid degradation ofthe heat 

transfer coefficient as we move away from the stagnation zone, as shown in Fig. 1.2. Th is 

problem can be overcome by reducing the jet diameter and using compact arrays of jets as 

demonstrated by Brunschwiler et ai. (2006). 

Figure 1.2 - Heat transfer coefficient distribution obtained from an array o f four impingement jets to 
cool densely packed photovoltaic cells 
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Tuckerman and Pease (1981) were the first authors in literature to evaluate single

phase flow in microchannels for cooling purposes. When compared to conventional channe ls, 

the reduced diameter channels exhibit greater wetted area to vo lume ratio, favoring high heat 

transfer coefficients. As indicated by Agostini et ai. (2007), the main drawback of employing 

single-phase flow is the thermal gradient along the fluid , as it only exchanges sensible heat. To 

keep thermal gradient within acceptable limits, the mass flow rate needs to be increased, 

requiring greater pumping power. Figure 1.3 illustrates a commercial parallel microchannels 

heat sink that operates with water as the working fluid. 
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Figure 1.3 - Commercial heat s ink for C PU s based on microchannels and using water as the working 
fluid. Model Nepton 140XL from Cooler Master 

Source: Cooler Master Website 

Flow boiling inside microchannels has advantage of exchanging both sensible and 

latent heat. Due to physical phenomena underlying boiling process such as fluid agitation 

promoted by bubble growth and coalescence in isolated bubbles regime and thin liquid film 

evaporation in annular flows, the heat transfer coeffic ient is superior when compared to single

phase flow. With respect to geometrical effects caused by diameter reduction, Ong and Thome 

(20 I I) argues that the bubble confinement in microchannels modifies the relative importance 

of the forces acting on the flow such as inertial, surface tension and gravitational, increasing 

the heat transfer coefficient when compared to conventional channels. 

Mudawar (20 I 3) reported that one o f the main difficult encountered when employing 

two-phase flow for cooling is the limited understanding of two-phase transport behavior at 

small scales, making the thermal design of these devices heavily dependent on empirical 

correlations, which are usually developed for restrict range of operational conditions and with 

dubious extrapolation capability. In addition to the hardship of predicting the heat transfer 

coefficient for design purposes, flow instabi lities can lead to a premature criticai heat flux 

(CHF) (Mudawar, 20 13). In microchannels, the confined growth of bubbles causes vapor 

expansion in both upstream and downstream directions and induces flow instabilities, which 

takes form as pressure osci llations. lf the momentum of the coming liquid at the channel 
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entrance is not enough to overcome the pressure drop across the channel, the vapor at channel 

exit flows backwards to the channel inlet, causing premature CHF. 

Table 1.2 presents a comparison concerning the heat remova! efficiency and capability 

between the four cooling methods discussed so far. From this table, it can be seen that the lowest 

heat remova! to pumping power ratio occurs for single-phase flow in porous media, which can 

be explained by the inherent enormous pressure drop. Although its volumetric flow rate was 

more than two times superior, the average heat transfer coefficient obtained by Zhang et a i. 

(20 14) for single-phase conditions was four times smaller than the average heat transfer 

coefficient obtained by Kalani and Kandlikar (20 16). This resu1t discloses the great heat transfer 

efficiency exhibited by flow boiling in microchannels. Also, it can be seen from Tab. 1.2 that 

the heat remova) efficiency offlow boiling in microchannels, defined by the ratio between the 

heat load to the pump power (calculated by the product of the volumetric flow rate and total 

pressure drop), is at least two times superior than the second most efficient method 

(impingement jets array). 

Tab1e 1.2- Performance comparison based on literature o f different technologies for high heat tlux 
remova! ( q" > 3 M W /m2

) using water as the coolant tluid 

Cooling 
Material, Hydraulic 

Flow rate HTC Q 
Author Diameter a nd q"max Method 

Footprint Area 
andAp (kW/m 2K) w 

Hetsroni, 
Single-phase Stainless Steel, 

tlow in 32% porosity, 0.24 
Gurevich and Rectangular L/min, 6

Mw 
109 57 

Rozenblit 
porous 

m2 

(2006) 
media channel, DH = 1.67 464 kPa 

channels mm, 5 x 2 mm2 

40.000 
Si licon, Djet = 

Brunschwiler 
lmpingement 

0.025 mm Hjet = 2.5 Llmin, 
4 

MW 
67 10 13 

et ai. (2006) 0.1mm, 14x 14 35 kPa m2 
Jets array 

mm2 

Single-phase 
Si1 icon, I 00 
Rectangular 0.46 

Zhang et ai. tlow in 
channels, DH = Llmin, 10 MW 75 607 

(2014) parallel small 
0 .085 mm, lO x 10 2 15 kPa 

m2 

channels 
mm2 

Two-phase 
Cooper, 26 

Kalani and Rectangular 
Kand1ikar 

flow in 
channe l, DH = 

0.2 Llmin, IOMW 295 25 12 
parallel small 30 kPa m 2 

(2016) 
channe1s 

0.185 mm , L = I O 
mm, 10 x lO mm2 
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Non-uniform heat dissipation is inherent to severa) appl ications, e.g. CPUs and solar 

concentratíng systems. The term hotspot ís commonly used to refer to a region where the heat 

flux is much greater than its vicin ities. Similarly, transient hotspots are characterized by high 

spatial and temporal variations of the dissipated heat tlux. Beca use the temperature peaks are 

most likely to occur at the hotspots, proper thermal management is required to improve the 

temperature uniformity. Hamman et ai. (2007) suggested the following two criticai conditions 

to estimate the maximum allowed heat dissipation rate of a given device: the first criticai 

condition is when the total power is limited by the average temperature, calculated as the ratio 

of average footprint heat flux to the overall heat transfer coefficient; the second criticai 

condition takes into account the non-uniform heat dissipation and considers that the heat 

dissipation rate is limited by the peak temperatures at hotspot regions, which can cause the local 

temperature to exceed maximum allowed junction temperature even for low average heat 

fluxes. An example of a typical power map of a late CPU is shown in Fig. 1.4. 

Figure 1.4- Power map o f a 45 nm Intel Core 2 Duo processo r 

12 

L2 cache L2 cache 

Source: Kim et ai. (20 1 0) 

According to Fig 1.4, spatially distributed hotspots are present and the power density 

varies between 11 3 kW/m2 for L2 cache region up to a maximum power density of3050 kW/m2 

at the core, where the density of transistors is greater. The power map o f Fig. 1.4 illustrates a 

typical case where the peak temperatures at hotspot regions limits the maximum allowed heat 

dissipation rate. lts worth mentioning that the power map shown in Fig. 1.4 was obtained from 

the averaged heat flux measurements over a time period, hence it does not reveal the rapid 

variations ofthe instantaneous diss ipated heat flux caused by the fluctuations ofCPU load. 
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Although most ofthe studies from literature deal with hotspot mitigation on CPUs, it 

is important to note that non-uniform heat dissipation is also found in important applications 

such as photovoltaic (PV) concentrating solar cells as indicated by Baig, Heasman and Mallick 

(20 12) and illustrated in Figs. 1.5 and 1.6. Cooling of concentrator PV panels is a criticai issue 

in their design and operation because temperature non-uniformity degrades energy conversion 

efficiency and induces thermal stresses, reducing the lifetime of panels. Bahaidarah, Baloch 

and Gandhidasan (2016) performed a literature review on uniform cooling techniques applied 

to PV panels and showed that microchannels, impingement cooling and hybrid microchannels

impingement cooling were found to be most effective in dissipating high heat flux from PV 

surface. Royne et ai. (2005) pointed out that microchannels are particularly interesting because 

they can be incorporated in the cell manufacturing process. 

Figure 1.5 - Hotspot development in the solar cell inherent to concentrating systems 

• Sunlight 

• Fresnellens 

Concentrated 
• Sunlight 

• SolarCell 
• Heat Dissipation 

Source: Baig et ai. (20 12) 

Figure 1.6 - Typical irradiance distribution on a solar cell 

Y,mm X,mm 

Source: Tien and Shin (20 16) 
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The study ofhotspot effects on the heat remova! efficiency is a relatively new topic in 

the literature concerning two-phase cooling solutions through flow boiling in microchannels. 

Bogojevic et al. (20 11) pointed out at the beginning of this decade that the effect o f 1ocalized 

high heat flux regions (hotspots) on the system performance is still an open issue that remains 

unclear. Koo et al. (2002) were the first authors to perform a theoretical study on the effects of 

non- uniform heat dissipation on the thermal performance of heat sinks based on flow boiling 

in microchannels. 

The majority of studies available in literature concerning non-uniform heat dissipation 

for flow boiling in heat sinks composed of multi pie microchannels considers only the spatial 

variation of the heat flux and, in general, focus on exploring optimal conditions where the 

temperature uniformity is maintained under acceptable limits and the pump power requirement 

is minimized (Cho et ai., 20 lO; Bogojevic et ai., 20 ll ; Costa-Patry et ai., 20 12; Alam et al., 

2013; Ritchey et al., 2014 ). Huang et ai. (20 16) explored the thermal response o f a 

microchannels-based evaporator under uniform heating and step temporal variations of 

diss ipated heat flux and cold startups, but no spatial variation of heat flux was considered in 

their study. 

Cheng and X ia (20 1 7) identified in their recent state o f the art rev iew that transient 

flow boiling heat transfer in microchannels has not yet been well understood, hence systematic 

studies on this topic must be performed to provide comprehensive knowledge. To the best of 

present author's knowledge, solely Miler et ai. (201 O) contemplated both temporal and spatial 

variations of dissipated heat flux under flow boiling conditions for a single microscale channel. 

In their study, the wall temperature was monitored, but unfortunately data reduction for the heat 

transfer coefficient was not performed. 

Within this framework, this study presents novel experimental heat transfer data for 

flow bo iling in 0.5 and 1.1 mm ID horizontal channels under heating conditions characterized 

by a transient hotspot. The single channel configuration permits to el iminate the effects offlow 

maldistribution, interactions among the channels and between them and the plenums and heat 

spreading along the footprint, ali these effects inherent to multichannel configuration. 

Moreover, this study is interested in capturing the transient behavior of the heat transfer 

coefficient associated with heat flux variations. By using a single-channel with thin walls, the 

temperature sensor is placed close enough to the channel internai wall in such way that the 

effects of wall thermal inertia on the transient measurements of wall temperature can be 

minimized. 
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1.2. Study Objectives 

The main objective of the present work is to perform an experimental evaluation of 

the transient behavior ofwall superheating and heat transfer coefficient during flow boiling for 

a transient hotspot in small diameter channels. The specific objectives are the following: 

• Accomplish a comprehensive literature review concerning the implications of 

hotspot presence on convective boiling heat transfer inside microchannels; 

• Development of a broad experimental dataset for the heat transfer coefficient 

transient behavior at the hotspot region; 

• Perform a parametric study of the influence of severa! parameters on the 

transient behavior ofthe wall superheat temperature; 

• Evaluate at which extend does consolidated correlations developed for steady

heating during flow boiling inside microchannels can be used to predict the behavior ofthe heat 

transfer coefficient during transient heating; 

• Propose a methodology for predicting the wall superheat temperature transient 

behavior under transient and periodical heat loads during flow boiling inside microchannels. 

1.3. Text Structure 

This document is organized according to the following chapters: 

In Chapter 2, a few fundamental parameters necessary to describe gas-liquid flows are 

presented and briefly discussed. Also, the two-phase flow patterns and transition criteria from 

macro to micro scale accord ing to different authors is explored. 

In Chapter 3, a literature review on hotspot mitigation solutions and its implications 

on the cooling efficiency of heat sinks based on microchannels is performed. Then, the few 

studies concerning transient heating conditions during flow boiling in microchannels are 

presented. 

In Chapter 4, the experimental apparatus used in the present study is described. 

In Chapter 5, the data reduction and experimental procedures are detailed. Also, the 

validation o f the experimental apparatus is presented and the characterization o f the transient 

temperature measurements useful bandwidth is performed. 
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In Chapter 6 the experimental results for transient hotspots are presented. A parametric 

analysis of the data is performed and the main trends are identified. Also, the experimental 

results for transient heating are compared against the predict ions by correlations developed for 

steady-heating. At the end of this chapter, a methodology for predicting the transient behav ior 

ofwall superheat temperature is presented. 

In Chapter 7, the main conclusions drawn from the experimental results are 

summarized and recommendations for future works are outlined. 
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In this chapter, the general parameters describing the gas-liquid flow are presented. 

Also, a review on the transition criteria between macro and micro-scale channels according to 

different authors is provided. Then, the flow patterns occurring in microchannels are presented 

and the components o f the total pressure drop are outlined and briefly discussed. At the end o f 

the chapter, the heat transfer mechanisms of flow boiling are discussed and a compilation of 

eight well-known prediction methods in literature for the heat transfer coefficient during flow 

boiling inside small diameter channels is presented. 

2.1. General Parameters 

The key quantitative parameters used to characterize and describe the gas-liquid flows 

are explained in this section. Solving local equations for the mass, momentum and energy 

conservation is very complex in two-phase flows because ofthe deformable interfaces between 

the phases, discontinuities offluid properties along phase boundaries and existence ofturbulent 

fluctuations (Ishii and Hibiki, 20 I 0). Consequently, time and space averaged parameters are 

commonly used for describing two-phase flows. Ali parameters presented in this section are 

time-averaged and space-averaged on the cross-sectional area. 

Vapor Quality 

The vapor quality related to mass flow rate Xm is defined as the ratio ofthe gas rhv to 

the total mass flow rate rh., as follows: 

(2.1) 

The vapor quality is also defined based on the local enthalpy. The thermodynamic 

vapor quality is helpful when non-equilibrium thermodynamic states are present such as during 

boiling and condensation under subcooled and superheated conditions. The definition of the 

equilibrium thermodynamic vapor quality xh is given by: 

(2.2) 
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The thermodynamic vapor quality is negative under subcooled conditions and greater 

than unity for superheated conditions. When in conditions of thermodynamic equilibrium 

between the phases, Xm = xh. In this study, the thermodynamic vapor quality is adopted 

throughout the text because this parameter is directly estimated from energy balances (see 

Section 5.3. 1). 

Superficial Velocity and Slip Ratio 

The superficial velocity of a phase can be understood as the velocity that this phase 

would have if it was flowing separately through a channel with the same cross-sectional area 

o f the channel in which the two-phase mixture flows. Thus, the superficial velocities o f liquid 

and gas phases are defined as the ratio of the respective vo lumetric flow rates V to the total 

cross-sectional area A, as follows: 

(2.3) 

(2.4) 

The total superficial velocity can be interpreted as the velocity of the centroid of a 

volume containing the two-phase mixture and is g iven as the sum of superficial velocities of 

each phase, as indicated: 

f = h+ f v (2.5) 

The si ip-ratio for gas-Jiquid flows is defined as the ratio o f in-silu superficial velocities 

of gas to liquid phase: 

S = f v 
h 

Mass V elocity 

(2.6) 

The mass velocity (also named as mass flux) ofthe liquid and gas phases are defined 

as the ratio of respective mass flow rate to the total cross-sectional area A, as follows: 

(2.7) 
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(2.8) 

The total mass velocity is given by the sum of the liquid and gas mass velocities, as 

follows: 

. + . rh 
G = G +G = mt mv 

L v A A 
(2.9) 

Superficial void fraction 

The void fraction is a key two-phase flow characteristic that is necessary to determine 

important parameters such as two-phase density and viscosity, average mixture velocity, flow 

pattern, pressure drop and heat transfer coefficient (Thome, 2004). The void fraction in gas

liquid flows is defined as the ratio of the area occupied by the gas phase to the total area, as 

follows: 

Av At 
ê = - =1- -

A A 
(2.1 O) 

The void fraction assumes values within the interval O :::; E :::; 1, where E = O is the 

condition when only liquid is present and E = 1 only gas. For homogeneous two-phase tlow, 

the liquid and gas fractions are assumed to travei at the same ve locity, hence S = 1 or f v = ft. 
Moreover, the velocity profiles of the liquid and gas phases are assumed uniform. Then, the 

cross-sectional void fraction is given by: 

ê = (1 + 1 -X Pv)-1 
X Pt 

(2.11) 

The drift-flux void fraction models (e.g. Zuber and Findlay, 1965) assume that the gas 

and the liquid phases present different in-situ veloc ities (S i- l) and are non-uniformly 

distributed along the cross-sectional area. In these models, the effects ofthe differences between 

the phases velocities and non-uniformities are accounted by the drift-flux ofthe gas phase Vvf 

and the distribution parameter C0 , respectively. The generic equation for the void fraction 

models based on the drift-flux void fraction models is given as follows: 
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X [ (X 1 -X) Vv} ]-
1 

E= - C0 - +-- +-.-
Pv Pv Pt m 

(2.12) 

where VvJ and C0 are obtained through experimental data fitting. The val ues of Vv1 and C0 are 

usually restrict to a specific flow pattern and cross-sectional geometry. 

The void fraction models based on the principie o f minimum kinetic energy ( e.g. Zivi, 

1964 and K.anizawa and Ribatski, 20 16) assumes that two-phase flow tends to a condition of 

minimum entropy generation when steady-state is attained. Under thi s principie, the 

irreversibilities are minimized. According to this approach, the void fraction E is given by: 

(2.13) 

where K1 and Kv are the momentum coefficients accounting for the non-uniformities of the 

velocity profile along the cross section ofthe liquid and gas phases, respectively. Zivi (1964) 
1 1 

assumes that G~Y = 1 while the method of Kanizawa and Ribatski corre lates (:)
3 

to the ratio 

of liquid and gas viscosities and the Fraude and Weber numbers for horizontal and vertical 

flows, respectively, as follows: 

1 
K - ( cz )-0.092 -0.368 

(Kv
l)3 -- (?li) 1.021 ( _ ) D - for horizontal flows 

Pl Pv g f-lv 

(2.14) 

1 

K - ( czo )-0.222 -1.334 

(K~r = 14.549 (p
1 

_ Pv)Y (:) for vertical flows 

(2.15) 

2.2. Macro to Micro Scale Transition 

Up to present date, there is no consensus in literature about how to define the transition 

between macro and micro-sca le channels. Mehendale, Jacobi and Shah (2000) accomplished 

an extens ive review comparing the heat transfer performance, pressure drop and main design 

issues concerning compact heat exchangers from 67 different studies from literature covering 

tube diameters from 0.001 to 6 mm. In arder to maintain a concise nomenclature, the authors 

defined the following arbitrary classification for the tube size: conventional channels (DH > 
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6 mm), compact channels (1 mm < DH < 6 mm), meso-channels (0.1 mm < DH < 1 mm) 

and microchannels (0.001 mm < DH < 0.1 mm). 

Kandlikar and Grande (2003) proposed a channels classification according also to an 

arbitrary system based on the range ofthe channel hydraulic diameters: conventional channels 

(DH > 3 mm), minichannels (3 mm < DH < 0.2 mm) , microchannels (0.01 mm < DH < 

0.2 mm), transition channels subdivided in transition microchannels (0.001 mm < DH < 

0.01 mm) and transition nanochannels (0.0001 mm < DH < 0.001 mm) and molecular 

channels (DH < 0.0001 mm). The hydrauiic diameter range ofminichannels was chosen based 

on the manufacturing feasibility of obtaining small channels through conventional fabrication 

processes, hence, not requiring special installations (e.g. clean rooms). The inferior limit 

adopted for microchannels classification according to Kandiikar and Grande (2003) is based on 

rarefaction effects in gas flows through the Knudsen Number. The rarefaction effect is 

characterized by the Knudsen number Kn0 , defined as the ratio between the mean free path of 

gas molecules and the channel hydraulic diameter DH· 

(2. I 6) 

Kandiikar and Grande (2003) state that, although the range oftransition is determined 

based on gas flow, it can be also extended to two-phase and liquid flows. Kew and Cornwell 

(1997) introduced a phenomenologica l criterion for the transition between macro and 

microscale based on bubble departure diameter. The criterion of Kew and Cornwell ( 1997) 

considers that bubble confinement during boiling is the main responsible for modifying the heat 

transfer characteristics during convective boiiing inside microchannels when compared to 

larger channels. The confinement number is a dimensionless quantity defined as the ratio of 

Laplace length to the channel hydrauiic diameter, as follows: 

1~ 
Co = DH ~g(pl- Pv) 

(2.17) 

Kew and Cornell (I 997) adopted a confinement number of 0.5 as the transition 

criterion. In contrast, Tripplett et ai. (I 999) choses the transition between scales fo r a 

confinement number equal to the unity. In a study pertinent to the linear stability o f stratified 

flows, Brauner and Moalem-Maron (I 992) defined the transition from macro to micro scale 
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based on a modified Bond number B dmod. The authors argued that the transition from macro 

to micro scale occurs when Bdmod• given below, is equal to the unity. 

(2.18) 

Tibiriçá and Ribatski (20 15) proposed two different phenomenological criteria based 

on flow patterns for calculating the transitional diameter between macro and micro scales. The 

first criterion is based on the analysis of minimum diameter for the occun·ence of stratified 

flows, taking into account the effects of contact angle. For a static plug of Iiquid surrounded by 

vapor, when the forces due to thermodynamic pressure are equal to the horizontal component 

of force dueto surface tension at the triple contact line (liquid-solid-vapor), the liquid plug is 

said to be statically stable and the transition diameter is given by: 

8 y cos() 

(pl- Pv)g 

(2.19) 

The second transition criterion is based on the liquid film thickness uniformity in 

annular flows. They took into account the fact that the degree of uniformity of the liquid film 

is closely related to the channel diameter and vapor velocity. This behavior is associated to the 

fact that, as the tube diameter is reduced, the surface tension forces overcome gravitational 

forces. Tibiriçá and Ribatski (20 15) adopted a transition from macro to micro scale when the 

gravitational force is 5% of the surface tension force. The transitional diameter according to 

their criterion is indicated below: 

y (2.20) 

Figure 2.1 illustrates the variation of the transitional diameter with the saturation 

temperature for Rl34a according to the different methods presented here. From this figure, it 

is seen that large discrepancies among the different criteria are present. For 0°C, the criterion 

ofBrauner and Moalem-Maron ( 1992) predicts a transition diameter of6 mm while the criterion 

of Tibiriçá and Ribatski (20 15) based on the annular film uniformity predicts a transition of 

scales at only 0.2 mm. In this study, the 3 mm diameter is adopted as the limit between macro 
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and micro scale channels, similarly to the studies of Cheng, Ribatski and Thome (2008) and 

Kandlikar and Grande (2003). 

Figure 2.1 - Transitional diameter between macro and micro scale with saturation temperature for 
R 134a according to different cri teria 
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2.3. Two-phase Flow Patterns in Small Diameter Channels 

The variations of parameters such as pressure, temperature and mass velocities give 

rise to a coup\e of different interfacial geometries between the phases, characterizing different 

flow patterns (Cheng, Ribatski and Thome, 2008). Depending on the application, some flow 

patterns can be sought or avoided. For example, the churn flow pattern is usually avoided in 

tube bundles because this type of flow favors excessive vibrations (Álvarez-Bricefío et ai. , 

20 17), which can lead to fatigue failure. On the other hand, the annular flow can be preferred 

in evaporators because the thin film evaporation leads to high heat transfer coefficients. 

Because the heat transfer coefficient and pressure drop are strongly linked to the prevailing 

flow pattern, it is important to have reliable methods able to predict the flow patterns and their 

transitions. 

The flow pattems are commonly classified according to subjective criteria such as 

visual inspection through transparent ducts and with the aid of high-speed cameras. Objective 

criteria such as spectral analysis of pressure drop and void fraction are also used (Jones and 

Zuber, 1974). For adiabatic flows and short tube lengths, the void fraction can be usually 

assumed as constant and, consequently, a prevailing flow pattern is present along the channel. 
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Contrastingly, diabatic tlows exhibits variations of the gas fraction along the tlow direction, 

which gives rises to a sequence o f flow patterns. 

There are differences regarding the flow pattern characteristics and their transitions 

between macro and micro scale channels. As the channel diameter decreases, the surface 

tension forces become more relevant when compared to other forces such as pressure, inertial 

and gravitational. This causes a reduction of the slip velocity and the flow characteristics 

become independent of channel orientation with respect to gravity (Tripplett et ai., 1999). Only 

the flow patterns occurring in microscale channels are discussed in this section. lfthe reader is 

interested in leaming more about the tlow patterns occurring in macro scale channels, it should 

refer to the books o f Collier and Thome ( 1994) and Ishii and Hibiki (20 1 0). 

Similarly to vertical flows in macro scale channels, the stratified tlow is absent in small 

diameter channels, even for horizontal flows. Figure 2.2 illustrates the four possible flow 

patterns according to Sempertégui-Tápia, Álves and Ribatski (20 13). For microchannels, 

generally isolated bubbles tlow is present for vapor qualities lower than I 0% (Costa-Patry and 

Thome, 2013). With increasing vapor quality, intermittent flow (elongated bubbles and churn) 

occurs for vapor qualities of approximately from 15 to 40% according to Costa-Patry and 

Thome (20 13). The intermittent tlow is characterized as a transitional tlow pattern between 

isolated bubbles and annular flow. As the vapor quality further increases from 40%, the flow 

becomes annular and then mist tlow. 

Figure 2.2 - Flow pattern images for R245fa flowing through a 2.32 mm internai diameter channel. 
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Annular - Tsat = 31•c, G = 600 kgfm2s and x = 34% 

Source: Sempertégui-Tápia, Alves and Ribatski (20 13) 
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2.4. Two-phase Flow Pressure Drop 

The local pressure gradient is a resu lt of the combination of three ma in components: 

gravitational , accelerational and frictional (Collier and Thome, 1994). Hence, the pressure 

gradient can be written as follows: 

dP dp dp dp 
+- +-

dz grav dz accel dz 20-fric 

(2.2 1) 
dz 20-total 

The gravitational parcel ofthe gas-liquid flow pressure drop gradient is given as: 

dp 
= [pt(l- E)+ PvE]g sín(e) 

d zgrav 

(2.22) 

where e is the angle between the channel orientation and the horizontal plane. For horizontal 

dp 
flows, e = oo and consequently - = O. 

dzgrav 

The accelerational pressure drop accounts for the kinetic energy variations ofthe flow 

along the channel. In adiabatic two-phase flows, the vapor quality is usually constant and 

consequently the kinetic energy variation is negligible (except when liquid flashing effects are 

relevant) . For diabatic flows, the vapor quality changes along the flow direction, causing 

variations ofthe void fraction which ultimately results in variations ofthe flow kinetic energy. 

Hence, generally, the accelerational pressure gradient cannot be neglected. The equation that 

describes the average accelerational pressure gradient across an infinitesimal channellength !1L 

of constant cross-sectional area is given by: 

!1p 

11Laccel [ 
(1- x)2 x2] } 
p l (1 - E) + p v E in 

(2.23) 

The frictional pressure drop gradient accounts for the flow irreversibilities. Because of 

the underlying phenomena complexity, the analytical models for estimating the frictional 

pressure drop gradient are either not accurate enough o r restrict to a narrow range o f conditions. 

Consequently, a great number o f studies are still devoted to develop new semi-empiric methods 

for estimating this quantity. The two-phase multipliers (0 2
) are used to estimate the fri ccionai 

parcel of the total pressure gradient and can be interpreted as a correction factor for the two-
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phase flow frictional parcel estimated based on single-phase flow of either liquid or gas flows, 

as follows: 

(2.24) 

In the pertinent literature, the expressions for the two-phase multiplier calculation are 

function of parameters such as the Lockhart-Martinelli and also to the Reynolds, Froude and 

Weber numbers. From the classical methods in literature, for estimating the frictional pressure 

gradient during two-phase flow using two-phase multipliers, it is worth to highlight the 

following studies: Chisholm (1967), Gronnerud (1972) and Friedel (1979). 

Strictly empírica! methods for estimating the pressure drop of gas-liquid flows such as 

the method o f Müller-Steinhagen and Heck (1986) and Xu and Fang (20 12) rely on 

mathematical expression obtained by trial-and-error based on experimental data where for x = 

O, !::.p20 = !::.pl and for x = I, !::.p20 = !::.Pv· More recently, Sempertégui-Tápia and Ribatski 

(20 17) developed a strictly empírica! method for predicting the frictional pressure gradients in 

small diameter channels based on the procedure proposed by Muller-Steinhagen and Heck 

( 1986) . 

Homogeneous models can be also employed for estimating the frictional parcel of 

pressure drop in gas-liquid flows. In homogeneous models, the pressure drop is estimated 

similarly to single-phase flow by treating the gas-liquid mixture as a pseudo fluid with density 

estimated according to Phom 2"' = (~ + 1-x)-1 
and dynamic viscosity according to a 

' "' Pl Pv 

relationsh ip from literature such as the method of McAdams (1942) or Cicchiti et ai. (1960). 

2.5. Heat Transfer Mechanisms and Prediction Methods for Flow Boiling 
Inside Small Diameter Channels 

Flow boiling heat transfer is governed by two main mechanisms: nucleate boiling and 

convective effects. The nucleate boiling effects are related to the heat transport by the bubble 

formation and its dynamics, whi le the convective effects are related to the heat conduction and 

advection throughout the fluid. When nucleation effects are dominant, the heat transfer 

coefficient exhibits a strong dependency upon the dissipated heat flux and saturation 

temperature. On the other hand, when convective effects predominate, the heat transfer 

coefficient is strongly dependent on the mass velocity and vapor quality. During flow boiling, 
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the nucleate and convective boiling effects occur concomitant ly, hence, the overall heat transfer 

rate is the result ofthe complex superposition of these mechanisms. 

Figure 2.3 and 2.4 illustrates the differences between flow boil ing under predominance 

o f nucleate boil ing and convective effects according to Kim and Mudawar (20 13). In these two 

figures, subcooled liquid enters the channel. As the bubble nucleation process is triggered in 

the subcooled region, the heat transfer coefficient promptly elevates and bubbly flow occurs. 

In nucleate boiling dominant heat transfer (Fig. 2.3), most of the channel length is typically 

under bubbly and slug flow and the heat transfer coefficient decreases with increasing vapor 

quality as a result of a gradual suppression of nucleation effects caused by flow acceleration 

due to increasing void fraction. Conversely, under predominance of convective effects (Fig. 

2.4), the heat transfer coefficient rises with increasing vapor quality and most of the channel 

length is under annular flow. The increment of the heat transfer coeffi cient with vapor qual ity 

is caused by the gradual thinning of annular fi lm. It is worth noting that Figs. 2.3 and 2.4 

represent limiting cases, thus, the heat transfer coefficient behavior represented in this figures 

cannot be take for granted, e.g. Tibiriçá and Ribatski (20 15) observed bubble nucleation for 

elongated bubbles and annular fl ow patterns. 

Figure 2.3- Sequence o f flow patterns observed in microchannels for nucleate boiling domi nant heat 
transfer. 
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Figure 2.4 - Sequence offlow patterns observed in microchannels for convective boiling dom inant 
heat transfer. 
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Independently ofthe dominant heat transfer mechanism, the dryout of annular liquid 

film is gradual because ofthe lack of symmetry in the formation and drying ofthe annular film 

(Kim and Mudawar, 20 13). From the dryout incipience to its completion, the wall intermittently 

dries and rewets o ver a short time of period and the heat transfer coefficient abruptly decreases 

with increasing vapor quality. Therefore, the dryout inception constitutes an important 

operationallimit because, under uniform and constant heat dissipation, it would lead to a sudden 

ri se of the wall temperature due to the rapid degradation of the local heat transfer coefficient. 

The mist flow occurs right after the dryout completion and its main heat transfer mechanism is 

the forced convection of gas phase. 

Table 2. 1 compile eight well-known methods from literature for predicting the heat 

transfer coefficient during fl ow boiling inside smal\ diameter channels. ln this table, the 

methods were classified according to the following categories: strictly empirical, superposition 

of effects and phenomenological. The strictly empírica! models rely on the Buckingham n 

theorem to correlate the heat transfer coefficient to relevant dimensionless parameters such as 

the Boiling, Weber, Bond and Reynolds numbers as well as the ratio of liquid and gas densities. 

The methods based on the superposition of effects considers that the resultant heat transfer 

coefficient is a combination of nucleate boiling and convective effects. In these methods, a 

suppression factor S and an enhancement factor F are included to account for the gradual 

suppression of bubbles formation and enhancement of convective effects, respectively. The 
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phenomenological models assume a given flow pattern and the heat transfer coefficient is 

modelled based on the specific characteristics and heat transfer mechanisms pertinent to the gas 

and liquid phases topology. 

Table 2.1 - Summary ofthe prediction methods for flow boiling heat transfer in microchannels 

Author 

Lazarek and Black 
(1982) 

Tran et ai. ( 1996) 

Sun and Mishima 
(2009) 

Li and Wu (20 I O) 

Kim and M udawar 
(20 13) 

Kanizawa et a i. 
(20 16) 

Thome et ai. (2004) 

Costa-Patry and 
Thome (2013) 

Data base 

Strictly Empirical 

Rll3, Circular Single-channel, D = 3.15 mm , 
738 Data Points 

R 12, Rectangular/C ircular Singte-channel , 
D = 2.46 and 2.92 mm, 296 Data Points 

Rl l , Rl 2, R123, R1 34a, Rl41b, R22, R404a, 
R407c, R4 1 Oa, C02, H20 , 

Rectangular/Circular S ing le-channel, D = 0.21 
- 6.5 mm, 2505 Data Points 

RI I , RJ 2, R22, R I34a, R245fa, R235fa, 
R123, R410a, FC77, H20 , C02, Propane, 

Ethanot, D = 0. 16 - 3. 1 mm, Circular Singte
channel, 3744 Data Points 

Superposition of Effects 

RI I , R22, R32, R l1 3, Rl23 , R1 34a, Rl 52a, 
R 1234yf, R 1234ze, R236fa, R245fa, R404a, 
R407c, R41 Oa, R41 7a, FC72, C02, H20, D = 
0.19 - 6.5 mm, Single/Multi-channels, I 0805 

Data Points 

Rl34a, R245fa, R600a, D = 0.38-2.6 mm, 
Single-channel, 2050 Data Points 

Phenomenological 

R1 1, R1 2, R11 3, R1 23, R1 34a, Rl4 l b, C02, 
D = 0.77-3.1 mm, S ingle/Multi-channel, 

159 1 Data Points 

R l34a, R236fa, R245fa, Rl 234ze(E), D = 
0.146-3.04 mm, Single/Multi-channel 

G [kg/m2s] 
X[-) 

q" [kW/m2
] 

G = 125 - 750 
x= O-l 

q" = 14 - 380 

G = 44-832 
X = 0 - 0.94 

q" = 3.6 - 129 

G = 44- 1500 
x = 0 - 1 

q" = 5 - 109 

G = 23-3570 
X= 0.]- 1 

G = 19 - 1608 
x=0 - 1 

G = 49-2200 
X= 0.05 - 0.93 
q " = 5 - 185 

G = 50- 574 
X = 0.01-0.99 
q " = 5- 178 

G = 100-1100 
x= 0 - 1 

q" = 8-260 
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The method of Lazarek and Black ( 1982) considers that the nucleate boiling 

mechanism controls the heat transfer process, hence, the heat transfer coefficient is assumed as 

independent ofvapor quality. In their method, Lazarek and Black (1982) correlated the HTC to 

the liquid Reynolds number and the Boiling number. Tran et ai. (1996) also considered the 

nucleate boiling effects as dominant, but instead of including the liquid Reynolds number, 

similarly to Lazarek and Black ( 1982), the authors replaced it with the Weber number to capture 

the surface tension instead of viscous effects. Sun and Mishima (2009) observed a weak 

dependency ofthe heat transfer coefficient upon the vapor quality on their database. Therefore, 

these authors corre1ated the heat transfer coefficient to Boi1 ing, liquid Reynolds and Weber 

numbers. Likewise, Li and Wu (20 I O) considered the heat transfer coefficient to be a function 

ofthe liquid Reyno1ds and Boi1ing numbers, but the Bond number was preferred over the Weber 

number because it captures the bubble confinement effects in small diameter channels. It is 

worth mentioning that the methods of Lazarek and Black (1982) and Tran et ai. (1996) are 

based on very restrict databases covering only one refrigerant, while the methods of Sun and 

Mishima (2009) and Li and Wu (20 I O) relies on broader databases comprising more than 1 O 

refrigerants. 

The methods based on the superposition of effects, which were pioneered by Chen 

( 1966), are based on the estimatives o f the nucleate boiling and convective heat transfer 

coefficients as well as the enhancement and suppression factors. The relati onship representing 

the superposition of effects is similar to mathematical expression originally proposed by 

1 

Churchill and Usagi (1972) of the type: HTC20 = [(S HTCnb)n + (F HTCc)n]n. In this 

relationship, the asymptotic coefficient n ís used to provide a smooth trans ition between 

nucleate and convective effects dominant heat transfer. Kanizawa et ai. (20 16) adopts n = 1 and 

considers the correlation of Stephan and Abdelsalam ( 1980) and the Dittus-Boelter (1930) 

equation for estimating the nucleate boiling and convective heat transfer coefficients, 

respectively . On the other hand, Kim and Mudawar (20 13) adopts n = 2 and use the same 

methods of Kanizawa et ai. (20 16) for estimating the nucleate boiling and convective heat 

transfer coefficients. The suppression factor S is given as a function of the Boiling number, 

reduced pressure and vapor qua1ity in the method ofKim and Mudawar (20 13), while Kanizawa 

et ai. (20 16) considers this parameter to be a function o f the Bond and modified Reyno1ds 

numbers. The two methods consider that the enhancement factor F is a functi on of the Lockhart-

Martinelli parameter and the Weber number. The method of Kim and Mudawar (201 3) was 

able to predict 80% o f the data base used in the adj ustment o f its empírica! constants within an 
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error band of ±30% ( 10805 data points) and the method of Kanizawa et al. (2016) predicted 

97% of its database within ±30% (2050 data points). 

The phenomenological methods consider that the heat transfer coeffi cient is closely 

linked to the prevailing flow pattern. Thome, Dupont and Jacobi (2004) proposed a three-zone 

phenomenological model for predicting the heat transfer coefficient based on the elongated 

bubbles flow pattern. In their three-zone model, transient variations of the local heat transfer 

coefficient are present and caused by the cyclic passage of a liquid slug, an evaporating 

elongated bubble and a vapor slug. The local heat transfer coefficient is considered as the time

averaged value of the heat transfer coefficient over a cycle. Besides its efforts on obtaining a 

complete mechanistic model, the three-zone methodology still relies on the adjustment of five 

empirical coeffi cients to the experimental database, which are difficult to predict theoretically. 

The flow pattern-based prediction method of Costa-Patry and Thome (20 13) is based on the 

combination of the three-zones model (Thome et al. , 2004) for intermittent flow and the 

Cioncollini and Thome (20 11 ) method for evaporating annular two-phase flow. A 

buffer/transition zone is included in this model to provide a smooth transition between the two 

flow patterns. 

In summary, it is speculated that the four methods based on a strictly-empirical 

approach presented in Tab. 2.1 are most suitable for predicting the heat transfer coefficient 

under dominant nucleate boiling effects, as this condition was predominant in their respective 

databases used for adjusting its empirical coefficients. On the other hand, the methods based on 

the superposition o f effects o f Tab. 2. I relied on experimental data bases contemplating both 

nucleate boiling dominant and convective dominant heat transfer, hence they are expected to 

be accurate over a wider range of conditions. The mechanistic models seem to be at its early 

stage given that the pioneering studies in this area are still recent and a small number of these 

model types is available in literature up to present date. There is a lack in literature of fully

mechanistic models up to present date, as the methods ofThome et ai. (2004) and Costa-Patry 

and Thome (2013) sti ll relies on semi-empiric coefficients obtained through data fitt ing. 
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3. LITERATURE REVIEW 

3.1.Introduction 

In this chapter, the implications of steady and non-uniform heat dissipation (spatial 

variations) in the system levei performance of heat sinks based on microchannels operating 

under single-phase flow and flow boiling is addressed. Then, the discussion proceeds to a 

presentation of the studies covering the effects o f transient heat loads (temporal variations) in 

the flow boi ling inside microchannels. At the end, the main conclusions drawn from the 

evaluated studies anda contextualization ofthe present study is performed. 

3.2.Steady Non-Uniform Heat Dissipation in Microchannels-based Heat 
Sinks Operating Under Single-phase Flow 

Lee, Lee and Chou (20 13) experimenta lly investigated the use o f obliquely finned 

microchannels-based heat sink operating under single-phase flow for the thermal management 

of hotspots. A schematic diagram of the heat sink used in their study is shown in Fig. 3. 1. 

Oblique fins provide a combined effect of thermal boundary layer redevelopment and 

generation o f secondary flows, enhancing the heat transfer efficiency. Shorter fin pitches lead 

to intensification ofthe thermal boundary layer redevelopment and secondary tlow generation, 

increasing the local heat transfer coefficient. The authors found that, by varying the oblique fin 

length and fin pitch at heat sink, the local heat transfer coefficient could be tailored to meet 

local heat dissipation and maximum temperature requirements. 

Figure 3.1 - Schematic illustration of a microchannels-based heat sink with oblique fins 

Source: Lee et ai. (20 13) 
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The authors compared the performance of obliquely variable pitch finned 

configuration to fixed obliquely pitch and rectangular channels. According to their results, the 

variable pitch oblique finned heat sink exhibited the lowest maximum temperature and the 

highest degree of wall temperature uniformity at a pressure drop penalty increase of 

approximately I 0-20% when compared to rectangular channels. Figure 3.2 shows a picture of 

the heat sink evaluated by Lee et ai. (20 13) with variable pitch oblique fins to mitigate the 

effects of a central hotspot. 1t can be noted in this figure that the region with smaller fin pitch 

corresponds to the hotspot central region. The goal of such solution is to take advantage of 

higher heat transfer coefficients with smaller fin pitches. 

Figure 3.2- Heat sink with obliquely finned microchannel ofvariable pitch evaluated by Lee, Lee and 
Chou (2013) 

Source: Lee, Lee and Chou (2013) 

Sharma et ai. (20 15) proposed an embedded liquid cooling solution based on 

microchannels for dissipating non-uniform heat flux in electronics. In their study, a rational 

distribution ofthe flow rate was accomplished through passively throttling the flow in regions 

of low heat flux in order to drive the flow towards the regions of high heat flux. The channels 

were etched directly into a silicon waffle. The manifolds were placed on top of microchannels 

to further improve the heat transfer coefficient by the jet impingement at inlet slot nozzles. The 

heat sink was composed offine channels over the hotspot, coarse channels over the background 

anda flow-throttling zone to passively regulate flow distribution in the different regions ofthe 

chip. Figure 3.3 illustrates a schematic diagram oftested microchannels heat sink. For this heat 

sink configuration, the authors were able to successfully improve temperature uniformity while 
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fulfilling industrially relevant constraint o f pressure drop (:S0.4 bar) and pumping power ( <0.3% 

o f total chip power). 

Figure 3.3 - Hotspot-targeted embedded microchannel structure 

[}] Background (I] Throttling ITJ Hotspot 
Microchannets Microchannels Microchannels 

Source : Sharma et ai. (20 15) 

3.3.Steady Non-Uniform Heat Dissipation in Microchannels-based Heat 
Sinks Operating Under Flow Boiling 

The investigations on how the system-level performance is affected by the heat 

dissipation spatial non-uniformities is relatively recent in I iterature. Essentially, mosto f studies 

concerning the thermal management o f hotspots in heat sinks explores optimal fluid-geometry 

configurations that maximize temperature uniformity while maintaining pump power within 

acceptable limits. Koo et ai. (2002) pioneered the theoretical study of the effects of hotspot 

location on the thermal performance of microchannels-based heat sinks operating under flow 

boiling conditions. These authors developed a discrete 1-D model using correlations for 

estimating flow boiling HTC and ôp to explore optimal geometric des igns under non-uniform 

heating. Unfortunately, this model was not able to evaluate CHF and flow instabilities. 

Table 3. 1 summarizes the experimental studies found in literature covering the effects 

ofnon-uniformities in heat dissipation on the performance ofheat sinks based on microchannels 

under flow boiling. The majority of the studies outlined in Tab. 3. 1 used arrays of independent 

heaters to impose non-uniform heat flux on the evaporator footprint, as shown in Fig. 3.4. The 

heaters have integrated RTD sensors, hence, they monitor simultaneously the heat flu x and wall 

temperature. Because each heater is controlled individually, different power map arrangements 

can be generated. 



60 

Figure 3.4- 5 x 5 array ofheater elements anda schematic diagram ofthe microchannel heat sink used 
by Ritchey et ai. (20 14 ). 

Source: Ritchey et ai. (20 14 ). 

Table 3 .I - Summary o f studies concerning non-uniform heating on flow boiling inside evaporators 

Heat Sink 
Number of Fluid Mass Dimensions (L Maximum Hotspot 

Reference Chan nels and and T5" 1 velocity x W) (mm2
] q" orientation and 

DH ( ~tmJ (O C] (kg/m2s) and Heaters (kW/m2 J position 
Arra 

Bogojevic 
DI Transverse 

40, 423 Water 173 15 x 10, lx3 570 (inlet, middle, 
et ai. (20 11 ) toooc outlet) 

Cho et ai. R 123 Transverse 

(201 O) 
33, 300 40 to 60 20 x 20, 3x3 120 (inlet, middle, 

outlet) 

Point, 

Costa-Patry R245fa 500 to 12.8x 17.78, 
Transverse 

et ai. (2012) 
135, 148 

30.5°C 1050 5x7 
1600 (inlet, middle, 

outlet) and 
Parallel (middle) 

Transverse 
Ritchey 

35,291 
FC77 

890 
12.7 X 12.7, 

329 
(inlet, middle 

et ai. (20 14) 97°C 5x5 and inlet/outlet), 
Parallel (middle) 

Costa-Patry et a i. (20 12) verified that the position and orientation of hotspots severely 

impact the HTC distribution and !:lp across the heat sink. These authors observed an increment 

of ó.p for transversal hotspots positioned at the channels inlet when compared to midd le and 

downstream positions. The increment of ó.p was attributed to the anticipation of boiling front, 
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which increased the two-phase region length and consequently the overall pressure drop. 

Moreover, the local HTC at the hotspot region was found to increase with increasing local heat 

flux. Costa-Patry et ai. (20 12) attributed this behavior to the predominance o f nucleation effects 

at the channels inlet, as the flow pattern in this region is usually isolated/elongated bubbles . 

Figure 3.5 (a) and 3.5 (b) shows the flow boiling images obtained by Ritchey et ai. (201 4) for 

a heat sink operating under non-uniform heating di ss ipation and presenting transversal hotspots 

at its inlet and central portions, respectively. Accord ing to these figures, the boiling front is 

moved upstream as c loser are the hotspots to the inlet region of the channels. A lso, the 

predominance of isolated/elongated bubbles flow pattern at the channels inlet is shown in Fig. 

3 .5 (a). 

Figure 3.5- Illustration of the displacement ofthe boi ling front as the transverse hotspot position 
moves from the middle (b) to the the channels inlet (a). 

(a) - lnlet Hotspot (b)- Middle Hotspot 

28.9W 28.0W 

Source: Ritchey et ai. (20 14) 

For transversal hotspots positioned at the channels outlet, Costa-Patry et ai. (20 12) d id 

not observed s ignificant changes of the ó.p across the evaporator and of the local HTC at the 

hotspot region. Moreover, under these conditions, annular flow was present at the downstream 

portion o f the channels. These authors attributed to the predominance of the convective effects 

under annular flow, the fact that the HTC is weakly dependent upon the heat flux. This a lso 

explains the low variations oflocal HTC with increasing heat flux for th is hotspot configuration. 

For transversal hotspots located at the central portion of the heat sink, the region ofthe channels 

on top of the hotspot region were found to correspond to the transition between 

elongated/coalescing bubbles and annular flow pattern . Under this configuration, the local HTC 

at the hotspot region increases with increasing the local heat flux, mostly due to the 

predominance o f nucleate bo il ing effects (Costa-Patry et a i., 20 12). 
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Costa-Patry et ai. (2012) and Cho et a i. (2010) verified as direct consequence of 

streamwise-oriented and local (single heater) hotspots at multichannel heat sinks, the flow 

maldistribution among the channels. Under this heating condition, the channels located close 

to the hotspot experience higher heat dissipations than the neighbor channels, leading to an 

increase on the vapor quality at their exit. Assuming that a li channels should present almost the 

same pressure drop (plenums with constant and uniform absolute pressure), the mass flow rate 

of the channels positioned close to the hotspot position is reduced to counter balance the 

increase of the pressure drop gradient along these channels due to higher vapor qualities. 

Moreover, the reduction ofthe mass flow rate along the channels closer to the hotspot region is 

followed by an increase o f the mass flow rate in the neighbor channels, keeping the total mass 

flow rate constant. Figure 3.6 exhibits images obtained by Ritchey et ai. (20 14) illustrating the 

aggravation offlow maldistribution as the average footprint heat flux is maintained fixed while 

the local heat flux of a streamwise oriented hotspot is increased. lt is important to note that, for 

high ratios of hotspot to the footprint heat flux, the mass flow rate reduction associated to the 

hotspot region can be great enough to lead to criticai heat flux. Thus, the authors suggested that 

is preferable to ori ent hotspots perpendicu lar to flow direction when possible. 

Figure 3.6 - Illustration ofthe anticipation ofboiling front as the hotspot is positioned at the channels 
inlet 

Source: Ritchey et ai. (20 14) 

Overal l, the studies that investigated the effects ofhotspot position and orientation on 

the overall performance o f microchannels-based heat sinks (Cho et al., 20 I O; Costa-Patry et ai., 

20 12; Ritchey et ai., 2014) observed that the modifications of the system-level performance is 

closely linked to modifications ofthe flow pattern along the channels. Costa-Patry et ai. (20 12) 

concluded that transverse hotspots should be placed at the channels inlet for optimum cooling 

performance, but at an expense of increments of tlp. Also, long hotspots streamwise-oriented 
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should be avoided when possible, as they cause severe flow maldistribution among the 

channels. 

Bogojevic et al. (20 1 I) performed an experimental evaluation of non-uniform heating 

effect on flow boiling instabilities in a silicon multi-microchannel. The influence oftransverse 

hotspot position (channels inlet, middle and outlet) and hotspots severity on the flow 

instabilities was investigated by these authors. During single-phase flow, no variations of the 

temperature in the perpendicular direction of the channels were noted. However, Bogojevic et 

ai. (20 li) observed that, for increasing heat tlux, the onset of boiling promptly caused non

uniform flow distribution among channels, with the presence of boiling in some channels and 

single-phase flow in others, leading to transverse temperature variations across the heat sink. 

The authors attributed this behavior to the irregularity ofthe number o f stable bubble nucleation 

sites per channel, which is inherent to the random distribution of cavities size o f the channels 

surface. Under non-uniform heating, Bogojevic et ai. (20 I I ) found that the transverse variations 

o f temperature were less severe when the hotspot was positioned at the ending portion o f the 

channels. 

The influence o f hotspot severity on flow instabi I ities was studied by Bogojev ic et ai. 

(20 1 I) through an analysis o f the pressure and temperature signals in the frequency domain. 

For this analysis, the heat tlux at the hotspot was gradually increased while the background heat 

flux was maintained along the remaining sections. Based on the signals from pressure 

transducers and temperature sensors, a progressive transition from high-amplitude low 

frequency (HALF) to low amplitude high frequency (LAHF) fluctuations was observed for 

increasing heat flux at the hotspot region, independently of its position. Moreover, a cross

correlation analysis revealed that the peaks of pressure and wall temperature signals occurred 

concomitantly. Figure 3.7 shows the discrete Fourier transform of the differential pressure 

signal for increasing heat tlux in the hotspot positioned at the ending portion of the channels, 

illustrating the transition from HALF to LAHF fluctuations. 

Bogojevic et ai. (20 11) considered that under the HALF regime, the tluctuations of 

temperature and pressure signals were not driven by the growth of confined bubbles along the 

individual channels because synchronized peaks of temperature were observed between 

channels with and without boiling. Instead, the fluctuations of temperature and pressure were 

primarily attributed by the compressibility effects in the inlet and outlet manifolds. With further 

intensification of boiling and the transition to the LAHF regime, uncorrelated disturbances 
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developed in individual channels, suggesting that the perturbations of LAHF regime were 

induced by the confined growth and expansion o f bubbles inside the channels. 

Figure 3.7 - lllustration ofthe differential pressure s ignal transition from high-amplitude low 
frequency to low amplitude high frequency fl uctuations for increasing heat flux at the downstream 

hotspot region 
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Cho et ai. (20 1 O) evaluated the performance of four different combinations of plenum 

and channel geometries for cooling transverse hotspots (upstream, central and downstream) and 

uniform heating for flow boiling inside microchannels. In their study, straight and diverging 

channels with rectangular and trapezoidal plenums were etched to silicon waffles, as shown in 

Fig. 3.8. 

Figure 3.8- Heat sink configurations evaluated by Cho et ai. (20 I O) under non-uni form heating 
conditions 
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Source: Cho et ai. (20 I O) 
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Under uniform heating conditions. the diverging microchannels heat sink with 

trapezoidal headers exhibited the smallest pressure drop, but the temperature uniformity was 

the poorest one and the maximum temperature the highest. For non-uniform heating, Cho et a i. 

(20 I O) also verified that the diverging channels configuration led to the poorest temperature 

uniformity. Figures 3.9 and 3 .I O illustrate the differences o f temperature distribution across the 

heat sink according to the hotspot position for the configurations composed of trapezoidal 

headers with straight and diverging microchannels, respectively. From these figures, it is seen 

that the degree o f uniformity o f the wall temperature is higher for straight microchannel s (Fig. 

3.9). Moreover, Fig. 3.9 reveals that the greatest temperature peaks occur for downstream 

transversal hotspots. Additionally, the results of Fig. 3.9 corroborate the recommendation of 

Costa-Patry et ai. (20 12) to position transverse hotspots at the upstream portion for minimizing 

wall temperature differences. 

Figure 3.9- Wall temperature distribution for the heat sink with straight microchannels and 
trapezoidal headers according to different hotspot positions 
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Reve llin et a!. (2008) developed a 1-D numerical model to predict the maximum 

suitable heat fl ux at the hotspot region without achiev ing criticai heat flux (CHF) conditions. 

These authors considered that the CHF occurs when the liquid film thickness reaches a crit icai 

size for annular flow derived based on a Kelvin-Helmholtz instability analysis. These authors 

validated their model based on experimental data for un iform heating, and then performed a 

parametric analysis of the CHF considering the effects of the refrigerant type, saturation 

temperature, mass velocity, channel diameter, heated length, size, location and number of 

hotspots as well as the distance between two consecutive hotspots. 

Revellin et ai. (2008) concluded that, under fixed saturation temperature, R245fa is the 

best refrigerant for dissipating high heat fluxes without inducing CHF, fo llowed by R l34a and 

R236fa. Additionally, these authors indicated reductions ofthe maximum safe heat flux at the 

hotspot region as the saturation temperature increases. lncrements of the mass velocity 

improved the maximum allowed hotspot heat flux. An increase in the number o f local hotspots 

lowered the maximum safe heat flux on the hotspot region. For multi pie hotspots configuration, 

the influence of a hotspot on the others decreases with increasing the distance in between the 

hotspots, and, as a result, the maximum allowed heat flu x at hotspots increases. As expected, 

Revellin et ai. (2008) noted that, the closer the hotspot was positioned to the microchannels 

inlet, the higher is the maximum allowed heat flux at the hotspot because the liquid film is much 

thicker at the channels inlet, a low vapor quality region. 

3.4. Transient Heat Loads to Flow Boiling in Microchannels 

Bes ides the need to understand the impact of the transient heat loads at the cooling 

efficiency, only a few studies are devoted to this topic, as revealed by a thorough search the 

literature. In this section, only the studies found in literature pertinent to flow boiling under 

transient heat loads in microchannels are presented. 

Huang et ai. (20 16) studied the thermal response of a multi-microchannel evaporator 

under conditions of co ld startups (step change in the heat fl ux from a null power) and periodic 

step variations of the heat flux within two leveis. These authors employed infrared 

thermography ( 1.1 ms time response and 83 J..Lm per pixel) to measure the wall temperature 

variations on the evaporator footprint anda high-speed camera for flow visualization. Fig. 3. 11 

(a) obtained by Huang et ai. (20 16) shows the transient behavior of the wall temperature for a 

fixed position at the centerline ofthe heat sink where the maximum temperature occurred, and 

Fig. 3.11 (b) displays the corresponding evolution of the centerline wall temperature according 
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to the flow direction. These authors observed that the temperature variations occurring during 

the cold startup tests were related to a progression of different flow scenarios (A to E in Fig. 

1.11). At time A, a sudden uniform heat load is imposed to the previously undisturbed liquid 

flow and the wall temperature rises abruptly from 28 to 67°C. At time B, the boiling process is 

established. From B to C, the "explosive boiling" phenomenon is present. The abrupt confined 

growth of bubbles caused the vapor to expand towards the channel inlet and outlet directions, 

pushing the liquid away to the plenums and yielding to further increments of the wall 

temperature up to point C . As soon as the pumping power is increased by the frequency inverter 

controller to meet the new condition of inlet pressure and pressure drop for maintaining the 

initial mass velocity, the subcooled liquid fl ow is pushed back to the channels and the 

temperature drops from C to O. At point E, steady-state flow boiling is achieved. 

Figure 3. 11 - Temporal variations ofthe wall temperature for a fixed position at the heat sink 
centerline (a) and temperature pro file along the heat sink centerline (b) during a cold startup o f a 

silicon microchannels-based heat sink composed of 67 channels, DH = O.l mm, R236fa, G = 1500 
kg/m2s, ó.T.wb = 5.5°C, T,a, = 31.5°C and q "max = 300 kW/m2 
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A parametric analysis of the maximum base temperature and the time required to 

trigger boiling during the cold startup tests was performed by Huang et ai. (20 16). These authors 

found that reducing the inlet orifice width, heat flux magnitude, inlet subcooling and outlet 

saturation temperature but increasing the mass velocity decreased the maximum base 

temperature occurring during cold startups. On the other hand, the time required to trigger 

boiling increased with increasing the inlet orifice width, inlet subcooling, mass velocity and 

outlet saturation temperature but decreased with the heat flux magnitude. 
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The influence of the heating pulse period (2, 4 and 8 seconds) on the thermal response 

ofthe evaporation process under uniform heat flux periodic variations from 200 to 300 kW/m
2 

was also investigated by Huang et ai. (20 I 6). The authors did not observe significant changes 

ofthe maximum and minimum wall superheat temperature with increasing heating pulse period. 

Moreover, the wall temperature oscillations induced by the step changes of the heat load were 

damped out along the tube axial direction. At the channels inlet, single-phase and subcooled 

boiling prevailed while at the downstream portion, annular flow was typically present. Hence, 

the oscillations were damped out along the tube mostly because the establishment of annular 

tlow along the axial direction. 

Mi ler et ai. (20 I O) studied the two-phase flow response in single microchannels under 

square heating pulses. Their study focused on understanding the effects of pu lsed heating on 

governing physics of bubble nucleation and expansion using a channel of 250 IJ.ffi width (the 

channel height was not informed) etched to a silicon beam of 32 mm length. In their study, 

heaters and temperature sensors were micro fabricated at the bottom surface. Three independent 

heaters, each covering one-third of the channellength were installed, but only the microheater 

furthest from entrance was used to impose an average heat tlux of approximately 450 kW/m2
. 

Ten temperature sensors were distributed along the microchannel. A syringe pump promoted 

the circulation of deionized (DI) water ata flow rate of 0.015 g/min and a high-speed camera 

provided tlow visualizations. Square wave heating pulses of 25% duty cycle were tested at 8 

Hz and ll Hz. The heating pulses frequencies were selected as to be marginally above and 

below the bubble departure frequency recorded under steady heating conditions. 

The results obtained by Miler et al. (20 lO) indicated that, for fixed time-averaged heat 

flux, the average wall temperature under heating pulsed at 8 Hz was 8 oc higher than steady 

heating. Miler et a i. (20 I O) observed that th is augmentation was caused by the matching ofthe 

heating pulses to the bubble dynamics. Under heating pulses, the higher heat flu x levei 

corresponded to the bubble incipience and the lower heat tlux levei to the bubble expansion and 

depatt ure. Hence, the highest heat tlux is applied when the heat transfer coefficient is lowest, 

and vice-versa. The disagreement between the high heat tlux and high heat transfer coefficient 

periods explained the increment of average wall temperature under heating pulses when 

compared to steady heating. 

Chen and Cheng (2009) studied the "explosive boiling" of water inside a single 

rectangular microchanne l of D11 = 0.2 15 mm under subcooled conditions. These authors 

employed a platinum microheater (60 x I 00 !J.m2
) to impose heating pulses of 2 ms while the 
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local wall temperature was monitored through the variations ofthe heater electrical resistance. 

The bubble diameter was inferred from the images captured through a high-speed camera. 

Depending on the heat flux and the mass velocity, single-phase, nucleate and film boiling heat 

transfer were observed by the authors, as shown in Fig. 3. 12. Under nucleate boiling regime, a 

collapse of the bubble was registered immediately after its incipience and rapid growth, 

followed by subsequent bubble osci llations. Chen and Cheng (2009) noted that the pressure 

waves induced by the quick bubble growth were reflected by the microchannel walls, thus 

suppressing further growth and promoting wall temperature oscillations. Under high enough 

heat flux, a stable vapor blanket was formed over the microheater and the temperature kept 

ri sing while the heat flux was maintained over 2 ms period. 

Figure 3.12- Flow boiling map ofwater under pulse heating in a microheater within a microchannel 
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3.5. Conclusions 

A restrict but increasing number of studies was found in literature covering the 

outcomes of spatial and/or temporal variations of the heat load during flow boiling inside 

microchannels. Moreover, the pioneering studies in this field are relatively recent as they date 

back to the beginning ofthe last decade. Hence, the investigations pertinent to this topic seems 

to be at its earlier stages. This observation elucidates the potential of original contribution to 

the literature by the present study. The experimental data analysis performed in this study 

revealed interesting conclusions that served as the foundations for the proposal of a novel 

methodology for estimating wall temperature variations caused by heating pulses during flow 

boiling in microchannels. 
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The following specific conclusions were drawn from the studies analyzed in this 

section: 

• To achieve optimal cooling performance, long hotspots should be oriented 

transversally to the flow direction and positioned at the channels inlet, as this increases the 

overall heat transfer coeffici ent across the heat sink and the maximum allowed hotspot heat 

flux without CHF occurrence. Also, long streamwise-oriented hotspots should be avoided when 

possible, as this would further exacerbare the flow maldistribution among the channels. Local 

hotspots induce flow maldistribution, hence the severity o f this effect needs to be evaluated to 

avoid CHF occurrence in the channels experiencing lower mass flow rate; 

• The flow instabilities diminish by positioning a transverse-oriented hotspot at 

the downstream portion of the channel. Moreover, a transition of the wall temperature and 

pressure fluctuations from high amplitude low frequency to low amplitude high frequency is 

expected under increasing heat flux at the hotspot region; 

• Diverging channels are not suitable for cooling non-uniform heat loads as they 

exacerbate the temperature non-uniformity when compared to rectangular channels; 

• Cold startup experiments in a multi-microchannels heat sink reveals a great 

temperature overshoot before the stabilization of flow boiling. The influence of the mass 

velocity, inlet orifice width, heat flux magnitude, inlet subcooling and outlet saturation 

temperature at the maximum temperature and the boiling delay time were identified. Step 

variations of uniform footprint heat flux between two leveis showed that the temperature 

osc illations were damped out along the flow direction. Unfortunately, experiments were 

performed for on ly few conditions and the results were inconclusive. Hence, further tests are 

necessary to fully characterize the influence o f the mass velocity and heating pulses period at 

the dynamics o f wall superheat temperature; 

• Matching the heat load dissipation with the lifecycle of a bubble during flow 

boi ling can greatly change the average wall superheat temperature under fixed time-averaged 

heat flux; 

• When compared to conventional channels, "explosive boiling" in microchannels 

is affected by the reflection o f pressure waves at the channel walls, which contributes to early 

collapse ofbubbles and great oscillations oftemperature. 
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4. EXPERIMENTAL APPARATUS 

4.1. Test Bench 

A multi-purpose test bench built in 20 li at the Heat Transfer Research Group -

EESC/USP to suppott investigations of convective boiling inside single small diameter 

channels was used in the experimental campaign ofthe present study. Previously, the test bench 

has been employed successfully to investigate flow pattern (Sempértegui-Tapia, Alves and 

Ribatski , 20 13), criticai heat flux (Tibiriçá, Czelusniak and Ribatski, 20 i5), pressure drop and 

heat transfer coefficient experimental assessment for different small channels geometries 

(Sempértegui-Tapia and Ribatski, 20 13), diameters and materiais such as stainless steel and 

polyamide tubes (Marzoa, Ribatski and Thome, 20 16). F o r this work, the test bench was 

modified to suppott an investigation on hotspot effects on convective flow boiling inside small 

diameter channels. Figure 4.1 shows a picture of the experimental test bench described in this 

chapter. 

Figure 4.1 - Multipurpose experimenta l test bench located at Heat Transfer Research Group
EESC/USP (Nov/20 16) 

The experimental setup was composed of a main circuit containing the test fluid and 

an auxiiiary ethylene-glycol/water circuit. The closed-loop main circuit is schematically 

illustrated in Fig. 4.2. 
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Figure 4.2- Schematic diagram ofthe refrigerant circuit 
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In the main circuit, a self-lubricating oil-free micropump was used to drive the 

refrigerant. A mass flow meter operating based on the Coriollis principie was located 

downstream ofthe micropump. The mass flow was set by a proportional-integral contrai system 

acting on a variable-frequency drive that powered the pump. An absolute pressure transducer 

anda thermocouple immersed within the fluid , both located at the pre-heater entry, were used 

to evaluate the thermodynamic state of the refrigerant at the pre-heater inlet. Needle valves 

placed upstream of the pre-heater and downstream of the test section were used to minimize 

two-phase flow oscillations dueto confined bubble growth. Also, two transparent quartz tubes 

were installed upstream to the pre-heater and downstream to the test section. The first 

visualization section was used to check the presence of vapor bubbles at the pre-heater inlet, 

whi le at the second tube, flow patterns were visualized. 

The operational pressure in the main circuit was set by the refrigerant tank, which 

contained a saturated mixture of vapor and liquid. The saturation pressure at the tank was 

thermally regulated by a serpentine coil placed inside the tank, which was fed with fluid from 

reservo ir li. Figure 4.3 illustrates the thermodynamic states o f refrigerant along the main circuit 
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in apressure vs. enthalpy diagram. A supply line connected the bottom ofthe tank to the closed

loop circuit. From the supply line, the refrigerant flowed through a heat exchanger, where is 

subcooled (1 -2), and then through a filter/dryer (2-3) located downstream to the micropump. 

At the micropump, the pressure was raised (3-4) and then the refrigerant flowed through the 

Coriollis mass flow meter ( 4-5). A second heat exchanger, located downstream of the mass 

flow meter, was used to subcool the fluid (5-6) and ensure that no vapor bubbles were present 

at the preheater inlet. A needle valve, placed upstream of pre-heater inlet, imposed a local 

pressure drop (6-7) to reduce the propagation offluid instabilities from the heated sections to 

the remaining circuit and vice-versa. 

Figure 4.3 - Pressure vs. enthalpy diagram ofthe refrigerant thermodynamic states along the main 
circuit (Rl34a) 
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Downstream of the needle valve, a visualization section allowed to check the presence 

of vapor bubbles at the pre-heater inlet. Just upstream of the pre-heater inlet, the subcooled 

liquid enthalpy was estimated from its temperature T1, evaluated through a 76 J..tm type K 

thermocouple immersed within the fluid, and its pressure p 1, evaluated through an absolute 

pressure transducer. In the pre-heater, the fluid was heated up to the desired condition at the 

test section inlet through Joule effect (7-8) by applying direct current (DC) across the tube 

walls. The heating effect at the test section was also obtained through Joule effect (8- 9). Once 

the refrigerant left the test section, its temperature T2 was determined from a 76 J..tm Type K 

thermocouple in direct contact with the fluid. The absolute pressure at the exit was estimated 

based on the absolute pressure at the pre-heater inlet p 1 and the pressure drop llp, measured by 

a differential pressure transducer. A second visualization section, placed downstream of test 

section exit, allows visual inspection o f the flow patterns. Again, a needle valve was installed 
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downstream of the visualization section to reduce instability propagation (1 0). A tube-in-tube 

heat exchanger was used to condense and subcool all the vapor generated at the heated sections 

( 1 0---+1 1 ). The refrigerant state at the condenser exit ( 11 ) coincides with the refrigerant state at 

refrigerant tank exit ( 1) when the closed-loop circuit operates under steady-state. 

4.1.1. Auxiliary Circuit 

The auxiliary circuit shown in Fig. 4.4 was used to contrai the saturation pressure in 

the main circuit refrigerant tank (I), to subcool the refrigerant entering the micropump (li) and 

the pre-heater (III) and to condense and subcool the test fluid in the condenser (IV) . 

Figure 4.4- Schematic diagram ofthe auxi liary circuit 
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A centrifugai pump circulated an anti-freezing solution of 60% ethy lene-glyco1/water 

in the auxiliary circuit, which was composed of electrical heaters controlled by PIO modules, 

three reservo irs, two heat exchangers and a vapor compression refrigeration system operating 

with R404a. The vapor compression refrigeration system was used to cool the solution in the 

reservoir J. In reservoirs 11 and fH, the desire temperature was adjusted by either cooling and 

heating the fluid according to the experimental requirements. If reservo ir temperatures lower 

than ambient temperature were required, then the solution from reservoir I was circulated 

through the two heat exchangers shown in Fig. 4.4 to cool the ethylene-glycol/water solution 

of the reservoirs li and III. The rate ofheat exchange between reservoirs 11 and lll and reservoir 
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I was regulated by controll ing the mass fiow rate of coolant solution from reservoir I through 

manually manipulating the respective needle valves. Jf reservoir temperatures higher than the 

ambient temperature were demanded, electrical resistances controlled by PIO modules were 

used to heat the fluid contained in the reservoirs li and JJI. Centrifugai pumps promoted the 

circulation ofthe anti -freezing solution ofthe reservoirs. 

4.1.2. Pre-heater and Test Section 

The pre-heater and the test section were 355 and 90 mm long, respectively, and formed 

by a 495 mm straight horizontal stainless steel (AISI-316L) single channel. Tubes with internai 

diameters of 0.5 and 1.1 mm and outer diameters of 0.7 and 1.3 mm, respectively, were 

employed during the experimental investigations. 8oth tubes were manufactured by Unimed®, 

a Swiss-based company. Figure 4.5 illustrates a schematic diagram of the pre-heater and test 

section. The test section was composed of a single tube containing a lO mm long hot spot 

section, which was located in between two 40 mm long tube segments, as shown in Fig. 4.6. 

Figure 4.5- Schematic diagram ofthe pre-heater and test section (Dimensions in mm) 
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Figure 4.6- Schematic diagram ofthe test section (Dimensions in mm) 
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The heating effect along the tube was obtained through Joule effect by directly 

powering its surface through copper electrodes. One DC power source powered the pre-heater, 

while two DC power sources supplied electrical current to the test section. As shown in Fig. 

4.5 , one of them was connected to the externai terminais and powered uniformly ali the test 

section length. The second one powered only the hot spot, delivering extra heat to this region. 

The DC source powering the hot spot was controlled analogically and was able of delivering 

sinusoidal, saw tooth and square power waves by means of a LabVIEW script acting as a 

function generator. 

The copper electrodes soldered to the tube externai wall s behave like fins, disturbing 

the temperature fi eld near their proximities. Therefore, to avoid measurement errors dueto fin 

influence, the surface temperature measurement locations along the test section were chosen 

based on a tridimensional steady-state solid heat conduction simulation performed with 

Ansys®. The computational tool was used to determine the size of the zone affected by the 

presence of electrodes and ensure that the thermocouples were fixed far enough from the 

di sturbed zone. Figure 4.7 shows the simulated geometry. 

Figure 4.7 - Simulated geometry and boundary conditions adopted for the evaluation offin effect in 
the test section dueto copper e lectrodes presence (Dimensions in mm) 
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In this analys is, the following boundary conditions were adopted: (i) uniform internai 

heat transfer coefficient of 5 kW/m2 and fluid bu lk temperature of 40°C, (i i) uniform volumetric 

heat generation within the tube wal ls providing a heat flux o f I 00 k W /m2 referred to the tube 

internai surface, (iii) copper electrodes and tube with adiabatic externai surfaces, (iv) perfect 

thermal contact between electrodes and the tube and (v) temperature of 20°C at the copper 
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electrodes tips. A thennal conductivity o f 40 I W /mK was adopted for the copper and 16.2 

W/mK for the stainless steel. Figure 4.8 illustrates an isometric view of the 30 temperature 

field of the test section accord ing to the simulated condition. A convergence and mesh 

independence analysis was performed and the accuracy o f the results were guaranteed. 

Figure 4.8- Illustration ofthe fin effect ofthe soldered copper el ectrodes on the test section 
temperature field 
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Figure 4.9 shows the numerical results for the externai wall temperature profi le along 

the longitudinal direction ofthe tube. From this figure, it is possible to verify severe temperature 

gradients in the region near to the electrodes. Based on this result, it can be concluded that the 

transition length between disturbed and undisturbed temperature field regions is equal to 4 mm 

apart from the electrodes. Therefore, to ensure appropriate temperature measurements, a 

minimum distance of 5 mm from electrodes was adopted for the whole test section. It is worth 

mentioning that, ideally, the hotspot should be as short as possible, but unfortunately the fin 

effect limits its minimum value to 1 O mm length. 
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Figure 4.9 - Externai wall temperature profile along the test section 
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A type K thermocouple composed of wires with diameter of 13 Jlm was used for 

transient temperature measurements at the hot spot section. For the remaining sections, four 

pairs oftype K thermocouples made ofwires with diameters of76 )lm were placed 15 mm apart 

from the electrodes. A thermal adhesive made of alumina oxide and boron nitride (Arctic 

Alumina™) was used to fix the thermocouples, improving the thermal contact and keeping their 

electrical insulation. To min imize heat tosses to the environment, the pre-heater and test section 

were covered with consecutive layers of rock wool and elastomeric foam. Figure 4. 1 O shows 

the test section without thermal insulation. 

Figure 4. 1 O- Test section assembly without thermal insulation. 

4.1.3. Instrumentation and Apparatus 

In this section, detailed descriptions of the main components ofthe test bench such as 

sensors, actuators and data acquisition system are presented. 
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Micropump and Variable-Freguency Drive 

A magnetic drive gear pump manufactured by Micropump® model GA-V21J8KS4 

was employed to drive the refrigerant in the main circuit. The pump was controlled by varying 

the electric motor input frequency with a variable-frequency drive (VFD) from ABB® model 

ACS 150 o f 0.5 HP/ 220Y. Table 4.1 summarizes the ma in characteristics o f the micropump. 

Table 4.1 - Micropump operational parameters 

Maximum ~p 880 kPa 

Maximum Rotation Speed 6000 rpm 

Maximum Yolumetric Flow Rate 2.52 L/h 

Maximum Temperature 260°C 

A verage Efficiency 61.9% 

Maximum Fluid Viscosity 2.5 kg/m.s 

Refrigerant Tank 

A refrigerant tank with an internai volume o f approximately 0.01 m3 was used. The 

tank was supported by a dynamometer, allowing the evaluation of the refrigerant inventory. 

The dynamometer presented a full scale of 20 kgf and scale divisions o f 0.1 kgf. 

Mass Flow Meter 

A mass flow meter operating according to the Coriollis principie was placed 

downstream of the micropump to assure subcooled conditions and, therefore, to avoid bubbles 

presence dueto eventual cavitation inside the meter. The mass flow meter used in the test bench 

is manufactured by Emerson® model Micro Motion 2700, covering mass flow rates from O to 

84 kg/h with an assoe iate absolute erro r o f 0.1% of full scale (±0.084 kg/h). The meter output 

signal was an electrical current ranging from 4-20 mA, linearly proportional to the measurement 

range o f the senso r. 

DC Power Sources and Waveform Generator 

Three DC power sources manufactured by Lambda/Genesys® model GEN 20-38 with 

maximum power of 760W/220V were employed to supply electrical current to the pre-heater 

and test section. The DC sources are able to deliver electric potential difference from O to 20V 

and electrical currents up to 38A. All DC sources contain remote sensing to compensate voltage 
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drop at the power leads. The DC sources connected to the pre-heater and background 

communicates to the computer through a RS-485 digital interface. 

Analog communication (l/O) was adopted in the hotspot DC source because the jitter 

of digital communication was nonviable. A waveform generator was implemented in Lab 

VIEW and the generated signal was sent from the DAQ system analog output port to the 0-SV 

electrical current input port of the DC source. The range of DC source electrical current (0-

38A) was linearly proportional to the signal input range (0-SV). In the Lab VIEW interface, 

the heat flux waveforms (square, saw tooth and sinusoidal waves) and its average and half 

ampl itude were set. 

Pressure Transducers 

Two piezoresistive absolute pressure transducers manufactured by Endress Hauser® 

model PMP 131 were employed to the pressure measurements at the pre-heater inlet and 

refrigerant tank. 8oth pressure transducers have a full scale of I MPa and maximum error of 

0.5% of full scale (5 kPa). A piezoresistive differential pressure transducer with pressure taps 

located at the pre-heater inlet and test-section exit was used to determine the pressure drop 

across the small diameter channel full length. The ceramic differential pressure transducer was 

manufactured by Endress Hauser® model Deltabar S with a full range of 0-300 kPa and 

maximum error of 0.075% of the full scale (225 Pa). The output signal of the absolute and 

differential pressure transducers was an electrical current ranging from 4 to 20 mA. 

Thermocou pies 

For the pre-heater and test-section, type K thermocouples (chromel/alumel) which 

wires were manufactured by Omega® were employed for fluid and surface temperature 

measurements. Ali thermocouples employed to the surface temperature measurements were 

fixed by a thermal adhesive made of alumina oxide and boron nitride (Arctic Alumina™). 

Before fixing the thermocouple beads to the tube wall , a thin layer of thermal adhesive was 

applied to the measurement region to provide electrical insulation from the DC sources and 

lower contact thermal resistance. The thermocouple beads were tensioned against the tube wall 

during the cure time ofthe thermal adhesive to guarantee a good thermal contact. 

Thermocouples of 76 J.liD wire diameter within the tube were used to measure fluid 

temperature at the pre-heater inlet and test section exit. For outer tube wall temperature 

measurements other than the hotspot region, thermocouples of76 J.liTI wire diameter were used. 



81 

In the hotspot region, a thermocouple of l3f.lm wire diameter was placed in the middle ofthe 

section as shown in Fig. 4.1 O. Ali thermocouples were connected to extension cables made of 

the same material and with wire diameters 254 f.lm through type K connectors, both 

manufactured by Omega®. Type T thermocouples of 1 mm wire diameter were placed in the 

reservo irs I, li and IIl for temperature monitoring. 

Data Acquisition System and Test Bench Control 

The SCXI-11 00 module, manufactured by National lnstruments®, was employed as 

the data acquisition and control system in the test bench. A multifunction PCI-6221 acquisition 

board was connected to the computer through a 32-bit PCI slot. The SCXI-11 00 bundle was 

composed of the following signal conditioners: SCXI-1140 (8-channel simultaneous-sampling 

differential amplifier module), SCXI-1142 (8-channel low-pass Bessel filter module), SCXI-

1180 (direct connection with terminais) and SCXI-1102 (32-channel thermocouple/voltage 

input module). The SCXI-1142 module was connected in cascade with SCXI-1140 for signal 

noise filtering . Terminal blocks SCXI-1302, SCXI-1303 and SCXI-1 304 were connected to 

signal conditioners according to the scheme shown in Fig 4.11 . 

Figure 4.1 1 - Schematic diagram of data acquisition system components interconnections 

~
solute Pressure 

lfferentlal Pressure 
Mass Flow Rate 

C Voltage/Current Readlng (Analoglc) 

ÍOc Current Command (Analoglc) 
l,yartable.frequency Dr1ve 

[Type Tand K 
[!ilermocouples 

DC Source (Pre-heater) Serial RS-232 

DC Source (Test Section) 

SCXI-1100 

jscxt-1140 -.... 
...... , SCXI-1304 jscxt-1142 

N 
o 
~ -- jsc xt-1180 
õ 

SCXI-1302 Q. -- ....__ 

-- j scx1-1102 -- SCXI-1303 

Shunt resistors with thermal precision o f 249Q ± 0.1 %/°C were used to convert 

electrical current to voltage drop measurements for the transducers whose output signal was an 

electrical current. A Lab VIEW procedure, designed to serve as the interface between the user 

and data acquisition system, was used to monitor, control and record the experimental 

conditions during the tests. Figure 4.12 shows the front pane I of LabVIEW code developed for 

this work. Table 4.2 summarizes the main specifications and associated errors of ali sensors 

and actuators employed in the test bench. 
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Figure 4. 12- Front pane! of LabVIEW interface 

Table 4.2 - Main specification and associated errors ofthe sensors and actuators installed in the test 
bench 
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5. EXPERIMENTAL PROCEDURE AND DATA REDUCTION 

5.1. Introduction 

In thi s chapter, the procedures adopted for the tests during the experimental campaign 

and the data regression analysis are described. An analytical expression for estimating the heat 

losses during the tests was derived based on the data from diabatic single-phase experiments. 

Then, the heat losses expression was employed for determining the heat flux profile along the 

pre-heater and test section. 

In the data regression procedure, the conservation o f momentum and energy equations 

were discretized and so lved for every time instant according to an upwind scheme considering 

quasi-steady flow. The vapor quality and fluid temperature profiles were derived from the local 

pressure and enthalpy. A discussion ofthe experimental uncertainties and the validation ofthe 

experimental apparatus and data regression analysis is also presented at the end ofthis chapter. 

5.2. Energy Balance and Heat Losses Estimation 

In this section, the experimental procedure performed to evaluate the heat losses from 

the heated sections is detailed. An analytic expression for estimating heat losses is derived from 

the experimental data. Also, the method adopted for estimating the heat losses during flow 

boiling tests is presented. 

5.2.1. Heat Losses Evaluation 

Diabatic single-phase experiments under uniform heating along the at preheater and 

test section were performed to estimate the heat losses to the env ironment. The range oftested 

experimental conditions for single-phase flow is shown in Tab. 5. 1. The test conditions were 

carefully set to provide outer wall temperatures close to those occurring during flow boiling 

experiments. The room temperature was kept almost constant during the experiments (21 to 

23°C). The relative heat losses to the environment (a") for each test were estimated as the total 

power provided by the pre-heater (Ppre) and test-section (Pbg) DC sources minus the rate of 

fluid sensible heat variation, as follows: 

(5.1) 
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where hin and hout are the fluid enthalpy estimated at the pre-heater inlet and test section outlet, 

respectively, based on the corresponding local temperature and pressure measurements. 

To support the development of a correlation for the relative heat losses, the average 

Nusselt number over the heated length (Nu) was estimated for each test based on the method 

of Gnielinski (1976) considering fluid average temperature and pressure. The average fluid 

temperature is taken as the arithmetic average between inlet and outlet temperatures and the 

average pressure is calculated as the mean value between inlet and outlet local pressures. The 

range of average Nusselt number and relative heat losses is presented in Tab. 5.1 for the two 

tube diameters evaluated in the present study. 

Table 5.1 -Range of experimental conditions and main results ofthe diabatic single-phase tests for 
estimating the relative heat losses to the environment 

D=O.Smm D= 1.1 mm 

Reynolds Number 2500 to I 0000 4000 to 14500 

Uniform Heat Flux 3 to 19 kW/m2 8 to 28 kW/m2 

Average Nusselt Number lO to 60 20 to 80 

Relative Heat Losses 13 to 40% 8 to 28% 

Number of Data Points 27 18 

5.2.2. Analytical Expressions for the Heat Losses 

The relative heat losses were correlated as functions of the average internai Nusselt 

number according to a power law relationship () = a Nuv b, where the coefficients a and b 

were determined through the least squares method. Figures 5. 1 and 5.2 display the experimental 

results and the corresponding curve fits based on the analytical expressions for relative heat 

losses against the average Nusselt number. According to the figures, the relative heat losses are 

correlated reasonably well as functions ofthe average Nusselt number within an absol ute error 

range of only ±3% and correlation coefficients higher than 85%. The analytical expressions 

indicate that the heat losses are inversely proportional to the average Nusse lt number (b < 0). 

Therefore, low heat losses are associated to high Nusselt numbers (heat transfer coefficients). 

The experimental results for the D = 0.5 mm tube suggests that a linear relationship 

between the relative heat losses and the average Nusselt number holds true. Conversely, the 

data for D = 1.1 mm signposts for a power law dependency o f the relative heat losses upon the 

average Nusselt number. Although a linear function yields higher correlation coefficient for D 
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= 0.5 mm (R2 = 0.95) than obtained under power law approximation (R2 = 0.85), the power law 

was still considered because it captures the asymptotic stabilization of the heat losses as the 

N usselt number is increased. Moreover, a linear approximation would eventually yield to 

negative heat losses under high enough N usselt numbers, which is non-realistic. 

Figure 5. 1 - Relative heat losses to environment vs. average Nusselt number for the 0.5 mm internai 
diameter tube 
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Figure 5.2 - Relative heat tosses to environment vs. average heat transfer coefficient for the 1.1 mm 
internai diameter tube 
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Procedure for Estimating Heat Losses During Flow Boiling Tests 

The heat losses along the tube were evaluated considering the local Nusselt number 

and based on the one-dimensional discrete model described in Section 5.3 . ln thi s evaluation, 

the method o( Gnielinski (1976) was used for calculating the local Nusselt number for single

phase forced convection and the method ofKanizawa et a!. (20 16) was employed for estimating 
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the flow boiling heat transfer coefficient. No distinctions were made between the thermally 

developing and fu lly-developed single-phase flow regions. This simplification does not 

compromise the accuracy ofthe heat lesses estimation because the entrance length corresponds 

to a portion o f less than 15% o f total heated length. The methods of Gnielinski ( 1976) and 

Kanizawa et ai. (20 16) were chosen because they provided the predictions o f the steady-state 

experimental data, as shown in Section 5.5. The theoretical local Nusselt numbers along the 

pre-heater and test section are used to estimate the local relative heat losses according to the 

expressions shown in Figs. 5.1 and 5.2. 

Figure 5.3 shows the Nusselt number profile along the tube during a flow boiling test 

based on the methods of Gnielinski ( I 979) and Kanizawa et ai. (20 16). The results indicate four 

different plateaus (dashed red line) where the heat transfer coefficient can be assumed as 

constant. As a consequence, the relative heat tosses can also be assumed constant along each of 

the four plateaus. The Jowest local heat transfer coefficient (lowest plateau) occurs along the 

single-phase flow region. The step increase in the local heat transfer coefficient along the pre

heater (second lowest plateau) indicates the transition from single to two-phase flow. The 

highest heat transfer coefficients (highest plateau) occurs at the hotspot, where the heat flux 

dissipation is maximum. Along the background region (second highest plateau), the average 

heat transfer coefficient is higher than the va lues displayed for the two-phase flow region along 

the pre-heater mainly due to higher heat flux dissipation along this region. 

Figure 5.3 -Nusselt number profile along the tube axial direction during flow boiling for D = 1.1 mm, 
T.,ut= 31 °C, G = 600 kg/m
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Figure 5.3 also displays the local relative heat losses for each ofthe four regions with 

uniform heat flux distribution. In this figure, great variation of the loca l relative heat losses 

among the zones (from 34% to 3%) is noted. Therefore, a non-uniform heat losses profile is 

assumed and the following relative heat losses coefficients are considered according to the 

heating zones: single-phase flow at the pre-heater (o-10_pre), two-phase flow at the pre-heater 

(o-20-pre), background (o-bg) and hotspot (o-hpot) · An iterative scheme is necessary to estimate 

the heat losses. For the first iteration, uniform relative heat losses of l 0% was assumed and the 

local heat transfer coefficient profile was estimated. Then, the four relative heat losses 

coefficients (o-10-pre• o-20-pre• O"bg and O"hpot) were calculated based on the average Nusselt 

number o f the respective region. The current values are used as the initial guesses for the next 

iteration. Numerical convergence was assumed when the differences between the results ofthe 

current and the previous iteration was smaller than 0.1% for the four relative heat losses 

coefficients. The validation ofthe heat losses estimation procedure is shown in Section 5.5. 

5.3. Data Reduction Procedure 

In this section, the data reduction procedure employed for estimating the experimental 

transient behavior of the local heat transfer coefficient at the five different locations where 

thermocouples are fixed at the tube outer wall (see Fig. 4.6) is detailed. The first step consisted 

on importing the data gathered during the experimental campaign from a lvm fi le using 

MA TLAB. Each lvm fi le contains the discrete time series vectors for the following parameters: 

mass flow rate, absolute and differential pressures, temperatures and electrical current and 

voltage difference. 

The method described in thi s section assumed quasi-steady 1-D flow to model the time 

changes of local fluid pressure, temperature, enthalpy and thermodynamic vapor quality along 

the tube axial coordinate i. The tube length was divided into Nmax discrete elements and the 

time domain in tmax discrete time steps. An upwind finite-difference scheme was adopted for 

solving fluid 1-D conservation o f momentum and energy equations for every time instant j . The 

simplifying assumptions and closure relationships are presented and briefly discussed. The 

model was implemented in a MA TLAB (20 l4b) code with the thermodynamic and transport 

properties ofthe fluid evaluated according to CooiProp (V4.0). The experimental validation of 

this model is performed in Section 5.5. 
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5.3.1. Presentation of the Model 

For a given time instantj, the mass velocity Gj was ca)culated as the ratio between the 

instantaneous mass tlow rate m1 and the internai cross sectional area ofthe tube as follows: 

(5.2) 

where Dint is the tube interna! diameter. 

As illustrated in Fig. 4.6, the test section was composed of a 1 O mm hotspot region in 

between two 40 mm segments, one upstream and other downstream of the hotspot. The 

instantaneous electrical power delivered to the preheater Ppre . was determined from the product 
) 

ofmeasured voltage drop Vpre . and electrical current l pre ., as follows: 
) ) 

(5.3) 

The background and hotspot DC sources are connected in parallel at hotspot region 

(see Fig. 4.5). In this region, the electrical currents supplied by the two DC sources l bg. and 
) 

l hpot. sum up. The corresponding voltage drop is the value measured by the hotspot DC source, 
J 

Vhpot . . Then, the instantaneous electrical power delivered to the hotspot region Phpot . was 
) J 

estimated as follows: 

(5.4) 

In the background region o f the test section, the instantaneous delivered power Pbg j 

was calculated as the product ofthe measured voltage drop VbBj and the electrical current Jb9 j 

discounted the parcel of power delivered by the background DC source to the hotspot region 

vhpotj l bg j' as follows: 

(5.5) 

Uniform heat dissipation was assumed along heated sections. The internai superficial 

area was considered as the internai area o f the tube comprised by the two electrodes connected 

to the DC source. The instantaneous heat tlux at each heated region was evaluated as the ratio 

o f the effective electrical power and the internai superficial area of the channel. The effective 



89 

electrical power was estimated by discounting the relative heat lesses a from the total power 

supplied to the heat sections. The relative heat !asses were estimated according to the procedure 

described in Section 5.2.3. The instantaneous heat fluxes at the pre-heater q\0 - pre and 

q"20- pre• background test section q"bg and hotspot q "hpot were given as follow: 

= 

Pvrej(1 - a10-pre) 

rrDintLvre 

Ppre . (1 - 0"20-pre) 
} 

Pb9 /1 - ab9 ) 

rcDintLbg 

where L is the corresponding heated lengths. 

(5.6) 

(5.7) 

(5.8) 

(5.9) 

For a given time instantj, the heat flux profile along the tube axial direction i was 

determined based on the local heat flux (Eqs. 5.6 to 5.9) and the respective heated portion of 

the tube, as depícted in Fig. 5.4. 

Figure 5.4 - Instantaneous heat flux profi le along the tube axial direction during flow boiling tests for 
D = 1.1 mm, T.w1 = 3 1 °C, G = 600 kg/m2s, b.Tsub = 8°C, q"pre = 6 kW/m 2

, q"bg = 40 kW/m2 and 

q"hpot = 80 kW/m
2 
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After estimating the local heat fl ux throughout the axial direction of the tube, the 

instantaneous tluid properties along the small diameter channe l were evaluated. Spatial 

variations of pressure and enthalpy were assumed across each discrete element and the local 

vapor quality and tluid temperature were derived from the local pressure and enthalpy based on 

thermodynamic state functions. A generic discrete element is schematically illustrated in Fig. 

5.5. 

Figure 5.5 - 1-D Fluid discrete element 
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The equations governing the local enthalpy and pressure variations across a control 

volume of Fig. 5.5 were obtained considering the following simplifying assumptions: 

• One-dimensional quasi-steady flow along the axial direction; 

• First order upwind finite difference discretization of pressure and enthalpy; 

• Uniform heat dissipation within an element; 

• Constant pressure gradient within an element; 

• The pressure gradient is composed of frictional and momentum (assumed nu li 

for single-phase flow) parcels; 

• Uniform length elements with t:.L= constant. 

For the first element (i = 1) at time instant j , the local pressure was given by the 

measurement ofthe absolute pressure transducer P1> shown in Fig. 4.2. The fluid was subcooled 

at the tube entry, therefore the loca l enthalpy for i = 1 was estimated from the fluid inlet 

pressure p1 and temperature T1 (see Fig. 4.2). The tluid local thermodynamic vapor quality xi,j 

of every discrete element was estimated from the fluid local pressure PiJ and enthalpy h i,j and 

was evaluated according to CooiProp (V4.0), as fo llows: 
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xí,J ==Vapor quality (p = Pí,J and h= hi.J) (5.10) 

where xi.J < O for subcooled and O < xi,J < 1 for saturated conditions. 

An energy balance across the discrete element illustrated in Fig. 5.5 provided the fluid 

enthalpy at its outlet hí+l.J , as fo llows: 

q" . . rr Dint !J.L 
h h 

t ,j 
i+l.j = i,j + --=---.--

m} 

(5. 11 ) 

where q" . . is the instantaneous local heat flux and !J.L is the discrete element length. 
t ,j 

The pressure at the control volume exit Pi+t,J was estimated from the inlet pressure 

Pi.J and the pressure drop along the element !J.Pi,J: 

Pi+t,J = Pi,J - !J.pi,J (5. 12) 

The pressure drop across a discrete element !J.pi,J was estimated by different methods 

depending upon the flow condition. For single-phase flow (xi,J < 0) , the pressure drop f1Pi,J 

was calculated as shown: 

[ 
2 t c

2 J !J.p· · = -- [').L when x· ·< O 
L,) Dint P l · · t ,) 

1,) 

(5. I 3) 

where the fanning friction facto r f is given according to the correlation o f Churchill ( 1977) for 

smooth tubes and p 1 is the fluid liquid density calculated based on local pressure and enthalpy 

ati. 

For two-phase flow (O < xi,J < 1), the total pressure drop was estimated from the sum 

of the contributions of frictional and momentum parce ls, as follows: 

!J.p · · = !J.p · · + f1p · · when O < X · · < 1 t,J t,J 2(1)- fric t,J 2(1)- accel t,J 
(5.14) 

The frictional pressure drop parcel !J.pi 1· . was estimated according to the method 
' 2(1)-[nc 

of Sempertégui-Tápia and Ribatski (20 17) for small diameter channels: 
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t:.pij . = [F(1 - x)l/À +(2ftoG2)xÀ] t:.L 
' 20- fnc Dint P l · · 

t ,] 

(5.15) 

where the two constants F and À are determined based on the local fluid conditions and the 

liquid friction factor fto was estimated from Churchill (1977) considering the liquid-vapor 

mixture as only liquid. It is worth to note that the procedure developed by Sempertégui-Tápia 

and Ribatski (20 17) relies on experimental data that was obtained in the same test bench ofthe 

present work for the same hydraulic diameter and refrigerant, thus great accuracy was ensured. 

For calcu lating the momentum pressure drop parcel, backward difference scheme was 

adopted. In this case, a forward difference scheme wi ll require iterative calculations of the 

element outlet void fraction Ei+l,j and pressure Pi+l,j because these parameters are related to 

each other. Therefore, the backward difference scheme was preferred because it leads to an 

explicit expression for the pressure drop dueto fluid acceleration t:.pi 1· "' , as shown: 
• 2w- accel 

2![(1-x)z xzl [(1 - x)2 x2
] I f::.p·. = c. +- - + -

t,]20 - accel 1 p 1(1- E) PvE i,j Pt(l- E) PvE i-l,j 

(5.16) 

where the local void fraction Ei.j is null for subcooled conditions and for saturated flow, is 

estimated based on the method o f Kanizawa and Ribatski (20 16) for horizontal tubes. 

During the tests, the transition from single-phase to two-phase flow occurred at the 

preheater. The single-phase length L10 was assumed equal to the distance between the pre

heater inlet and the first discrete element where xi,j > O. The fluid local temperature along the 

single-phase region was estimated from the local pressure and enthalpy, as follows: 

Tr i.j = Temperature(p = Pi,j and h= hi,j) (5.17) 

For the two-phase region, saturated mixture of liquid and vapor was assumed and the 

fluid temperature was estimated directly from the local saturation pressure: 

Tr . . = Saturation Temperature(p = Pi 1·) w . (5 .1 8) 

The local internai wall temperature ofthe tube was assumed as equal to thermocouple 

reading (fixed at outer wall) because the Biot number was smaller than O. I for every tested 

condition. In fact, the greatest Biot number was found to be 0.06, estimated based on the lowest 
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average heat transfer coefficient recorded during flow boiling tests. Moreover, the 1-D radial 

transient conduction equation governing the heat transport across the tube walls was 

numerically solved using experimental data as the boundary conditions. The results from the 

numerical solution showed that the greatest difference between inner and outer wall 

temperatures were smaller than 0.08°C, hence, tower than the temperature uncet1ainty. 

Therefore, the heat diffusion time through tube walls was fast enough to allow to assume 

uniform temperature across the radial direction without significant errors. 

Finally, the instantaneous heat transfer coefficient was estimated for the five different 

locations where thermocouples were fixed on the tube outer wall (see Fig. 4 .6). Therefore, 

according to the Newton' s Law of Cooting, the instantaneous heat transfer coefficient is given 

by: 

ai,J = 
Ttc·. - Tt· . 

L,] L,] 

.. 
q .. 

L,] 
(5. 19) 

where Ttc . . is the instantaneous reading o f the corresponding thermocoupte. 
L,] 

Figure 5.6 summarizes the data reduction procedure. The procedure starts by 

importing the .lvm file generated by the Lab VIEW interface. The calculations proceed for the 

first time instant. For every time instant iteration (data acquisition rate of 25 points per second), 

heat tosses of 10% were initially assumed. Then, the instantaneous heat flux pro file was 

determined based on the power output ofDC sources and the relative heat tosses. The procedure 

continues by determining the pressure and enthalpy of the first discrete element. The so lution 

proceeds by marching forward across the discrete elements and calculating respective local 

pressure and enthalpies according to the proper relationships. When the iteration reached the 

last element, the heat transfer coefficient profile was determined and new heat tosses 

coefficients were calculated. If the difference between the initial values for heat tosses 

coefficients and the resutt obtained from the current iteration was small enough, convergence 

was assumed and the procedure goes to the next time step. Otherwise, the heat tosses 

coefficients for the next iteration were estimated based on the data from the current iteration. 

The procedure repeated itself for every time instantj untit the time tength chosen for anatysis 

was reached. 

After performing the procedure indicated in Fig. 5.6, the wall superheat temperature 

and heat transfer coefficient time-averaged values were calculated as follows: 
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f1Tw = mean{f1Tw(t)} for O:::;; t:::;; tcycte (5 .20) 

a= mean{a(t)} for O :::;; t :::;; tcycle (5.21) 

The half amplitude of the wall superheat temperature was also estimated by the 

following expression: 

f1Tw Amp. = ~ [ max{f1Tw(t)}- min{f1Tw(t)}] for O:::;; t:::;; t cycle 

Figure 5.6- Algorithm for the 1-D Discrete element procedure 

Estimatc HTC profilc 
and calculatc thc four 

rc lativc heat loss:cs 

(5.22) 
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5.4. Experimental Uncertainties 

Table 5.2 summarizes the measurement uncertainties related to the measured and 

estimated parameters. The measurement uncertainties associated to the absolute/differential 

pressure transducers, mass flow meter and DC source voltage/cuiTent readings were obtained 

from the datasheet provided by the manufacturer. For estimating the heated length ofthe pre

heater, background and hotspot regions, the distance between a given pair of electrodes was 

measured according to two different instruments. Because o f its large length, the pre-heater was 

measured by a stainless-steel ruler with I mm divi sions and total length of 500 mm. The 

uncertainty associated to the pre-heater heated length is assumed as the roundíng error, or 0.5 

mm. A digital caliper of 150 mm total length and 1 O J.lm resolution was used for measuring the 

length of hotspot and background regions and its measurement error was assumed as equal to 

its resolution. Regarding the tube diameter, the digital caliper was used to check if the tube 

diameter matches the nominal specifications. The tube diameter uncertainty is assumed as the 

tolerance reported by the manufacturer of ±20 J.lm. 

Table 5.2 - Experimental uncertainties associated with measured (left) and estimated (right) 
parameters 

Measured Estimated 
U ncertainty 

Parameter 
Uncertainty Para meter 

D 20 Jlffi X 2 to 6% 

Lpre lmm G 4 to 8% 

Lhpot 20 Jlffi Tr 0.22°C 

Pentry 4.5 kPa q" 3 to 6% 

liPdiff 150 Pa a20 7 to 10% 

Ttc 0.14 oc 

v 0.01 v 

I 0.01 A 

m. 0.1 % 

The errors associated to the temperature readings by the type K thermocouples were 

determined by a curve calibration procedure for a temperature range of 15 to 65°C, using a 

thermostatic bath anda bu lb thermometer. The uncertainty related to each ofthe thermocouples 
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was estimated similarly to the procedure suggested by Abernethy and Thompson ( 1973) using 

five different curves for each temperature sensor channel. The maximum and average 

uncertainty ofthe 15 calibrated thermocouples was O.l4°C and 0.13°C, respectively. Thus, an 

absolute uncertainty of O.l4°C was assumed for ali temperature measurements. The 

uncertainties associated with estimated parameters were calculated using the method proposed 

by Moffat ( 1988) and their estimatives are detailed in Appendix A.!. 

5.5. Experimental Validation of the Test Apparatus and Data Reduction 
Procedure 

In this section, the validation of the test apparatus and data reduction procedure is 

presented for both tube diameters (D = 0.5 mm and D = 1. 1 mm). To evaluate the accuracy of 

heat losses estimation procedure presented in Section 5.2.3, single-phase heat transfer 

experiments were performed. The experimental Nusselt numbers at the hotspot region for both 

test sections were compared to seven methods for predicting the Nusselt number for single

phase turbulent flow, as shown in Figs. 5.7 and 5.8. From those figures, it is seen for high 

Reynolds numbers that there was a reasonable agreement between the experimental results and 

most ofthe prediction methods displaying deviations within a range of ±20%. For low Reynolds 

number, the experimental results agree reasonably well with the Gnielinski ( 1976) predictions, 

a well reputed method from literature. Based on this result, the data for single-phase heat 

transfer experiments were considered accurate enough and the heat losses estimation procedure 

is assumed to be valid. 

Figure 5.7 - Comparison between predictions for the sing le-phase Nusselt according to seven methods 
from literature and the experimental results number of D = 0.5 mm test section. 
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Figure 5.8 - Comparison between predictions for the single-phase Nusselt according to seven methods 
from literature and the experimental results number of D = 1.1 mm test section. 
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Flow boiling experiments under steady heating were also performed to ensure that the 

data reduction procedure described in Section 5.3 is accurate enough to estimate the 

experimental heat transfer coefficient not only for single-phase flow conditions. Figures 5.9 

and 5. 1 O compare the results for the local heat transfer coefficient at the hotspot region to seven 

methods from literature for D = 0.5 mm and L. I mm, respectively. 

Figure 5.9- Comparison offlow boiling heat transfer coefficient for steady-state conditions for D = 

0.5 mm, T.,at = 31 °C, G = 600 kg/m2s and q" hpot = 40 k W /m2 
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Both figures indicate good agreement between the experimental data and the results 

provided by most o f the correlations. In this comparison, it is important to emphasize that the 

heat transfer coefficient according to different methods can deviate in some cases more than 

I 00%, as seen in Figs. 5.9 and 5. 1 O under high vapor quality conditions. Therefore, as the 
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experimental results of present work agrees with the majority o f prediction methods within an 

uncertainty of ±20%, the results were considered as satisfactory and the data reduction 

procedure was taken as accurate enough. 

Figure 5.10- Comparison offlow boiling heat transfer coefficient for steady-state conditions for D = 

1.1 mm, T.mr = 31 °C, G = 400 kg/m2s and q"hpot = 25 kW/m2 
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The calcu lation o f the pressure pro file across the tube requires an accurate model, as 

the fluid temperature profile at the saturation region was determined based on the local pressure. 

Tnaccuracy of local pressure estimation d irectly translates into heat transfer coefficient errors. 

The validation ofthe pressure drop model was performed by comparing the differential pressure 

transducer readings with the pressure difference between the tube inlet and outlet given by the 

data reduction procedure summarized in Fig. 5.6. The same database presented in the results 

section, which contemplates flow boiling tests under transient heating, was used to verify the 

accuracy of the model. This database comprises 2 16 experimental points for each of the two 

tested tube diameters. lt is important to note that single-phase and two-phase diabatic regions 

were present during the tlow boiling tests, thus the validation performed here evaluates the 

accuracy of a combination of single-phase/two-phase friction factor and void fraction 

estimations. 

Figures 5. 11 and 5.1 2 display the comparison of experimental and estimated pressure 

drop for the entire tube Iength for D = 0.5 and D = 1.1 mm, respectively. These figures suggest 

that mosto f the pressure drop estimates presented an associated erro r within a range o f ±5 k.Pa. 

According to the Clausius-Clapeyron equation, an erro r o f ±5 kPa for R 134a at 31 o c saturation 

temperature translates into errors of ±0.22°C in the tluid temperature. Hence, the errors 

associated to saturation temperature were slightly greater than wall temperature measurements 
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(±0.15°C). The errors of fluid pressure and temperature were considered as acceptable and the 

pressure drop calculation algorithm shown in Fig. 5.6 was considered to be accurate enough for 

the experimental conditions ofthis study. 

Figure 5.11- Assessment ofthe pressure drop model accuracy for the D = 0.5 mm test section 
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Figure 5.12 - Assessment o f the pressure drop model accuracy for the D = 1.1 mm test section 
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5.6. Experimental Procedure 

· 5.6.1. Transient Heating Flow Boiling Tests 

The tests were initiated by turning on the condenser unit and the centrifugai pumps of 

the reservoirs I, 11 and 111. Then, the target temperatures at reservoirs li and III were set by the 

PIO modules which control the heating rate supplied by the cartridge electrical resistances. The 

anti-freezing so lution from reservoir 11 was circulated through a serpentine coi l within the 

refrigerant tank to exchange heat with the test fluid, establishing the desired saturation pressure 

in the tank and, consequently, in the main circuit. Then, the micro pump was tumed on and the 

mass flow rate was adjusted by a proportional-integral controller actuating on the variable 
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frequency driver that powers the purnp. Once the rnass flow rate reaches steady-state, the DC 

sources were turned on. After this, the electrical power delivered to the pre-heater DC source 

was gradually adjusted until achieving the desired vapor quality at the test section inlet. Next, 

the two DC sources connected to the test section were set and power was supplied to the hotspot 

and background regions o f the test sect ion according to a pre-defined experimental condition. 

Data points were logged when stable conditions were verified. Transient heating tests were 

considered under stable condition when steady-state oscillation ofhotspot wa\1 temperature was 

verified. Steady-state oscillation was assurned when the average, maximum and minirnum wall 

temperature variations were within deviations lower than 0.05°C. 

5.6.2. Uniform Heating Single-Phase Flow 

The single-phase experiments were initiate by turning on the rnicropump and by 

circulating subcooled liquid refrigerant through the microtube. When the mass velocity was 

stabilized according to the desired condition, the pre-heater DC source and the DC source 

connected to the externai terminais of the test section were turned on and set to dissipate the 

same electrical current. This practice provides uniform heat fiux dissipation along the length of 

the tube comprised by the first electrode of the pre-heater and the last electrode of the test 

section (see Fig. 4.5). The heat dissipation rate was set as to keep a subcooling degree of 4°C 

at the tube outlet in order to assure the exchange o f only sensible heat. The visual ization sections 

at the tube inlet and outlet were used to guarantee the absence o f subcooled fiow boiling. 

In order to cover a broad interval of Reynolds and Nusselt nurnbers, the rnass velocity 

and heat flux were gradually increased from the lowest to the highest tested values, always 

maintaining fixed the subcooling degree of 4°C at the tube outlet. For each test, the local single

phase N usselt Nurnber was measured at the five different locations where thermocouples were 

attached to the tube walls (see Fig. 4.6). Hydrodynamically and thermally fully developed fiow 

was assumed at the test section inlet since LID > 300 at this region for both tube diameters. The 

experimental results for the single-phase Nusselt number were presented in Section 5.5 and 

were used to validate the energy balance estimation procedure as described in Section 5.2.3. 

5.7. Influence of the Fluid Saturation Temperature on the Wall Superheat 
Temperature Dynamics 

During the transient heating experirnents, the pressure drop across the tube varied 

cyclically with the heating pulses. The variations of the heat load at the hotspot region 



IOI 

introduces perturbations to the tube outlet vapor quality, which implies on oscillations of the 

pressure gradient profile, evaluated through the cyclical variations of the pressure drop 

measured by the differential pressure transducer. However, the mass velocity was verified to 

be nearly constant and undisturbed during these tests. Hence, the variation of the tube hydraulic 

resistance dueto the heating pulses were not high enough to affect the mass tlow rate delivered 

by the micropump. Because the fluid is saturated at the hotspot region, variations of the tluid 

local pressure are associated to changes in the fluid local temperature. Therefore, it is reasonable 

to assess the levei of tluid temperature tluctuations during the experiments, as this procedure 

permits to check if the tluid temperature tluctuations intluence sign ificantly on the behavior of 

the wall superheat temperature. 

In the present analysis, the levei of oscillations of the local tluid temperature at the 

hotspot central portion was quantified by the peak-to-peak amplitude of the local tluid 

temperature. The local tluid temperature ofhotspot central region is obtained from reduction of 

the experimental data according to the procedure described in Fig. 5.6. Figure 5. 13 displays the 

frequency distribution of the peak-to-peak tluid temperature amplitude occurring during the 

tests. 

Figure 5.13- Distribution offluid temperature oscillations during transient flow boiling tests 
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According to Fig 5 .1 3, the tluid temperature amplitude for D = 1.1 mm is lower than 

0.1 °C while for D = 0.5 mm, its value is within the interval from O. I to 0.3°C. It is reasonable 

to expect greater fluid temperature tluctuations for the smallest diameter tube, as the pressure 

gradient monotonically increases with the reduction of the channel diameter. The peak-to-peak 

wall superheat temperature amplitude ranged from I to 4°C during the transient heating tests. 

Hence, the wall superheat temperature was assumed to be marginally affected by the variations 

offluid temperature, independently ofthe tube diameter. 
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5.8. Characterization ofthe Temperature Sensor Dynamic Response 

lt is essential to know the thermal time constant of temperature tluctuations 

measurement at the central hotspot region as this parameter indicates the minimum time-scale 

of phenomena that the temperature sensor is able to capture. According to Bradley and 

Matthews ( 1968), thermocouples with a length to diameter ratio LID > 200 present negligible 

axial-direction heat conduction, thus, they can be assumed as a first-order lag system. A lumped 

thermal capacitance model can be assumed for the tube walls; hence, its dynamics could be also 

represented by a first-order differential equation. Consequently, it is reasonable to consider that 

the association of the thermocouple bead and the tube walls can be approximated and 

represented by a single lumped thermal capacitance. In this case, the time constant is related to 

the combined effects o f thermal inertia o f the tube walls, thermal interface resistance between 

thermocouple bead and the tube, the thermal inertia of thermocouple bead and the local heat 

transfer coefficient. 

For the present study, the time constant of a given data set was estimated using the 

System Identification Toolbox 9.1 from MA TLAB 20 14b based on the instantaneous heat flux 

as the input and the hotspot thermocouple readings as the output signal. The normalized root 

mean square error was employed as an indicator of how we ll the response ofthe model fits the 

data. Only results with normalized root mean square error smaller than 20% were considered, 

resulting in 108 and 56 data points for D = 0.5 and 1.1 mm, respectively. Figure 5.14 shows the 

frequency distribution for the estimated time constant segregated according to the tube 

diameter. 

Figure 5. 14 - Frequency distribution of estimated time constant based on experimental data for the 
two tested tube diameters 
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The results displayed in Fig. 5.14 indicate average time constants of 181 and 552 ms 

for D = 0.5 and 1.1 mm, respectively, corresponding to cut-offfrequencies of0.88 and 0.29 Hz. 

The lowest time constant is recorded for the smallest diameter tube. This result was expected 

as the characteristic length of the tube cross section is lower for the smallest tube diameter. 

Since the maximum cutoff frequency is close to I Hz, ata rough estimate, one can assume that 

only temperature variations lower than I O Hz w ill be captured by measurement method 

employed in this work. In fact, some tests revealed that the temperature fluctuations reduce to 

a levei within the measurement uncertainty (O.I5°C) for frequencies higher than 6 Hz, in 

general. Accordingly, the heat pulses frequency was limited to 2 Hz during the flow boiling 

transient tests. As abovementioned, the cutoff frequency is approximately three times greater 

for D = 0.5 mm when compared to D = 1.1 mm. Therefore, for a given frequency of heating 

pulses and fixed fluid conditions, the effects of thermal inertia are more pronounced for D = 

1.1 mm. This consideration should be taken into account when comparing the results between 

the two tube diameters for fixed test conditions. 

lt is also worth to mention that, while the order ofmagnitude ofthe temperature sensor 

time constant is around 100 ms, the heat transfer mechanisms during flow boiling inside the 

small diameter channels can have a much smaller time-scale. This can be illustrated by 

considering that the elongated bubble passage frequency for a 2.32 mm diameter tube is 40 

bubbles per second ( 1 bubble every 25 ms) for R 134a, Tsar = 3 1 °C, x = 4% and G = 300 kg/m2s, 

as experimentally observed by Arcanjo, Tibiriçá and Ribatski (201 0). Under the same fluid 

conditions and constant heat flux, the temperature measurement employed in this work would 

not be able to capture the variations of wall temperature due to the intermittent passage of 

elongated bubbles and liquid pistons. Instead, the temperature signal would be nearly constant. 

The heat transfer mechanisms related to nucleation effects occur at even smaller time-scales. 

Tibiriçá and Ribatski (2014) based on their own experimental results proposed an expression 

for estimating the bubble departure diameter and frequency in microscale channels given by 

fbubbles = 7.07 10-10 Re 2 Dh.2
. According to this expression, the bubble departure frequency 

is 3400Hz (1 bubble detaching every 0.3 ms) for R l34a, Tsat = 31°C, G = 400 kg/m2s and D = 

0.5 mm. 

From the analysis of the time-scale order of magnitude pertinent to the temperature 

senso r employed in this work ( 100 ms) and the heat transfer mechanisms (approximately 1 O ms 

for convective effects and 0. 1 ms for nucleation effects ), it is clear that the characteristic time 

of the heat transfer mechanisms are much lower than the temperature sensor time constant. 
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Therefore, the temperature measurement technique employed in this work are limited to capture 

variations oftemperature lower than 5Hz. For temperature oscillations frequencies above 10 

Hz, only the time-averaged effects of heat transfer mechanisms modifications at smaller time 

scales will be captured by the temperature sensor employed in this study. 
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6.RESULTS 

6.1. lntroduction 

In the first part of this Chapter, the experimental matrix is presented. Then, the 

characteristics o f the transient behavior o f the HTC observed under the square, sinusoidal and 

saw tooth waveforms are outlined. The discussions proceed to a parametric analysis of the 

instantaneous behavior o f the b.T w under transient heating conditions. The parametric analysis 

is performed by tracking the changes of the amplitude and the average value o f b.T w under 

different fluid and heating conditions. The influences ofthe tube diameter, mass velocity, vapor 

quality, average heat flux and heat flux amplitude, its waveform and frequency on the b.T w 

amplitude and its average v alue are addressed. Then, the results obtained under transient heating 

conditions are compared with predictions based on eight methods from literature developed for 

steady heating. The accuracy of each prediction method is assessed and the most accurate 

methods are indicated. At the end of the chapter, a methodology for estimating the wall 

superheat temperature behavior under cyclical and transient heat loads is presented. 

6.2. Experimental Database Description 

Experimental results for the transient behavior ofthe local b.Tw and HTC at the hotspot 

region were obtained for sinusoidal, square and saw tooth heat pulses. The refrigerant R 134a 

was employed as the working fluid. The experiments were performed for 0.5 and 1.1 mm ID 

stainless steel tubes, mass velocities of 400 and 600 kg/m2s and saturation temperature of3l 0 C. 

The test section background heat flux was kept at 20 and 40 kW/m2 during the tests for D = 0.5 

and 1.1 mm, respectively. The duty cycle o f square heating pulses was fixed at 50%. A verage 

local vapor qualities of 8, 40 and 60% were set at the hotspot central region for time-averaged 

heat dissipation of 80 and 120 kW/m2 and half amplitudes of 20 and 40 kW/m2
. Heat flux 

oscillation according to frequencies of0.5, I and 2Hz were evaluated. Higher frequencies were 

not evaluated because the combined thermal inertia oftube walls and thermocouple bead damps 

the fluctuations of b.Tw to a levei within the uncertainty ofthe temperature measurement . Table 

6.1 presents the experimental matrix evaluated in the present study. Data for a total of 432 

transient flow boiling conditions were obtained during the experimental campaign. 
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Table 6. 1 -Experimental conditions evaluated in the present study 

Experimental Parameter Experimental Condition 

Fluid Rl34a 

Tsat 31°C 

D 0.5 and 1.1 mm 

G 400 and 600 kg/m2s 

:ihpot 8, 40 and 60 % 

Waveform at Hotspot Sinusoidal, Square and Saw Tooth 

' ' 80 and 120 kW/m2 
q hpot 

flq"hpot (Half Amplitude) 20 and 40 kW/m2 

Heating Pulses Frequency at Hotspot 0.5. I and 2 Hz 

6.3. Characteristic Behavior o f the Wall Superheat Temperature and the Heat 
Transfer Coefficient According to the Heating Pulses Waveforms 

Figures 6. 1 (a) and 6.1 (b) show the instantaneous heat flux, !!:.Tw and the corresponding 

HTC for square heating pulses. According to Fig. 6.1 (a), !!:.Tw rises exponentially as the heat 

flux is abruptly increased. Similarly, !!:.Tw drops exponentially as the heat flux steeply changes 

from the upper to the lower levei. According to Fig. 6. 1 (b), the heat transfer coefficient curve 

presents discontinuities. Step changes ofthe local HTC are registered as the heat flux alternates 

between the two leveis of the square wave. The heat transfer coefficient peaks are assoc iated to 

the sudden increase o f the heat flux to its upper levei. This behavior is dueto the combination 

ofthe maximum heat flux and the minimum wall superheat temperature. Then, as the heat flux 

is kept constant at the upper levei, the heat transfer coefficient rapidly decreases as a result of 

exponential rise of wall superheat temperature. A period of constant HTC is not achieved 

because the heat flux is reduced to the lowest levei before the stabi lization of !!:.Tw. As soon as 

the heat flux is reduced, the heat transfer coefficient reaches its minimum value. From this 

point, the HTC increases as the heat flux is kept constant at its lowest levei and the wall 

superheat temperature reduces exponentially. 
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Figure 6.1 - Transient behavior o f the wall superheat temperature (a) and heat transfer coefficient (b) 
for square heating pul ses. R 134a, D = 1.1 mm, Tsat = 3 1 °C, G = 400 kg/m2s, ihpot = 8%, (/' hpot = 80 

kW/m2
, llq\pot = 40 kW/m2 and f= 0.5 Hz 
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Figure 6.2 (a) shows results for the wall superheat temperature and Fig. 6.2 (b) displays 

the corresponding instantaneous HTC for sinusoidal heating pulses. Figure 6.2 (a) reveals a 

time delay between the heat flux and the wall superheat temperature. Figure 6.3 indicates the 

augmentation of the magnitude of the phase angle between the peaks of heat flux and wall 

superheat temperature as the heating pulses frequency is increased for the same experimental 

conditions of Fig. 6.2. Therefore, it can be concluded that the time delay shown in Fig. 6.2 (a) 

is associated to the thermal inertia effects o f the tube wall and thermocouple bead. 

Figure 6.4 shows the Fourier transform of the heat flux, 11Tw and HTC for the 

conditions of Fig. 6.2. The Fourier transform of !J.Tw and heat flux revealed pure harmonic 

oscillations of these signals. Conversely, the Fourier transform of the heat transfer coefficient 

signal exposes the presence of two harmonics, a main harmonic at the same frequency of the 

heat flux and a second harmonic at double frequency and 7.2% o f the magnitude o f the ma in 

harmonic. The secondary harmonic of the heat transfer coefficient signal arises from the 

quotient between the heat flux and wall superheat temperature, two pure harmonic waves with 

a phase-shift between them. In general, the second harmonic of HTC was found to be smaller 

than 10% o f the main harmonic. Also, the second harmonic would not be present if the 

temperature response of the sensor was instantaneous. Therefore, under sinusoidal heating 

pulses, both wall superheat temperature and HTC can be assumed as sinus waves oscillating 

around an average value. 



108 

Figure 6.2 - Transient behavior ofthe (a) wall superheat temperature and (b) HTC under sinusoidal 
heating pulses. R l 34a, D = 1.1 mm, Tsat = 31 °C, G = 400 kg/m2s, Xhpo t = 60%, q\pot = 120 kW/m2

, 

tlq"hpot = 40 kW/m2 and f = l Hz 
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Figure 6.3 - Yariation ofthe phase angle according to the sinusoidal heating pulses frequency. R 134a, 
D = 1.1 mm, Tsat= 31°C, G = 400 kg/m2s, xhpot = 60%, q\pot = 120 kW/m2
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The results shown in Fig. 6.5 (a) and 6.5 (b) exemplify the typical transient behavior 

of the llTw and HTC, respectively, for saw tooth heating pulses. The discontinuities observed 

in the heat transfer coefficient behavior are associated to the sudden drop o f the heat flux. The 

peak ofwall superheat temperature occurs right after the heat flux peak. As the heat flux sharply 

drops to its lowest value, t:.Tw promptly reduces. From this point, the heat flux rise linearly 

while t:.Tw keeps decreasing until reaches its minimum. The minimum ofthe heat flux and t:.Tw 

does not occur concomitantly because of the thermal inertia of tube wall and thermocouple 

bead. After llTw achieve a minimum value, both the heat flux and llTw rises linearly up to their 

respective maximum values. This cycle is maintained with the heating pulses. Figure 6.5 (b) 

indicates that the heat transfer coefficient rises alongside with the heat flux at almost constant 

rate. 

Figure 6.5 - Transient behavior o f the (a) wall superheat temperature and (b) HTC under s inusoidal 
heat pulses. R 134a, D = I. I mm, Tsat = 3 1 °C, G = 400 kg/m2s, Xhpo t = 60%, q\pot = 120 kW /m2

, 

llq"hpot 40 kW/m2 and f = I Hz 
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6.4. Parametric Analysis of the Transient Behavior of the Wall Superheat 
Temperature 

In this section, a parametric analysis of the experimental data is performed to 

determine the influence of the heat load main parameters (heat flux waveform, frequency, 

amplitude and average value) and the fluid conditions (vapor quality and mass velocity) on the 

transient behavior ofthe wall superheat temperature and HTC. 

For this parametric analysis, hi stograms are used to represent the variations of mean 

and amplitude values ofthe wall superheat temperature. Histograms permit to evaluate the main 

trends of the results as well as ifthe results are statistically significant, i.e. ifthe differences are 
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higher than the experimental uncertainties. The behavior of the wall superheat temperature is 

computed among tests performed under similar conditions varying only one experimental 

parameter at a time. 

6.4.1. Waveform Effects 

Figure 6.6 exhibits the frequency distribution of the average 11Tw difference between 

square and sinuso idal heating pulses from the saw tooth waveform, assumed as the baseline 

condition for comparison. The results revealed that the average 11Tw is marginally affected by 

changes in the heating pulses waveform, as the frequency distributions mean values are close 

to zero. Also, the standard deviation ofthe frequency distributions shown in Fig. 6.6 are around 

O.I5°C, thus the majority ofthe average 11Tw changes are not significant as they are lower than 

the measurement uncertainty. Based on this evidence, it is possible to conclude that the average 

11Tw is independent of the waveform for the experimental conditions ofthe present study. 

The results displayed in Fig. 6.7 show that the mean value of the frequency 

distributions are greater than zero, indicating that the amplitude of 11Tw was smallest for saw 

tooth heating pulses. Additionally, the highest frequency distribution mean value is recorded 

for the comparison between square and saw tooth waveforms, independently of the tube 

diameter. Based on these facts, it can be concluded that the greatest amplitudes of wall 

temperature fluctuations occur under square heating pu lses, followed by sinusoidal and saw 

tooth waveforms. 

Figure 6.6- Illustration ofthe effect ofthe heat flux waveform on the frequency distribution of the 
average wall superheat temperature 
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Figure 6. 7 - lllustration o f the frequency distribution o f the difference o f amplitude ohvall superheat 
temperature adopting the saw tooth heating pulses as the baseline 
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As previously mentioned in Section 5.8 (time constant analysis), the heat flux signal 

can be related to the wall superheat temperature by a first-order lag transfer function ___!_ using 
rs+l 

the system identification toolbox from MA TLAB. The regression of the constants K and r to 

the experimental results indicates that, under fixed fluid conditions (Tsat. G and x), K and r 

remain constant independently of the heat tlux waveform. Therefore, the wall superheat 

temperature is g iven by the transient response of a low-pass filter to the heat tlux signal, and, 

the levei ofwall superheat temperature fluctuations is linked to the amplitude ofthe lowest heat 

flux harmonic. 

Figure 6.8 shows the Fourier transform of the heat flux signal for square, sinusoidal 

and saw tooth waveforms with a period time of I second, amplitude of 40 kW/m2 and zero DC 

offset. From this figure, it is seen that, for the lowest harmonic frequency ( I Hz), the ranking 

of amplitudes from greatest to smallest (square, sinusoidal and then saw tooth) is exactly the 

same ranking previously derived based on the parametric analysis of the data. Therefore, to 

predict the ranking of greater oscillations of wall superheat temperature for different 

waveforms, an evaluation ofthe magnitude ofthe lowest heat flux harmonic is recommended. 

Figure 6.8 - Fourier transform ofthe heat flux signal for !:J.q"hpot = 40 kW/m2 under different 
waveforms 
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6.4.2. Heat Flux Amplitude Effects 

The outcomes of an increment of the heating pulses amplitude from !1q" = 20 to 40 

kW/m2 on the average 11'f..v are shown in Fig. 6.9. T he frequency d istribution of the average 

11Tw difference between the lowest (20 kW/m2) and the highest (40 kW/m2) tested amplitudes 

is displayed according to this figure. The average 11Tw seems to be marginally affected by 

changes of the heating pulses amplitude, as most of the 11Tw variations are lower than the 

temperature measurement uncertainty of ± 0.15°C. Furthermore, the mean value of the 

frequency distributions also falls within the uncertainties o f temperature measurements. 

Figure 6.9 - lllustration ofthe effect ofthe heat flux amplitude on the frequency distribution ofthe 
average wall superheat temperature 
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An analysis of Fig. 6.1 O reveals that the relative levei of l1Tw oscillations rises as the 

amplitude o f the heating pulses is increased. This result comes at no surprise as it is intuitive to 

reason that under fixed average heat flux, the !::.Tw osci llations should monotonically increase 

with increasing the amplitude o f the heat flux variations. The remarkable part about the results 

o f Fig. 6.1 O is that the frequency distributions medians were very elo se to two, indicating that 

the 11Tw amplitude approximately doubled as the heat flux amplitude is doubled, independently 

of the tube diameter. An analysis ofthe HTC amplitude also revealed that this quantity doubles 

when the heating pulses ampl itude is doubled. 

The facts abovementioned suggest that there is a linear proportionality between the 

amplitude of the heat tlux and the amplitudes of 11Tw and HTC. Because on ly two heat flux 

amp litudes were tested, there is no guarantee that this linear relationsh ip holds true under more 

severe heat load osc illations. Also. the results from Fig. 6. 1 O corroborate the advantage ofusing 

tlow boiling for cooling transient loads due to its self-enhanci ng effect, i.e. the instantaneous 
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HTC increases/decreases with the heat load, damping out the temperature oscillations and 

favoring temperature uniformity. 

Figure 6. 1 O- Illustration of the effect ofheat flux amplitude on the frequency distribution ofthe 
amplitude of wall superheat temperature 
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Figure 6. 11 shows the hi stogram of the average 11Tw differences between the results 

for the heating pulses frequencies evaluated in the present study. For thi s parametric ana lysis, 

the experimental data for [q .. = 0.5 Hz is taken as the baseline condition. According to Fig. 6. 11 , 

it seems that the differences in the average 11Tw among heating frequencies of I and 2 Hz and 

the base line condition are not substantial because most of the average temperature variations 

among tests were within the measurement uncertainty. Hence. the average 11.Tw is said to be 

independent of [q"· This result suggests that no significant modifications of the heat transfer 

mechanisms take place with varying [q" · 

Figures 6. 12 (a) and 6.1 2 (b) shows the effect of [q" on the amplitude of 11Tw 

oscillations. These figures reveal that the amplitude of oscillations of 11Tw decreases as [q" is 

increased. This effect is more pronounced for D = 1.1 mm, as larger deviations between the 

results for different frequencies are displayed. This observation agrees with the results for the 

average time constant shown in Fig. 5.14, according to which the average time constant for D 

= I. I mm is three times greater than the time constant for D = 0.5 mm. Therefore, it can be 

concluded that for a given frequency, larger damping oftemperature oscillations is expected to 

occur for the greatest tube di ameter. 
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Figure 6.11- Illustration ofthe heat flux waveform frequency on the frequency distribution ofthe 
average wall superheat temperature 
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Figure 6.12 -lllustration ofthe influence ofheat flux frequency on the amplitude ofthe wall 
superheat temperature oscillations 
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It is also seen from Fig. 6. 12 (b) that when the results for [q" = I and 2 Hz are plotted 

as functions ofthe results for [q" = 0.5 Hz, the data points are distributed according to a almost 

straight line. A linear curve fitting indicates that the amplitude of oscillations at 2 Hz is 

approximately 60% lower than for [q" = 0.5 Hz. For [q" = I Hz, the osci llations are 30% lower 

than for [q" = 0.5 Hz. These constants of proportionality (0.4 and 0.7) suggest that the 

attenuation of the temperature fluctuations is strongly associated to thermal inertia effects o f 

tube wall s and thermocouple bead. This occurs because, independently ofthe fluid conditions 

(G and x) and the heating pulses waveform, q" and 11q", the amplitude of 11Tw under [q .. = I and 

2 Hz is uniquely related to the amplitude o f 11T w under 0.5 Hz through a constant o f 

proportionality. This observation permits to speculate that the reduction of temperature 

oscillations with increasing [q" is not associated to changes of the boiling mechanisms. It is 

expected that at high enough [q"• 11Tw becomes nearly constant due to severe damping of 
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fluctuations. In this scenario, the effects of cyclic variations of heat load becomes negligible, 

as the thermal inertia damps out temperature fluctuations and the heat transfer rate delivered to 

the fluid is analogous to steady heating conditions under time-averaged heat flux dissipation. 

6.4.4. Effects o f the A verage Heat Flux Levei 

Figures 6.13 and 6.14 display the frequency distributions of the variations of the 

average 11Tw and HTC, respectively, as the mean dissipated heat flux is increased from 80 to 

120 kW/m2
• The results show that the average 11Tw and the HTC rise as the average heat flux 

is increased. This behavior is verified independently ofthe heat flux waveform. It is speculated 

that the increment of the HTC with the elevation of the average heat flux is linked to the 

enhancement of nucleate boiling effects, as the density of nucleation sites increases with 

increasing heat tlux. The mean increment of average wall superheat temperature was lower for 

D = 0.5 mm (0.75°C) than for D = 1.1 mm (l.2°C). Consequently, the average improvement of 

the HTC was greater for D = 0.5 mm (34%) when compared to D = 1.1 mm (28%), as shown 

in Fig. 6.14. 

Figure 6.13 - lllustration o f the influence o f the average heat flux levei on the frequency distribution 
ofthe average wall superheat temperature 
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Figure 6.14 - lllustration ofthe effect ofthe average heat flux levei on the frequency distribution of 
the average heat transfer coefficient 
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The results displayed in Figs. 6.13 and 6.14 reveal that the HTC sensitivity to 

variations o f the heat flux average levei was greater for the smallest tube diameter. Figure 6.15 

illustrates the behavior of the partia! derivative o f the heat transfer coefficient with respect to 

the heat flux (or the HTC sensitivity to the heat flux) based on the method of Kanizawa et ai. 

(20 16) for three vapor qualities and two tube diameters. 

Figure 6. 15 - First partia! derivative ofthe heat transfer coefficient with respect to the heat flux (o r the 
heat transfer coefficient sensitivity to the heat flux) according to the method o f Kanizawa et ai. (20 16), 
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According to Fig. 6. 15, the first derivative is always positive, indicating that the 

average HTC increases monotonically with augmenting the average heat flux. Also, the HTC 

sensitivity to the heat flux according to the prediction method is greater for the smaller tube 

diameter, corroborating with the results shown in Fig. 6.13, according to which lower average 

!J.Tw differences are observed for D = 0.5 mm. Additionally, the curves of Fig. 6.15 reveal that 

the differences ofHTC sensitivity to the heat flux between the two tube diameters become more 

pronounced as the vapor quality increases. 

Figure 6.16 exhibits the difference of !J.Tw amplitude between the tests for average heat 

flux of80 and 120 kW /m2
• From this figure, it is seen that the distribution presents only negative 

values, indicating that temperature osc illations w ith higher amplitude occurs for the lowest 

average heat flux, independently ofthe tube diameter. This result reveals that the increment of 

average heat flux reduces the levei o f jj.Tw fluctuations. In other words, the effectiveness o f the 

self-enhancing cooling effect exhibited by flow boiling under transient loads strengthen as the 

average levei of heat dissipation is increased. 
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Figure 6. 16 - Illustration o f the influence o f the average heat flux levei on the frequency distribution 
ofthe amplitude o f wall superheat temperature variation 
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It is worth to note that, even though the average HTC increases with increasing the 

heat flux levei (and consequently the time constant ofthe temperature sensor), the amplitude of 

the oscillations of !J.Tw decreases, as shown in Fig. 6.16. Therefore, the reduction of the 

amplitude of the oscillations of !J.Tw with increas ing average heat flux should be linked to 

modifications associated to the boiling mechanisms, favoring efficient heat transfer. lt is well 

known that the increment o f the average heat flux activates a wider range o f sizes o f nucleation 

cavities under conditions when nucleate boiling effect is the dominant heat transfer mechanism. 

This behavior implies on the augmentation of the self-enhancing coo ling effect, and, 

consequently, on the reduction ofthe !J.Tw amplitude. 

Figure 6.17 shows a boi ling curve estimated according to the method of Kanizawa et 

ai. (20 16) for D = 0.5 mm, Tsat = 3 1 °C, G = 400 kg/m2s and x = 60%. This curve permits to 

visualize the differences ofthe amplitude of !J.Tw as the average heat flux is increased while the 

half-amplitude is kept constant. When the heat flux oscillates between 40 and 120 kW/m2
, the 

!J.Tw amplitude is 2.6°C. As the average heat tlux is increased and set to oscillate from 80 to 

160 kW/m2
, the corresponding !J.Tw ampl itude decreases to 1.9°C. T his reduction of 

temperature oscillation can be associated to the fact that the boiling curve becomes steeper as 

the heat tlux increases dueto the activation of smaller cavities. Moreover, for higher heat fluxes, 

the rate of change of the slope of the boiling curve (its second derivative) becomes small as 

most of the nucleation cavities are already activated. This observation implies that, under high 

heat tluxes, further augmentation ofthe average heat flux marginally reduces the !J.Tw ampl itude 

for fixed heat flux half-amplitude when compared to low heat fluxes. 
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Figure 6. 17- Boiling curve for R 134a at G = 400 kg/m2s, D = 0.5 mm, Tsat = 31 oc and x = 60% 
according to Kanizawa et ai. (20 16), illustrating the reduction of wall superheat temperature amplitude 

with the increment ofthe average heat tlux 
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Figures 6.18 (a) and 6.18 (b) exhibit the effects ofthe vapor quality on the frequency 

distributions of the average 11Tw difference. In these figures, the results for x = 40 and 60% are 

compared to the baseline condition of x = 8%. According to Fig. 6 .1 8 (a), for D = 0.5 mm, the 

frequency distribution of the average 11T w differences is bimodal. The two main modes were 

found to be linked to the different mass velocities, as indicated in the figure. For a given vapor 

quality, the mode with greatest negative value corresponds to the highest mass velocity. Notable 

average 11Tw reductions up to 1.5°C were observed for D = 0.5 mm with vapor quality 

increasing from 8 to 60% and G = 600 kg/m2s. For D = 1.1 mm, the frequency distribution 

depicted in Fig. 6.1 8 (b) reveals that the effect o f vapor quality on the average 11Tw is less 

pronounced, as the majority ofthe datais w ithin the temperature measurement uncertainty. The 

comparison between the results obtained for the two tube diameters suggests that the heat 

transfer coeffic ient sensitivity to the vapor quality diminishes as the tube diameter increases. 

Figure 6.19 (a) and 6. 19 (b) depict the variation ofthe average HTC with vapor quality 

for D = 0.5 and 1.1 mm, respectively. The results for the average HTC agree with the trends of 

the data for the average f1Tw displayed in Fig. 6. 18. For D = 0.5 mm, the average HTC 

progressively increases with increasing vapor quality. Two modes corresponding to mass 

velocities of 400 and 600 kg/m2s are also noted for D = 0.5 mm, as indicated in Fig. 6.1 9 (a). 

The parcel ofthe data revealing an increment ofthe average HTC is higher for the greatest mass 

velocity. Also, average HTC increments higherthan the uncertainties ofthe HTC measurements 
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(up to 30%) are observed for D = 0.5 mm. For D = 1.1 mm, the results ofFig. 6.19 (b) suggest 

that the HTC improves only marginally with increasing the vapor quality from 8 to 40%, as 

most ofthe differences are within the uncertainties ofHTC. However, the majority ofthe results 

suggests that the average HTC slightly decreases when the vapor quality varies from 8 to 60%. 

For D = 1.1 mm, most of the average HTC variations are within the range of experimental 

uncertainties, hence, for this tube diameter, the average HTC was found to be almost 

independent ofthe vapor quality. 

Figure 6.18 - Illustration ofthe influence of vapor quality on the frequency distribution ofthe 
difference ofthe average wall superheat temperature 
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Figure 6.19- Illustration ofthe influence ofthe vapor quality on the frequency distribution of the 
average heat transfer coefficient 

o 
~50 
(/) 

c 
"õ40 
ll.. 

~30 <ll 
o 
Õ20 
Q) 
u 
(ü10 
ll.. 

o~~~~~~~~--~--~ 

90 100 110 120 130 140 
HTC Ratio [%] 

According to Fig. 6.20, the prediction method o f Kanizawa et ai. (20 16) is capable o f 

capturing the main experimental data trends ofthe average HTC with increasing vapor quality. 

For D = 0.5 mm and according to this method, the heat transfer coefficient increases with 

increas ing mass velocity, which translated into the bimodal distributions, as seen in Figs. 6.18 

(a) and 6.19 (a). However, for D = 1.1 mm, the HTC is practically independent of the mass 
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velocity. Moreover, for D = 1.1 mm, the heat transfer coefficient is almost independent o f the 

vapor quality for 5%:::; x:::; 60%, as shown in Fig. 6.20. Also, according to this figure, the heat 

transfer coefficient decreases less than 10% by increasing the vapor quality from 8 to 70%. 

These behaviors agree with those illustrated in Fig. 6.19 (b ), according to which marginal 

variations ofthe average HTC are displayed (±10%) with increasing vapor quality anda slight 

degradation ofthe average HTC is noted when the vapor quality changes from 8 to 60%. It can 

be speculated that this reduction of the average HTC from 8 to 60% could be Iinked to the 

gradually suppression ofnucleate boiling effects caused by flow acceleration dueto higher void 

fractions, which lowers the heat transfer efficiency. Also, for D = 0.5 mm in Fig. 6.20, the 

method of Kanizawa et ai. (20 16) also correctly predicts the monotonic improvement o f the 

average HTC with increasing the vapor quality within the interval 5% :S x :S 60%. In summary, 

the reduction ofthe tube diameter improves the average HTC because the augmentation ofthe 

convective effects is superior to the suppression of nucleate boiling effects caused by the flow 

acceleration, which causes the HTC to respond positively to increasing vapor quality and mass 

velocity for D = 0.5 mm. 

Figure 6.20- Heat transfer coefficient vs. vapor quality according to the method o f Kanizawa et ai. 
(20 16) for R 134a at T,01 = 3 1 °C 
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Figure 6.21 shows the effect ofvapor quality on the fluctuations ofthe 11Tw. The results 

of Fig. 6.21 revealed that, although the majority of the data indicate an improvement of the 

amplitude of 11Tw , most ofthe variations are within the uncertainties ofthe measurements. The 

improvement of 11Tw can be associated to the enhancement ofthe average HTC, which lessens 

the thermal inertia effects and favors higher amplitude of 11Tw. Also, at higher vapor qualities, 

the two-phase flow veloc ity increases, which results in a gradual suppression ofnucleate boiling 
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effects and should reduces the self-enhancing coo1ing effect, resulting on higher amplitudes of 

11Tw. Therefore, the reduction of thermal inettia and gradual suppression of nucleate boiling 

effects influence concomitantly the results o f Fig. 6.21. 

Figure 6.21 - Influence o f vapor quality on the frequency distribution ofthe amplitude o f fluctuations 
ofthe wall superheat temperature 
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The effects of the enhancement of average HTC (and consequently the time constant 

reduction) on the 11Tw oscillation levei can be assessed by considering sinusoidal oscillations 

of the wall superheat temperature (or pure harmonic oscillation). Under this condition, the 

magnitude of the temperature attenuation due to thermal inertia effects is proportional to 

,j 
1 

2
, similarly to the classical theory offirst-order lag systems. Also, the time constant is 

1+(2rr/r) 

assumed to be inversely proportional to the average HTC, analogously to the lumped heat 

capacity method. 

Figure 6.22 illustrates the ratio oftemperature amplitudes for a time constant of 0.9r 

and the respective baseline condition r calculated based on the expression b.Twa.9 ' = 
b.Tw, 

,j ,/l+(Zrr/r)
2 

2
. In this figure, time constants of r = 180 and 550 ms are considered for D = 0.5 

1+(2rr/0.9r ) 

and 1.1 mm, respectively (see Section 5.8). According to Fig. 6.22 and based on this analysis, 

the 11Tw amplitude increases with decreasing the time constant. Moreover, the improvement of 

11Tw increases with increasing the frequency until its value stabilizes asymptotically to a value 

close to 11% for both tubes. Because the maximum temperature half-amplitude registered 

during the tests was 2°C (see Fig. 6.12), the reduction of the time constant will lead to a 

maximum temperature amplitude improvement of 0.22°C for D = 1.1 mm. For f = 0.5 Hz and 

D = 1.1 mm, the improvement of 11Tw is only 0.04°C. On the other hand, the results from Fig. 
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6.21 (b) indicate that temperature amplitude differences up to 0.4°C were recorded for D = 1.1 

mm, therefore, higher than the values obtained from this analysis. Hence, it is considered that 

the slight reduction of the time constant due to the improvement of the average HTC is not 

sufficient itselfto explain the enlargement ofthe intensity oftemperature osc illations displayed 

in Fig. 6.2 1. 

Figure 6.22- lllustration ofthe influence of the increment ofthe average heat transfer coefficient (and 
consequently the slight reduction ofthe time constant) on the improvement ofwall superheat 

temperature oscillations 
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Figures 6.23 (a) and 6.23 (b) illustrates the variation of !:J.Tw under fixed heat flux half

amplitude (40 kW/m2
) and average va1ue (80 kW/m2

) for vapor qua1ities of 8, 40 and 60% 

according to the method of Kanizawa et ai. (20 16). 

Figure 6.23- Illustration through boiling curves ofthe effect ofvapor quality variations on 11Tw under 
fixed heat flux average value and amplitude based on the method o f Kanizawa et ai. (20 16) for R134a 

at G = 600 kg/m2s and T,a1 = 3 1 °C 
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Based on the results displayed in Fig. 6.23, it can be concluded that !:J.Tw amplitude 

increases monotonically with vapor quality when the average heat flux and its half-amplitude 
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are maintained fixed, independently ofthe tube diameter. Based on the results displayed in Figs. 

6.21 to 6.23, it is speculated that, although mosto f the experimental results exhibited variations 

of !J.Tw within the range of experimental uncertainties, the !J.Tw amplitude increases with 

increasing vapor quality, indicating a reduction of the self-enhancing cooling effect. Further 

tests are needed to confirm this premise. 1t is also speculated that the increment of !J.Tw 

amplitude (and reduction of self-enhancing effect) is linked to the gradual suppression of 

nucleate boi ling effects caused by the increment of two-phase flow velocity with increasing 

vapor quality. 

6.4.6. Effects o f Mass Velocity 

Figures 6.24 and 6.25 display the frequency distribution ofthe variation ofthe average 

!J.Tw and HTC, respectively, as the mass velocity is increased from 400 to 600 kg/m2s. 

According to these figures, the average !J.T w drops and the average HTC increases with 

increasing the mass velocity, independently of the tube diameter. For D = 0.5 mm, the 

improvement of the average HTC with the mass velocity is consistent with the predictions 

provided by the method o f Kanizawa et ai. (20 16) previously shown in Fig. 6.20. However, for 

D = 1.1 mm, the method of Kanizawa et ai. (20 16) predicts no changes of the average HTC 

while the experimental data of Figs. 6.24 and 6.25 reveals an increment of average HTC for 

increasing mass velocity, which demonstrates that this method was not able to capture the 

enhancement of convective effects for D = 1.1 mm. Moreover, the HTC improves because the 

contribution to the overall heat transfer to the enhancement of convective effects is greater than 

the heat transfer penalty associated to the suppression of nucleate boiling effects with both 

resulting from the higher two-phase flow velocity. 

Figure 6.24 - lllustration ofthe influence ofthe mass velocity on the frequency distribution ofthe 
average wall superheat temperature 
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Figure 6.25 - lllustration ofthe effect ofthe mass velocity on the frequency distribution ofthe average 
heat transfer coefficient 
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The results shown in Fig. 6.26 reveal the differences of the amplitudes of the 

oscillations of 11Tw as the mass velocity increases from G = 400 to 600 kg/m2s. According to 

this figure, most ofthe results indicate variations within the range ofexperimentaluncertainties. 

Even tough the majority of the variations are lower than the uncertainties, most of the 

temperature differences are positive and the mean value ofthe frequency distributions is greater 

than zero, suggesting a marginal improvement of 11Tw amplitude with increasing mass veloc ity. 

It is recognized that additional datais needed to confirm this behavior, however, it is speculated 

that the increment of flow velocity increases the magnitude of the suppression of nucleation 

effects and reduces the self-enhancing effect, leading to higher f).Tw amplitude offluctuations. 

Figure 6.26- Illustration of the effect ofthe mass velocity on the frequency distribution ofthe 
amplitude ofthe wall superheat temperature 
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Figure 6.27 (a) and 6.27 (b) show the boiling curves based on the method ofKanizawa 

et ai. (20 16). According to these figures, f).Tw improves only marginal ly within the range of its 
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uncertainty when the mass velocity raises from 400 to 600 kg/m2s, corroborating the results 

shown in Fig. 6.26. 

Figure 6.27 - Illustration based on boiling curves ofthe effects of mass velocity on the variation ofthe 
wall superheat temperature based on the method o f Kanizawa et ai. (20 16) for R l3 4a at Tsa1 = 3 1 °C 

andx = 8%. 
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6.5. Assessment of Flow Boiling Prediction Methods to Transient Heating 

In this section, the experimental results for transient heating obtained under the 

conditions listed in Tab. 6.1 are compared against eight methods from literature developed to 

predict the tlow boiling HTC in small diameter channels under steady-state heating. These 

methods are described in Section 2.5 anda summary ofthem is given in Tab. 2.1. The objective 

o f this comparison is to evaluate i f the methods developed for steady heating conditions can 

accurately predict the average heat transfer coefficient under transient heat loads and the 

respective amplitude ofwall superheat temperature osci llations. 

lt is important to properly estimate the amplitude of wall superheat temperature 

oscillations and its average value under transient and cyclical heat loads because this permits 

to evaluate the minimum and maximum wall temperatures, an important design constraint for 

heat sinks. To the best of present author's knowledge, there are no methods in literature for 

predicting !:J.Tw under transient heat loads. Therefore, it is reasonable to assess if the current 

methods developed for steady-state heating conditions can be extrapolated to predict 

!:J.Tw variations under transient heat loads. 

To accomplish the comparison of the experimental data with prediction methods, the 

conditions corresponding to the experimental results are used as the input data and the heat 

transfer coefficient is estimated for every time instant according to each method. The 
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instantaneous local pressure, enthalpy, heat flux and mass velocity at the hotspot central region 

are used to estimate the local HTC for a given time instant. Through this procedure, the 

transients of the predicted HTC are an outcome of the transient boundary conditions, which 

comes from the experimental data. Then, the wall superheat temperature is calculated according 

to the Newton's law of cooling. 

The accuracy of the methods from literature to predict the average heat transfer 

coefficient (and consequently the average !J.Tw) and the half-amplitude of !J.Tw oscillations is 

evaluated through the parcel of experimental results predicted within error bands of ±20, Àzo%, 

and ±30%, À30%, and the mean absolute deviation IJI, which is defined as follows: 

'Pa = !_I laestimatedi - aexperimentali I 
N í=t aexperímentali 

(6.1) 

N 
rp = .!_ ~ IAmp. !J.T Westimatedi - Amp. !J.T Wexperimental; I 

ó.Tw N L Am .!J.T . 
i= l P Wexpenmental; 

(6.2) 

where N is the number oftests, ais the average heat transfer coefficient calculated through Eq. 

5.21 and the half-amplitude ofthe wall superheat temperature is estimated through Eq. 5.22. 

6.5.1. Average Heat Transfer Coefficient 

In the parametric analysis, it was shown under transient and cyclical heat loads, that 

the average HTC is independent of the heat flux waveform, its half-amplitude and frequency, 

hence it is reasonable to expect that the methods deve loped for steady heating can be extended 

to predict the average HTC for transient heating. Table 6.2 presents the mean absolute 

deviation, standard deviation and the parcel of the data predicted with deviations within ±20 

and ±30% associated to the predictions of the average HTC. Figure 6.28 displays the 

experimental vs. estimated average HTC for the methods listed in Tab 6.2. From this table, it 

is verified that the method o f Kanizawa et ai. (20 16) was able to predict 88.2% o f the average 

HTC results within a deviation range of ±20% for both tube diameters, leading to the most 

accurate predictions among the eight methods compared in this section. 

The method o f Kanizawa et ai. (20 16) relies on an experimental data base containing 

80% o f the data used in its regression analysis for R 134a, which were obtained in the same test 

bench ofthis work for tube diameters very close to this work (D = 0.38 to 2.3 mm) and same 

saturation temperatures of 3 1 °C. Thus, it is speculated that the proximity of the experimental 
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conditions of both studies favors satisfactory predictions by the method of Kanizawa et ai. 

(20 16). Furthermore, the mean average deviation reported by Kanizawa et ai. (20 16) with 

respect to its database used in their regression analyses containing 2047 data points is on1y li%, 

therefore close to the mean average deviation obtained from the comparison with the present 

database given in Tab. 6.2 ( 13.6%). 

Table 6.2- Statistical parameters resulting from the comparison o f the experimental data and the 
corresponding predictions for the average HTC under transient heat loads 

Mean 
Standard 

Absolute 
Deviation 

Deviation Deviation 
Deviation 

(%) 
<20% (%) <30% (%) 

(%) 

Lazarek and Black ( !982) 16.2 7.1 65.3 100 

Tran et ai. ( 1996) 36.2 12.3 3.2 46.5 

Thome et ai. (2004) 26.2 32.9 44.4 58.6 

Sun and Mishima (2009) 13.6 6.8 87.5 100 

Li and Wu (20 I O) 18.6 12.5 57.4 82.9 

Costa-Patry and Thome (20 13) 43.4 35.7 4.6 16.9 

Kim and Mudawar(2013) 18.5 10.8 80.8 100 

Kanizawa et ai. (20 16) 13.6 6.1 88.2 100 

Figure 6.28 - Comparison among the predicted and the experimental average heat transfer coefficients 
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The predictions by the method of Sun and Mishima (2009) were nearly as precise as 

those given by Kanizawa et al. (20 16), resulting in the second best accuracy among the eight 

methods. Also, the methods of Kim and Mudawar (20 13), Lazarek and Black ( 1982) and Li 

and Wu (20 1 O) lead to satisfactory estimations, providing .:t30%>80%. It is worth noting that 

the method o f Lazarek and Black ( 1982) does not include resu1ts for R 134a in the data base used 

for the adjustment of its empírica! constants (see Tab. 2.1), although this method showed good 

agreement with experimental results. 

An analyses o f Tabs. 2.1 and 6.2 reveals that from the fi v e methods that were able to 

predict more than 80% ofthe data within ±30%, two methods are based on the superposition of 

convective and nucleate boi1ing effects (Kim and Mudawar, 20 I 3; Kanizawa et al., 20 I 6) and 

three methods are based on the assumption that the dominant heat transfer mechanism is 

nucleate boiling (Lazarek and Black, 1982; Sun and Mishima, 2009; Li and Wu, 20 10). The 

less accurate predictions ofthe average HTC were given by the correlation ofTran et ai. (1996) 

and the mechanistic models of Thome et al. (2004) and Costa-Patry and Thome (20 13). The 

correlation of Tran et al. (1996) exhibited a tendency o f underestimating the average HTC for 

ali conditions, as shown in Fig. 6.28. The method ofThome et al. (2004) provide íl30o/o= 67% 

with respect to its own database (used for adjusting the empírica! constants), as indicated by 

Dupont et ai. (2004). Hence, a value of À.30o/o= 58.6% for the experimental data ofthis work is 

in agreement with the accuracy of this method with respect to its own database . Costa-Patry 

and Thome (20 13) reported a mean absolute deviation of only 28% with respect to its own 

database, while the mean absolute deviation of this method with respect to the experimental 

data ofthis study is much higher (43.4%). 

The accuracy of Thome et al. (2004) method varies significantly with changes in the 

vapor quality, which lead to great standard dev iation, as observed in Tab. 6.2. For D = 0.5 mm, 

the method o f Thome et ai. (2004) pro v ides À 2 o% = I 00% for a vapor qual ity o f 8% while it 

under predicts the HTC up to -60% for vapor qualities of 40 and 60%. For D = 1.1 mm, the 

method ofThome et ai. (2004) overestimate the HTC by +60% for 8% vapor quality, while for 

vapor qual ities o f 40 and 60%, its predictions are within the range o f ± 15% o f the experimental 

data of this study. lt was observed that the method of Thome et ai. (2004) always predicts a 

decrement ofthe HTC with increasing vapor quality while the experimental data suggests that 

the average HTC is a1most constant with respect to the vapor quality. On the other hand, 

according to the experimental results for D =0.5 mm, the HTC increases with increasing vapor 

quality (see Fig. 6.19). 
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Based on the present analysis, it is concluded that the method ofThome et ai. (2004) 

does not capture correctly the heat transfer coefficient trends with respect to the vapor quality. 

Moreover, although the method ofThome et al. (2004) considers a three-zone approach (liquid 

slug, elongated bubble and dry zone) to model the time-averaged heat transfer coefficient, this 

model relies on experimental data for annular flow to adjust its empírica) constants, hence other 

effects not pertinent to slug flow are expected to be absorbed by the empírica! constants. 

Likewise, because this model relies on experimental data for multi-channels, the inherent 

interaction among the channels is also expected to be captured by the empírica! constants. 

Similarly to the method ofThome et ai. (2004), the method ofCosta-Patry and Thome 

(20 13) incorrectly predictes the HTC behavior with respect to the vapor quality, explaining its 

great standard deviation given in Tab. 6.2. In fact, the method o f Costa-Patry and Thome (20 13) 

relies on the method of Thome et ai. (2004) to estimate the heat transfer coefficient for 

isolated/coalescing bubbles flow pattern and the method o f Cioncol ini and Thome (20 l I) for 

estimating the HTC for annular flow. A smooth transition zone was included in the method of 

Costa-Patry and Thome (20 13). The behavior o f the estimated heat transfer coefficient by 

Costa-Patry and Thome (20 13) correlation with respect to the heat transfer coefficient is a "V" 

shaped curve. In this method, the heat transfer coefficient monotonically decreases with vapor 

quality to a minimum corresponding to the transition between isolated and coalescing bubbles 

and then its value rises with additional increments of vapor qual ity as annular flow is 

established. The ma in trends o f the experimental data reported in Fig. 6. 19 (a) and 6.19 (b) does 

not present a " V" shaped curve as proposed by Costa-Patry and Thome (2013), what explains 

the low accuracy o f this method to predict the present experimental results. 

In general, satisfactory agreement was noted for the average heat transfer coefficient 

for the methods based on the superposition of convective and nucleate boiling effects and also 

for the methods based on the assumption that nucleate boiling is the dominant mechanism, with 

exception of the correlation of Tran et ai. (1996). The mechanistic models of Thome et a!. 

(2004), and Costa-Patry and Thome (2013) were not able to capture the trends of the heat 

transfer coefficient variations with vapor quality, resulting in the high mean absolute deviation 

and high standard deviation seen in Tab. 6.2. Considering that tive of the eight methods 

analyzed in this section lead to satisfactory predictions (80% of the data within ±30%), it is 

concluded that the methods developed for steady heating can be employed to estimate the 

average HTC under transient and periodic heat loads. The methods based on the superposition 

o f effects (Kim and Mudawar, 20 13; Kanizawa et ai., 20 16) are recommended o ver the methods 
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based only on nucleate boiling effects, as they are expected to be accurate for a wider range of 

conditions. 

6.5.2. Wall Superheat Temperature Amplitude 

In the analysis ofthe wall superheat temperature amplitude, it is important to note that 

the experimental data is biased towards attenuated oscillations. This occurs because of the 

thermal inertia effects inherent to experimental setup adopted in the present study, as discussed 

in Section 5.8. A compensation ofthe wall superheat temperature signal for the " low-pass filter 

effect" caused by the thermal inertia of the tube walls and thermocouple hot junction was 

attempted, but unfortunately the signal to noise ratio was not great enough to lead reasonable 

results. Consequently, the data for the wall superheat temperature amplitude presented here are 

not compensated. I f the experimental data was compensated, larger values o f !J.Tw amplitude 

were expected, particularly for the data under the highest heating pulses frequency 

contemplated in thi s study (2Hz), which exhibited the greatest influence ofthe thermal inertia 

effects related to the tube wall and thermocouple bead. 

Table 6.3 presents the statístical parameters resulting from the comparison of the 

experimental !J.Tw half-amplitude and their respective predictions according to the methods 

from literature. Figure 6.29 depicts the experimental vs. estimated wall superheat temperature 

amplitudes for the entire database. According to Tab. 6.3 andas shown in Fig. 6.29, the majority 

of the methods over predicts the experimental data due to positive mean deviations. The 

influence ofthe thermal inertia effects on the measured wall superheat temperature can partially 

explains why most methods over predicted the !:J.Tw, but it is not sufficient alone to explain the 

observed errors of !:::.Tw amplitude up to 500% for some data points. 

According to Tab. 6.3, the methods of Lazarek and Black (1982), Kanizawa et ai. 

(20 16), Kim and Mudawar (20 13) and Sun and Mishima (2009) are able to predict more than 

84% of the database for the !J.Tw half-amplitude within an errar band of ±0.5°C. On the other 

hand, the methods of Tran et al. (1996), Li and Wu (20 10) and Costa-Patry and Thome (2013) 

exhibited unsatisfactory performance, pred icting less than 30% ofthe results within a deviation 

range of ±0.5°C. 
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Table 6.3- Statistical parameters resulting from the comparison ofthe predictions and experimental 
results for the wall superheat temperature half-amplitude 

Mean Standard Deviation Deviation < 
Absolute Oeviation < 0.3°C 0.5°C (%) 
Deviation (CC) (%) 

(O C) 

Lazarek and B1ack ( 1982) 0.41 0.52 78.9% 92.1% 

Tran et ai. ( 1996) 1.46 0.75 10.2% 29.6% 

Thome et ai. (2004) 0.95 0.95 43.3% 60.6% 

Sun and Mishima (2009) 0.57 0.57 62.3% 84. 1% 

Li and Wu (2010) 2.52 0.98 0.0% 0.7% 

Costa-Patry and Thome (20 13) 4.22 3.27 10.2% 18. 1% 

Kim and Mudawar (20 13) 0.51 0.64 69.0% 85.7% 

Kanizawa et ai. (20 16) 0.47 0.55 70.4% 88.7% 

Figure 6.29 - Comparison ofthe predicted and the experimental wall superheat temperature ha1f
amplitude for the entire database 
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To further investigate the cause of accuracy discrepancies among the methods ofTab. 

6.3, the following consideration are made: during the tests the local pressure and vapor quality 

remained nearly constant at the hotspot central region and the only parameter changing 

significantly over the time was the local heat flux. This fact impl ies that the HTC transients are 

exclusively associated to the heat flux variations. Therefore, it is reasonable to assess the 
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predicted sensitivity of the heat transfer coefficient to the heat flux variations to verify why 

some correlations are more accurate than others. The sensitivity (o r the first partia! derivative) 

of the heat transfer coefficient to heat flux changes is a useful parameter to characterize the 

levei of self-enhancement effect exhibited by the flow boiling process. The hydrothermal 

mechanisms react to the increment/decrement of the local heat flux by increasing/decreasing 

the local HTC. 

Figure 6.30 depicts the first partia! derivative of the heat transfer coefficient with 

respect to the heat flux according to the eight methods listed in Tab. 6.3. According to this 

figure, the method of Lazarek and Black (1982) predicts the greatest sensitivity of the heat 

transfer coefficient to the heat flux variation. In agreement with this observation, the method of 

Lazarek and Black ( 1982) was the only one providing negative mean deviation, revealing that 

this method tends to overestimate the self-enhancing effect of the flow boiling mechanism. 

Consequently, this method underestimates the wal\ superheat temperature oscillations 

occurring during the experiments. This erroneous trend is also displayed in Fig. 6.29. 

Figure 6.30 also reveals that the heat transfer coefficient sensitivity to the heat flux 

according to the methods of Kanizawa et ai. (2016), Kim and Mudawar (20 13) and Sun and 

Mishima (2009) are very close to each other for the range o f heat flux evaluated in the present 

study (from 40 to 160 kW!m\ This result explains the similarity between the mean deviations 

among these three methods shown in Tab. 6.3. Because of their reasonable accuracy and the 

similarity oftheir predictions, the methods ofKanizawa et ai. (2016), Kim and Mudawar (2013) 

and Sun and Mishima (2009) are considered in the present study as the best to estimate the wall 

superheat temperature amplitude, as they were able to capture the self-enhancing effect 

exhibited by the flow boiling mechanism with satisfactory precision. 

Regarding the methods of Thome et ai. (2004), Li and Wu (20 I 0), Tran et ai. (1996) 

and Costa-Patry and Thome (20 13), the results shown in Tab. 6.3 indicate that these four 

methods over predict the wall superheat temperature amplitude, hence, these methods 

underestimate the self-enhancement effect ofthe flow boiling mechanism. Figure 6.30 confirms 

this hypothesis, demonstrating that these four methods present the lowest HTC sensitivity to 

the heat flux among the eight methods analyzed in this section. Moreover, the ranking from 

greatest to \owest heat transfer coefficient sensitivity from Fig 6.30 corresponds to the ranking 

from lowest to greatest mean deviations in Tab. 6.3. 
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Figure 6.30 - First partia! derivative ofthe heat transfer coefficient with respect to the heat flux for the 
eight HTC methods, R134a at T.w1 = 31 °C, D = 0.5 mm, G = 400 kg/m2s and x = 60% 
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1t is worth mentioning that the method of Costa-Patry and Thome (2013) does not 

predict any variations of the heat transfer coefficient with the heat flux fluctuations for annular 

flow, as shown in Fig. 6.30. This result contradicts the experimental observations ofthe present 

study and explains why this method leads to the greatest mean error of Tab. 6.3, as already 

mentioned. The method of Costa-Patry and Thome (20 13) relies upon the model of Cioncolini 

and Thome (2011) for estimating the heat transfer coefficient under annular fl ow. The model 

of Cioncolini and Thome (20 11) considers that the local Nusselt number is only a function of 

the dimensionless film thickness and the liquid Prandtl number. Hence, the method of 

Cioncolini and Thome (20 11 ) does not include any dependency upon the heat flux because it 

only accounts for convective effects. Therefore, the explanation for the low accuracy o f Costa

Patry and Thome (20 13) under high vapor qualities should reside in the disregard o f the 

contribution of nucleate boiling effects to the overall heat transfer. lt is speculated that the 

nucleation effects should be significant under annular flow because the experimental data of 

this work revealed that the flow boiling self-enhancing effect of the refrigerant flow is still 

present under this flow pattern. This statement is corroborated by the work of T ibiriçá and 

Ribatski (2014), that observed active nucleation sites within the liquid film for annular flow for 

R 134a, G = 300 kg/m2s inside a D = 0.4 mm tube at saturation temperature o f 3 1 o c and heat 

flux of70 kW/m2
• Moreover, lower population ofactive nucleation cavities is expected to occur 

for smooth surfaces such as quartz when compared to stainless steel, hence, proper surface 

engineering is expected to improve the flow boiling self-enhancing effect. 
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6.6. Methodology for Estimating the Dynamic Behavior ofWall Superheat 
Temperature under Transient and Cyclical Heat Loads 

The parametric analysis performed in Section 6.4 shed some light on how the transient 

behavior of the wall superheat temperature is affected by changes in the heating pulses 

characteristics (waveform, frequency, q\poc and llq"hpoc) and flow conditions (G, D, x). 

Additionally, the comparison of the experimental database of this study with prediction 

methods from I iterature in Section 6.5 revealed that some methods developed for steady-state 

heating conditions are suitable to be extrapolated for transient and cyclical heat loads, providing 

accurate predictions for the average heat transfer coefficient and the ampl itude of l!.Tw · A 

thorough search of the relevant literature showed that, up to the present date, there are no 

methods for predicting l!.Tw under transient heat loads for flow boiling in microchannels. 

Therefore, in thi s section, a methodology for predicting the transient behavior of the l!.Tw is 

presented based on the results described in Sections 6.4 and 6.5. 

6.6.1. Presentation of the Methodology 

As the heat loads are cyclical , the wall superheat temperature is assumed to be 

composed of a mean anda fluctuating component. Therefore, l!.Tw can be written as follows: 

(6.3) 

where l!.Tw is the mean wall superheat temperature and !:!.T:V is its fluctuating component. 

To estimate the average wall superheat temperature, a method for predicting the 

average HTC needs to be employed. The method of Kanizawa et ai. (20 16) is recommended 

due to its reasonable accuracy, as demonstrated in Section 6.5. 1. The average wall superheat 

temperature was shown to be independent of the heating pulses waveform, frequency and 

amplitude as found in Section 6.4. Thus, the time-averaged heat flux ((' and the fluid time

averaged conditions (Tsar. G, D and x) are used for calculating the estimated l!.Tw analogously 

to the steady-heating case. 

The fluctuating component of the wall superheat temperature !:!.T:V(t) is modelled 

based on the fo llowing considerations: 

• The modification ofthe nucleation effects magnitude is responsible for the self

enhancement effect exhibited by the flow boiling mechanism. Hence, !:!.T:V(t) is strongly linked 

to the heat flux oscillations llq"(t); 
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• The flow boiling reacts instantaneously to the variations of the heat load by 

increasing/decreasing the heat transfer coefficient as the heat load increases/decreases; 

• LlT~(t) is estimated by superposing the effects ofthe flow boiling mechanisms 

and the thermal inertia of the tube walls. The effects o f the thermal inertia o f tube walls are 

represented through a first-order lag system transfer function with known time-constant r. 

The flow boiling is considered to react instantaneously to variations of the heat load 

because the phenomena related to the nucleate boiling effects occur at a much smaller time 

scale than the heat pulses temporal variations, as discussed in Section 5.8. The fluctuation 

component o f the wall superheat temperature related to flow boiling effects LlT~ fb is initially 

assumed to be a function ofthe saturation temperature, mass velocity, tube diameter, local vapor 

quality, average heat flux and heat flux amplitude, i.e. LlT~fb = f(t,Tsat•G,D,x,q"). 

Expanding LlT~ fb according to a Taylor series and truncating at the first-order terms, it is found 

that: 

(6.4) 

During the experiments, the only parameter changing significantly over the time was 

the local heat flux. Therefore, Ll(Tsat) = Ll(G) = Ll(x) = O. For cyclical heat Ioads Ll(q") = 

Llq". The arithmetic simplification of Eq. (6.4) results in the following expression: 

(6.5) 

The express10n for estimating LlT~ fb corroborates the experimental observations 

because it captures the doubling o f wall superheat temperature amplitude of oscillation when 

the heating pulses amplitude is doubled, as previously shown in Fig. 6.1 O. From a dimensional 

analysis, the term a!lTw can be interpreted as the inverse ofthe heat transfer coefficient (or the 
aq" 

a!lTw 1 
thermal resistance) pertinent to the fluctuating component, hence -a .. = ---;. 

q a 

The boiling curves estimated according to the method o f Kanizawa et a i. (20 16) were 

able to capture the reduction of LlTw osc illations with the increment oftime-averaged heat flux 

and the improvement of LlTw oscillations with increasing the mass velocity and vapor quality 
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(see Section 6.4). Therefore, it is reasonable to use the method of Kanizawa et al. (20 16) for 

estimating ai1Tw, as this method is able to reproduce the main trends ofthe data. 
aq" 

The value of
811

Tw is estimated based on the first partia! derivative ofthe boiling curve 
8q" 

calculated according to the method ofKanizawa et ai. (20 16). Beca use the v alue ofa:;~ changes 

over the interval of q" ([ q"min• q"maxD, an average value is adopted. Therefore, a:;~ is 

estimated for the average heat flux ((' , as schematically illustrated in Fig. 6.31. A central finite 

difference scheme is chosen to calculate a!J.Tw, thus: 
aq" 

(6.6) 

where oq" is an infinitesimal increment o f the heat flux 

At this point, we have an expression that relates !!.T(vfb(t) to the !!.q"(t) by a constant 

factor, as follows: 

(6.7) 

Figure 6.31 - Schematic illustration ofthe estimation ofthe thermal resistance related to the 11.T:V from 
the boiling curve 
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The effect o f the tube thermal inertia is accounted by considering that !!.T(v fb ( t) is the 

input to a transfer function -
1

- and the output signal is the final form of !!.T(v(t) . Therefore, the 
r s + l 
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block diagram ofFig. 6.32 represents the procedure for estimating the L1T~(t) considering the 

superposition of flow boiling effects and the thermal inertia ofthe tube walls. 

Figure 6.32 - Block d iagram illustrating the superposition ofthe effects of the flow boiling 
mechanisms and the thermal inertia o f the tube walls for estimating the fluctuations o f wall superheat 

temperature for transient heat loads 

q"(t) - C(' 
1 

().T(vfb(t) 
1 

().T:V(t) 

- ----, 
TS + 1 a 

Finally, L1Tw(t) is obtained by summing the fluctuating component L1T~(t) to the 

estimated L1Tw (Eq. 6.3). Figure 6.33 summarizes the procedure for estimating L1Tw(t) . 

Figure 6.33 - Summary ofthe methodology for estimating the wall superheat temperature dynamic 
behavior under transient and cyclical heat loads. 
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6.6.2. Validation o f the Methodology 

In this section, the validation of the methodology for estimating the 11Tw behavior 

under transient and cyclical heat loads is performed. As previously mentioned, the 11Tw 

osci llations are a combination of the flow boiling and thermal inertia effects. In this section, 

only results for D = 0.5 mm are presented because this tube diameter showed the lower 

influence ofthe thermal inertia effects (see Section 5.8), which permits to better evaluate ifthe 

methodology presented in this study is able to capture the 11Tw fluctuations related to flow 

boiling mechanisms (11T:V fb). 

Figures 6.34 (a), 6.34 (b) and 6.34 (c) shows the 11Tw dynamic behavior for sinusoidal, 

square and saw tooth heating pulses when calculated through the use of experimental data as 

the boundary condition for estimating the HTC for every time instant (See Section 6.5.2) 

according to the method o f Kan izawa et ai. (20 16), using the methodology proposed in this 

study and the experimental results, respectively. As seen in this figure, the shape of 11Tw curves 

are closer to the experimental results for the estimatives based on the methodology proposed 

here. This occurs because, when the thermal inertia effects are included, the discontinuities of 

11T w fluctuations are vanished. 

Figure 6.34 - Comparison ofthe wall superheat temperature transient behavior for direct estimation 
through the use of experimental data for every time instant for estimating HTC (a), the methodology 

presented in this study (b) and experimental data (c) for r = 180 ms, R 134a, D = 0.5 mm, Tsat = 3 1 °C, 
G = 600 kg/m2s, Xhpot = 40%, q\pot = 80 kW/m2

, f:lq "hpo t 40 kW/m2 and f= 0.5 Hz 
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Figure 6.35 (a) shows the experimental data for 11Tw and Fig. 6.35 (b) shows the 

estimated 11Tw calculated through the procedure summarized in Fig. 6.33 and assuming r = 180 

ms. The comparison of Figs. 6.35 (a) and 6.35 (b) reveals that the methodology proposed in 

this section was able to capture the differences o f the 11Tw curve shape according to the heat 

flux waveform. Moreover, the peaks of estimated 11Tw occur at the same instant ofthe peaks of 
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experimental ôTw, showing that the method was also able to capture the time delay between 

the heat flux and wall superheat temperature signals. For the condit ions of Fig. 6.35, the errors 

associated to the !J.Tw amplitude and mean val ue were found to be O. l4°C and 0.44°C, 

respecti vely . 

Figure 6.35- Experimental vs. estimated transient behaviors ofthe wall superheat temperature for r= 
180 ms, R 134a, D = 0.5 mm, Tsat = 3 1 °C, G = 600 kg/m2s, Xhpot = 40%, q\pot = 120 kW /m2

, 

t:.q"hpot 40 kW/m2 and f= I Hz 
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Figure 6.36 (a) and 6.36 (b) displays the variations in the experimental and estimated 

f1Tw , respective ly, when the mass veloc ity is increased from 400 to 600 kg/m2s. From this 

figure, it is observed that the esti mated f1Tw reproduces the reduction ofthe average !J.Tw but it 

underestimates its magnitude. Also, the amplitude of the estimated f1Tw remained almost 

constant with the change of mass velocity, simi larly to the experimental results of Fig. 6.36 (a). 

The amplitude of ôTw is practically insensit ive to the variation ofthe mass ve locity when this 

parameter is changed from 400 to 600 kg/m2s, as prev iously demonstrated in Fig. 6.26. For the 

condit ions of Fig. 6.36, the errors associated to the ôTw amplitude and its mean value were 

fou nd to be 0.0 I o c and 0.62°C, respectively. 

Figure 6.37 (a) and 6.37 (b) shows the variations of the experimental and estimated 

f1Tw, respectively, as the vapor quality is increased from 8 to 40% and then to 60%. lt can be 

seen from this figure that the methodology proposed here is able to capture the increment ofthe 

amplitude of ôTw oscillations with increasing vapor quality. Moreover, the reduction of the 

average f1Tw with increasing vapor quality is also reproduced in the estimated f1Tw results. 
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Figure 6.36- Experimental vs. estimated trans ient behaviors ofthe wall superheat temperature under 
saw tooth heating pulses for r = 180 ms, R 134a, D = 0.5 mm, Tsat = 3 1 °C, xhpot = 60%, if\pot = 120 

kW/m2
, llq"hpot 40 kW/m2 andf =I Hz 

(a)- Experimental '"" 
8 

(b)- Estimated 
~ 8r-~~~~~====~~ ~ 

<1> :s 7.5 
<1> :s 7.5 

cu 7 cu 7 .._ .._ 
<1> <1> 
a. 
E 6.5 

a. 
E 6.5 

<1> <1> 
~ 6 · ~ 6 - -(\) (\) 

~5.5 ~5.5 .._ .._ 
<1> 5 <1> 5 a. a. 
::J ::J 

(/) 4.5 ~4.5 
!il !il 
~ 4 ~ 4 o 2 3 4 5 o 2 3 4 5 

Time [s] Time[s] 

Figure 6.37- Experimental vs. estimated transient behaviors ofthe wall superheat temperature under 
sinusoidal heating pulses for r = 180 ms, Rl34a, D = 0.5 mm, Tsat = 3 1 °C, G = 600 kg/m2s, {j'hpot = 

80 kW/m2
, llq"hpot 40 kW/m2 and f = 0.5 Hz. 
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Figures 6.38 (a) and 6.38 (b) shows the experimental and estimated !:J.Tw, respectively, 

as the average heat tlux is increased from 80 to 120 kW/m2
. From this figure, it can be seen that 

the estimated !::.Tw was able to capture the reduction of !:J.Tw amplitude and the augmentation of 

the average !:J.Tw with increasing heat tlux. 

The reasonable agreement ofthe estimated !::.Tw with the experimental data permits to 

conclude that the methodology presented in this section is able to capture the main trends of 

data when transient and cyclica l heat loads are present during tlow boiling inside small diameter 

channels. 
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Figure 6.38 - Experimental vs. estimated trans ient behaviors of the wall s uperheat temperature under 
square heating pulses for r = 180 ms, R 134a, D = 0.5 mm, Tsat = 3 1 °C, Xhpot = 40%, G = 400 kg/m2s, 

llq"hpot 40 kW/m2 and f = 0.5 Hz. 

(a) - Experimental (b) - Estlmated 
~9 ~9 .---~--~----~--~----. 
~ l- q =80 kW/m2 I ~ 2 
~ I q = 120 kW/m21 ~ -q = 80 kW/m 
::l a ::J 8 q = 120kWtm2 

W4 W4 
n1 n1 
~ 3~--~--~--~--~--~ ~ 3~--~--~--~--~--~ 

o 2 3 
Time [s] 

4 5 o 2 3 
Time [s] 

4 5 



142 



143 

7. CONCLUSIONS AND FUTURE WORK 

In this chapter, the main conclusions drawn from the parametric analys is of Section 

6.4 are presented and summarized. Also, the main find ings from the assessment offlow boiling 

prediction methods to transient heating in Section 6.5 are indicated. At the end, a list of 

suggestions and ideas for future works is presented. 

7.1. Conclusions 

As general conclusion, the experimental results revealed that, under fi xed fluid 

conditions (saturation temperature, mass velocity, tube diameter and vapor quality) and time

averaged heat flux, a first-order lag system transfer function accurately represents the 

relationship between the transient behavior of the heat flux (input) and the 11Tw (output). The 

parametric analysis of the effects of heat flux waveform, frequency and half-amplitude on the 

behavior ofthe 11Tw revealed that the conclusions drawn from the experimental results can be 

also captured by a first-order system time response. 

The lack of interdependence between the average !:J.Tw and the heat flux waveform, 

frequency and half-amplitude is correctly predicted by a first-order system analysis. Also, the 

ranking o f greatest to lowest !:J.T w amplitude according to the waveform type and magnitude o f 

the temperature oscillations damping due to thermal inertia are correctly captured by the first

order model. The linearity between the heat flux half-amplitude and the amplitude of !:J.Tw is 

also reflected in the first-order system time response. 

The boiling curves, based on the method of Kanizawa et a i. (20 16) for flow boiling in 

small diameter channels, showed to be a valuable tool to predict the experimental data trends. 

This method captured the effects ofthe time-averaged heat flux, vapor quality and mass velocity 

on the behavior of the !:J.Tw amplitude. The reduction of !:J.Tw oscillations with the increment of 

time-averaged heat flux and the improvement of 11Tw oscillations with increasing the mass 

velocity and vapor quality are captured by the method of Kanizawa et ai. (20 16). 

To sum up, the following specific conclusions were drawn based on the parametric 

analysis o f the transient behavior o f the !:J.Tw: 

• The heating pulses waveform did not affect significantly the average !:J.Tw , 

independently of the tube diameter. The following ranking of waveforms from greatest to 
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lowest amplitude of l:J.Tw was observed: square, sinusoidal and saw tooth waveforms. This 

ranking was found to be closely linked to the amplitude of the lowest heat flux signal harmonic; 

• The heating pulses half-amplitude does not influence the average !J.Tw. Doubling 

the heat flux half-amplitude approximately doub led the amplitude of the !J.Tw , suggesting that 

a linear relationship between heat flux and !J.Tw amplitude might hold true for the tested 

conditions, independently of the tube diameter. Further tests are necessary to confirm this 

premise as only two half-amplitudes were covered in the present study; 

• The average !J.Tw was found almost independent ofthe heating pulses frequency. 

Also, the amplitude of l:J.Tw decreased as the heating pulses frequency was increased. The 

reduction ofthe magnitude ofthe temperature oscillations is attributed to the thermal inertia of 

the tube wall and thermocouple bead, as no evidence o f significant variations ofthe flow boiling 

behavior was noted; 

• The average !J.Tw increases and the amplitude of !J.Tw oscillations decreases with 

increasing time-average heat flux. These two behaviors are corroborated by an analysis of 

boiling curves based on the method ofKanizawa et ai. (20 16). The reduction of !J.Tw amplitude 

with increasing time-average heat flux was attributed to the enhancement of nucleate boiling 

effects. lt is probable that the nucleate boiling effects are enhanced for higher heat fluxes 

beca use a larger number o f nucleation sites are active; 

• The vapor quality influences the average !J.Tw and seems to affect the amplitude 

of !J.Tw. The trends of the data for the average !J.Tw were correctly captured by the method of 

Kanizawa et ai. (20 16). Although most of the variations were within the uncertainties, the 

amplitude of !J.Tw oscillations seems to increase monotonically with increasing vapor quality, 

independently ofthe tube diameter. It is speculated that, because the increment ofvapor quality 

raises the two-phase flow velocity, the suppression of nucleation effects is enhanced and the 

self-enhancing effect is diminished, explaining the improvement of !J.Tw levei of fluctuations 

with increasing vapor quality. The increment of the levei of !J.Tw was also corroborated by an 

analysis ofthe boiling curves based on the method of Kanizawa et ai. (20 16); 

• The increment o f the mass velocity reduces the average !J.Tw and increases the 

amplitude of !J.Tw. The reduction of average !::.Tw was attributed to the enhancement of 

convective effects with increasing mass velocity. Most of the results indicated marginal 

variations of !::.Tw amplitude with increasing mass velocity. Nevertheless, it seems that the !::.Tw 

amplitude increases with increasing mass velocity, as most ofthe data indicated larger !::.Tw for 
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the greatest mass velocity. It is speculated that the increment ofthe two-phase flow velocity 

enhances the suppression o f the nucleation effects, diminishing the self-enhancing effect and 

improving marginally the levei offluctuations of 11Tw. This behavior coincides with the boiling 

curves based on the method o f Kanizawa et ai. (20 16). 

Also, the comparison of the experimental database with the predictions through the 

methods ofTab. 2. I, ali developed based on experimental data for steady heating, revealed that 

some methods lead to satisfactory estimative when extrapolated to transient heat Ioads 

conditions. Table 6.2 indicates that the methods of Lazarek and Black ( 1982), Kanizawa et ai. 

(20 I 6), Kim and Mudawar (20 13) and Sun and Mishima (2009) are able to predict 100% ofthe 

average heat transfer coefficient data within an error range of ±30%. These same four methods 

provided the most accurate resu lts for the wall superheat temperature half-amplitude, predicting 

84% of the database within an error band of ±0.5°C, as demonstrated in Tab. 6.3. The reason 

why some methods perform better than others to predict the amplitude of temperature 

fluctuations seems to be linked to the heat transfer coefficient sensitivity to the heat flux. This 

observation suggests that the self-enhancing effect exhibited by the flow boiling mechanism 

inside mini and microchannels is associated to nucleate boiling mechanisms. 

7.2. Future Work 

The following recommendations are made to future studies pertinent to transient 

heating during flow boiling in microchannels: 

• Perform transient heating experiments using different refrigerants such as R600a 

(high pressure) and R245fa (low pressure ), as only R 134a was contemplated in this study. The 

magnitude of nucleate boiling effects increases for increasing reduced pressure of the 

refrigerant. Therefore, it would be interesting to perform transient heating tests using two 

refrigerants exhibiting high and low reduced pressures as this would permit to verify the 

influence of the intensification of nucleate boiling effects at the self-enhancing cooling effect 

exhibited by flow boiling; 

• Test a larger number of heating pulses half-amplitude (!1q"hpot), as only two 

values of 11q"hpot (20 and 40 kW/m2
) were covered in this work. An experimental database 

with a larger number o f !1q" hpot conditions would permit to verify the validity o f assuming a 

linear proportionality between the 11Tw and heat flux oscillations over a wider range of 

conditions; 
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• Testa larger number ofheating pulses frequency, as only values up to 2Hz were 

contemplated in this study. To accomplish this, the thermal inertia effects of the test section 

needs to be minimized, e.g. use channels with thin walls and made out of materiais exhibiting 

high thermal diffusivity (silicon, copper). The use of thermography for monitoring the wall 

temperature is recommended over thermocouples due to its faster time response and spatial 

resolution; 

• Evaluate the self-enhancing cooling effect exhibited by flow boiling in 

microchannels with surface modification, as to provide the theoretical basis for designing 

enhanced surfaces for dissipating transient heat loads. A first idea is to compare the transient 

behavior of b.Tw for similar tubes without any surface modification and with 

micro/nanostructured surfaces. It would be also interesting to evaluate the influence of surface 

roughness in the self-enhancing cooling effect; 

• Evaluate the self-enhancing cooling effect exhibited by flow boiling for small 

diameter channels with non-circular cross-sectional geometries such as rectangular (low and 

high aspect ratios) and triangular, and compare the results to circular channels. Sharp corners 

are expected to favor bubble nucleation in the vertices dueto the high degree of superheating 

of the fluid in this reg ion. It would be also interesting to test circular channels with diameter 

smaller than 0.5 mm to evaluate the effects of more severe bubble confinement in the heat 

transfer coefficient during heating pulses; 

• Compare the se lf-enhancing exhibited by flow boiling in microchannels with 

other cooling technologies such as spray cooling and microgaps to determine which cooling 

method is best for minimizing wall temperature oscillations under transient heat loads. 
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APPENDIX A: MEASUREMENT UNCERTAINTIES AND 
ERROR PROPAGATION 

The errors associated to calculated parameters were evaluated based on the 

propagation o f erro r according to the procedure suggested by Moffat ( 1988). Partia! derivatives 

were used to calculate the sensitivity coeffic ient of a resu lt R with respect to the measurement 

X. When the result R depends on severa! measurements Xi> i.e. R= f(X11 X2 , ... ,Xn), the 

uncertainty of oR is given as: 

1 

8R ~ {t, (::, 8X,) T (A. I ) 

The errors associated to mass velocity, heat flux, vapor quality and heat transfer 

coefficient measurements were derived through the procedure suggested by Moffat ( 1988). The 

error associated to the fluid saturation temperature was already determined in Section 5.5 as 

±0.22°C, based on the comparison of the experimental and estimated results for the pressure 

drop. The uncertainty related to the mass ve locity (Eq. 5.2) was given by: 

( 
4 )

2 

( - 8rh )
2 

---:::-2 orh + 3 oDint 
nDint nDint 

(A.2) 

The results for the two tested mass velocities and tube diameters are summarized in 

Table A. I . From this table, it is seen that the error related to the experimental mass velocity 

varies from 3 to 8%, approximately. The greatest errors are encountered for the smallest 

diameter. Because the tube diameter uncertainty is 20 11111, the relative error of the diameter is 

greater for the smallest tube, which reflects in greater mass velocity errors, as verified in Table 

A.l. 

Table A. I - Experimental mass velocity uncertainties 

Mass Velocity 
[kg/m2s] 

400 

600 

D = 0.5 mm D = 1.1 mm 

8.50% 3.75% 

8.33% 3.67% 
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oq" = 

The local heat flux is given by VI(l-a) and its uncertainty was calcu lated as follows: 
nDincL 

(A.3) 

After calculating the partia! derivatives, the final expression for estimating the local 

heat flux uncertainty becomes: 

)
2 )2 2 1(1- a) V(1- a) -VI 

8V + 8/ + oa 
( rrDintL ( rrDint L (rrDint L ) 

(
-V/(1- a) )

2 
( - V/(1- a) )

2 

+ 2 8Dint + D L2 8L 
rr Dint L rr int 

(A.4) 

oq" = 

The errar associated to the heat flux was calculated for the hotspot region assuming 

fixed heat losses of20% (a = 0.2) with an absolute uncertainty of±3% (see Section 5.2.2). T he 

ratio of the voltage difference V and the electrical current I ( or the tube resistivity at hotspot 

region) was taken from the experimental data for each tube diameter. Table A.2 summarizes 

the unce1iainties according to the levei o f heat flux and tube diameter. From this table it is seen 

that t he greatest errors occur for the smallest tube diameter. Also, the errar reduces as the heat 

flux is increased. According to the Table A.2, the erra r associated to the heat flux is within the 

range o f 3 to 6%. 

Table A.2- Experimental uncertainties for the local heat flux 

q [kW/m2
] D= 0.5 mm D=1.1mm 

20 6.47% 4.82% 

40 5.40% 3.68% 

80 4.78% 2.95% 

120 4.56% 2.66% 

160 4.44% 2.52% 

The heat transfer coefficient was calculated directly through Newton's Law of Cooling 

(Eq. 5. 19), thus its uncertainty was g iven by: 

-. 

.-

... -
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(A.5) 

Taking the partia! derivatives, Eq. A.5 becomes: 

(A.6) 

The errors associated to the heat transfer coefficient measurements were estimated 

considering a heat flux uncertainty of ±6%, fluid temperature uncertainty of ±0.22°C and wall 

temperature uncertainty of ±O.l4°C. In these calculations, the values for the heat flux, wall 

temperature and fluid temperature were taken from the experimental database presented in the 

Results section for the flow boiling transient heating tests and contemplates the range of the 

experimental average heat transfer coefficients evaluated in the present study. Table A.3 

summarizes the results for the calculated uncertainties. From thi s table, it is seen that the error 

associated to the heat transfer coefficient can be assumed as almost constant and equal to 7%. 

The low variance of the uncertainty for different conditions is a consequence of the high 

dependence of the heat transfer coefficient uncertainty upon the heat flux error, as the 

uncertainty calculations indicated. It is worth to note that the uncertainties were calculated for 

average heat flux of80 and 120 kW/m2K. Larger errors are expected to occur under lower heat 

fluxes. F o r a heat flux o f 40 k W /m2K, the erro r was estimated as I 0%. Based on the heat transfer 

coefficient analysis, the error of the heat transfer coefficient measurements was assumed as 

between 7 and 1 0%. 

Table A.3 - Experimental uncertainties for the local heat transfer coefficient 

O= 0.5 mm O= 1.1 mm 

HTC Uncertainty HTC 
Uncertainty 

[kW/m2K] [kW/m2K] 

13 7.29% 10 6.99% 

17 7.09% 15 6.79% 

21 7.02% 17 6.44% 
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According to the data reduction procedure (see Section 2.5), the vapor quality is 

estimated based on the local pressure and enthalpy, which were evaluated through an upward 

finite difference scheme for solving the equations of energy and momentum conservation. The 

method of Moffat (1988) requires an explicit expression for determining the experimental 

errors, but the data reduction procedure of this work does not contemplare an analytical 

expression for estimating the vapor quality. To. work-around this problem, an explicit 

expression for estimating the vapor quality at the tube exit was derived based on the 

conservation of energy of a control volume covering the pre-heater and the test section. The 

equation for the vapor quality at the tube outlet is given as follows: 

Pvc sources - rhcpLlTsub 
x= 

rh hlv 

(A.7) 

where Pvc sources is the power output of DC sources, LlTsub is the subcooling temperature of 

the fluid entering the tube,cP is the tluid heat capacity at constant pressure and h1v is the 

enthalpy of vaporization. 

The uncettainty associated to Pvc sources was taken as ±0.0244 W. This value was 

calculated based on the uncertainty of electrical and current measurements of the three DC 

sources. For LlTsub• the error was evaluated as the sum of the contributions of the fluid 

temperature and the fluid saturation pressure uncertainties. The tluid temperature uncertainty is 

assumed as the thermocouples measurement error of±O. l4°C. The flu id saturation temperature 

uncertainty is calculated from the absolute pressure transducer error and the Clausius

Ciapeyron equation. The absolute pressure transducer error of 4.5 kPa translates into 

temperature variations of ±0.2°C for R 134a at 31 °C saturation temperature. Therefore, the error 

associated to LlTsub was calculated as .JO.l42 + 0.2 2 or ±0.24°C. Regarding the mass flow rate, 

the error was assumed as equal to the accuracy of the Coriollis mass tlow meter. The final 

expression for calculating the error associated to vapor quality estimative is given by: 

(A.8) 

ox = 

Table A.4 summarizes the vapor quality uncertainties under three different conditions 

for the two tube diameters. From this table, it is seen that the uncertainty o f the vapor quality 
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decreases as the vapor quality increases. Also, the uncertainty is greater for the smaller diameter 

tube. Based on the results, an average error of±4% was adopted for the vapor quality. 

Table A.4- Experimental uncertainties for the vapor quality 

Xexit 

20% 

50% 

70% 

D=1.1mm 

5.08% 

3.84% 

1.73% 

D= 0.5 mm 

7.31% 

6.09% 

3.10% 
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