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RESUMO

Tecnologias de sensoriamento para mapeamento do solo superficial e avaliação das funções do solo

Esta tese de doutorado trata do uso de tecnologias de sensoriamento remoto e proximal para o mapeamento de propriedades do solo e das possibilidades de uso destes produtos no estudo das funções que ele é capaz de oferecer. O mapeamento digital tem tomado força desde os anos 90’s quando foram propostos os primeiros conceitos de pedometria e mapeamento preditivo do solo. Atualmente, existe uma demanda crescente por mapas de solos e as tecnologias de detecção estão desempenhando um papel fundamental para que isto seja possível. Considerando este cenário, o objetivo desta tese é introduzir exemplos de mapeamento de atributos do solo utilizando imagens de solo exposto obtidas a partir de séries temporais de satélites e de como usar estes dados em exemplos de mapeamento de outros atributos do solo relacionadas às suas funções. No Capítulo 1 se expõe uma introdução geral do trabalho e se abordam as principais problemáticas que se pretendem resolver com esta tese. No Capítulo 2 se exploram as propriedades de imagens de satélite em diferentes escalas e sua influência na obtenção de mapas de propriedades de solo no nível de fazenda. Foi observado que, de fato, os mapas produzidos com imagens de tamanho de pixel diferente proporcionam mapas diferentes. O impacto destes mapas em diferentes escalas foi avaliado tanto para fins de classificação como para o manejo do solo e foi observado que o delineamento de unidades de mapeamento pode ser afetado pela qualidade dos mapas. A mesma situação foi descrita para o caso do manejo do solo, onde pode haver uma inconsistência na distribuição espacial de propriedades do solo específicas o que pode levar a uma estratégia de manejo diferente dependendo de qual tipo de mapa e em qual escala é utilizado. O capítulo 3 propõe a junção de dados de dois satélites para a obtenção de maiores áreas de solo exposto que possam possibilitar o melhor estudo da variação do solo, similar ao capítulo 2, porém no nível regional abordando a variação do solo desde um ponto de vista macro. Neste capítulo, foi observado que os avanços em termos de maior disponibilidade de imagens de satélite ao longo do tempo proporcionam um melhor entendimento das variações do solo. Já no capítulo 4 se apresentam estratégias para o mapeamento de classes de drenagem em regiões tropicais. Este capítulo foi desenvolvido com o intuito de avaliar a capacidade dos mapas de propriedades do solo para estudar características que são mais complexas e difíceis de estudar. Finalmente, o capítulo 5 proporciona uma revisão das possibilidades dos sensores remotos e proximais para a medição e estudo das funções do solo. Aqui se descrevem desde sensores de laboratório até satélites que cobrem toda a região do espectro eletromagnético e de como estes podem ser utilizados para estudar os solos. No tópico final se apresentam três exemplos de aplicação no Brasil e se conclui esta tese discutindo as principais vantagens, limitações e o que ainda precisa ser feito para avançar no estudo do recurso solo fazendo uso das tecnologias disponíveis.

Palavras-chave: Mapeamento digital de solos, Sensoriamento remoto, Espectroscopia, Sensoriamento proximal, Aprendizado de máquina, Resolução espacial, Imagens multi-temporais, Funções do solo, Escala
ABSTRACT

Sensing technologies for topsoil mapping and soil functional assessment

This doctoral dissertation deals with the use of proximal and remote sensing technologies for mapping soil properties and the possibilities of using these products in the study of the functions that the soil is capable to offer. Digital soil mapping has gained strength since the 90’s, when the first concepts of pedometrics and predictive soil mapping were proposed. Currently, there is a growing demand for soil maps and sensing technologies are playing a key role in making this possible. Considering this scenario, the objective of this dissertation is to introduce examples of soil attribute mapping using bare soil images obtained from satellite time series and how to use these data in mapping examples of other characteristics related to soil functions. In Chapter 1, a general introduction to the work is presented and addresses the main problems that are intended to be resolved with this thesis are addressed. Chapter 2 explores the properties of satellite imagery at different scales and their influence on obtaining maps of soil properties at the farm level. It was observed that, in fact, maps produced with images of different pixel sizes were different. The impact of these maps at different scales was evaluated both for soil classification purposes and for soil management and it was observed that the delineation of mapping units can be affected by the quality of soil property maps. The same situation was described for the case of soil management, where there may be an inconsistency in the spatial distribution of specific soil properties which can lead to a different management strategy depending on which type of map and at which scale it is used. Chapter 3 proposes the joining of data from two satellites to obtain larger areas of exposed soil that can enable a better study of soil variations, similar to chapter 2, but at the regional level, approaching soil variation from a different point of view. In this chapter, it was observed that advances in terms of greater availability of satellite images over time provide a better understanding of soil variations. Chapter 4 presents strategies for mapping drainage classes in tropical regions. This chapter was developed to assess the ability of soil property maps to study features that are more complex and difficult to measure. Finally, Chapter 5 provides a review of the possibilities of remote and proximal sensors for measuring and studying soil functions. Here we described sensors from the laboratory to satellites that cover the entire electromagnetic spectrum and how they can be used to study soils. In the final topic, three examples of application in Brazil are presented and this thesis is concluded by discussing the main advantages, limitations and what still needs to be done to advance in the study of the soil resource using the available technologies.

Keywords: Digital soil mapping, Remote sensing, Spectroscopy, Proximal sensing, Machine learning, Spatial resolution, Multi-temporal images, Soil functions, Scale
1. GENERAL INTRODUCTION

Soil is an extraordinarily complex entity (Scull et al., 2003). Its importance lies not only in agriculture as a means of plant growth and food production, but also in the performance of six other functions that are related to the good functioning of ecosystems and human well-being (Blum, 2005). Among these functions, soil plays an important role in water cleaning, filtering and buffering, in addition to being the habitat of an immense biodiversity of organisms (Keesstra et al., 2012; Makó et al., 2017; Bölter and Blume, 2002). Soils are also considered an archaeological and geological heritage reserve, which has helped to reveal important aspects of our recent history (Cummins et al., 2018). The most recent recognized role of soils is in mitigating climate change, by reducing CO₂ emissions to the atmosphere and sequestering carbon as a long-term component (Minasny et al., 2017).

Understanding and measuring these functions are essential to improve land use and management, assist in decision-making and in the construction of public policies related to it. But for that, it is first necessary to know the characteristics and variability of soils, both in space and possible changes that can happen over time. One of the most common ways of communicating this is through soil maps or data on soil's physical, chemical and mineralogical properties. The need for this kind of soil information is increasing considerably all over the world (Poggio et al., 2021) and even more in developing countries, where maps at suitable scales for land planning are scarce. This gap is being filled thanks to the widespread use of frameworks such as digital soil mapping (Scull et al., 2003; McBratney et al., 2003) and the widely availability of powerful computational tools, geographic information systems (GIS), remote and proximal sensors, cloud computing and data storage capacities. With these advances, the management of big soil data and complex statistics to model soil variability becomes possible.

Soil data in the form of maps or point information are useful for land planning but also as inputs in ecological and hydrological models, which are used to understand crucial processes happening in the soil system (Veerecken et al., 2016). Accurate soil maps are needed to best represent the soil variability and for this, huge amounts of data are needed, which are in part fulfilled by field descriptions available in legacy soil data or, more recently, by data obtained from technologies such as soil spectroscopy, remote and proximal sensing. Sensing technologies, which includes remote and proximal sensing, are playing a crucial role in providing fast and accurate information to assist in digital soil mapping. The advantage of using satellites is their capability of imaging large areas and provide a spatial overview of possible changes in landscapes at short or longer distances. They also provide continuous data at different temporal resolution, which is allowing the monitoring of possible short-term changes that can affect the spatial variability of soils (Dematté et al., 2020).

In this dissertation, we are concerned in addressing three main issues: a) digital soil mapping of soil properties at the farm and b) regional levels, c) search for strategies to map soil drainage classes using available soil data, expert knowledge and machine learning, and d) explore the possibilities of sensing technologies for studying and measuring soil functions. The first is addressed in Chapter 2, in which soil property maps obtained at multiple scales from different satellites are presented. In this study we evaluated the influence of spatial, spectral and temporal resolutions of three satellites on mapping soil properties (clay content, soil color and iron and organic matter content) in a small agricultural area in southeastern Brazil. We further evaluated the influence of the results on soil management and classification. In Chapter 3, a similar approach was followed but, in this case, the soil variability was studied using two satellites, Sentinel-2 and Landsat-8. We aimed to assess the potential of multi-temporal bare soil images (Synthetic Soil Image, SYSI) obtained from Landsat-8 and Sentinel-2 satellites (singly and combined) to predict topsoil properties (clay, sand, silt, organic matter, and color) using the Cubist algorithm and to compare their performances with those obtained from single-date images. Our hypothesis was that SYSI provides more continuous
soil reflectance values than single-date images and that the combined use of Landsat-8 and Sentinel-2 satellites can offer even more bare soil pixels, which can improve soil mapping in tropical regions.

Chapter 4 is a mixture of digital soil mapping and applicability of available soil maps. Here we wanted to study two strategies for mapping soil drainage classes using expert knowledge and machine learning. The best strategy was selected considering a set of criteria that represented the most accurate, simplest, transparent and transferable map of soil drainage class. Finally, in Chapter 5, we aimed at shedding light on the use of sensing technologies to assess and monitor the variability of soil properties and their use in the evaluation of soil functions by reviewing the most important aspects. In this chapter we provided a brief description of soil spectroscopy and proximal and remote sensing and their applicability in obtaining information concerning soil properties. Besides, a description of soil functions and their properties of major importance in the generation of indicators was given. The review ended with a discussion of the strengths, weaknesses and possible future scenarios of sensing technologies associated with obtaining soil information that contributes to a better understanding of soil functions.

This dissertation ends with a general discussion and a conclusion of the main findings.
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2. SOIL PROPERTY MAPS WITH SATELLITE IMAGES AT MULTIPLE SCALES AND THEIR IMPACT ON SOIL MANAGEMENT AND CLASSIFICATION

Abstract

Soil maps at appropriate scales can aid decision-making in agriculture and the environment. In this context, remote sensing products have shown their power to investigate soil properties, but the assessment of its spatial information can be hampered by the presence of other objects than soil. To overcome this issue, soil scientists have been studying spatial patterns from multi-temporal satellite images aiming at improving soil property maps. In this work, we applied the cubist algorithm to predict topsoil properties (clay, sand, organic matter and iron contents, and soil color components) in south-eastern Brazil using multi-temporal (Landsat8-OLI, and Sentinel2-MSI) and single-date images (PlanetScope, Landsat8-OLI, and Sentinel2-MSI). We aimed to evaluate the influence of satellite’s spatial, spectral and temporal resolutions on soil mapping. Predictive models were constructed with 120 soil samples and using four (vis-NIR) and six (vis-NIR-SWIR) spectral bands as predictors in a 10-fold cross-validation procedure. The multi-temporal image obtained from the Sentinel2-MSI satellite (with 10 m pixel size and six spectral bands), showed the best model performances in cross-validation ($R^2$ between 0.48 and 0.78). The PlanetScope image, which has only four bands in the vis-NIR region and spatial resolution of 3 m did not improve model performances, although the $R^2$ values were higher for soil color components ($R^2 > 0.5$). Satellite images in different spatial, spectral and temporal resolutions provide slightly different soil property maps which may promote different strategies regarding soil classification and management. However, satellite images should be used with caution, as they provide only surficial information about the soil variability and confirmation with field surveys is required.

Keywords: Cubist, Landsat 8-OLI, PlanetScope, Sentinel 2-MSI, Soil mapping, Multi-temporal images, Soil management, Soil classification


2.1. Introduction

The growing demand for spatial information has encouraged the application of Digital Soil Mapping (DSM) strategies to obtain reliable soil maps (McBratney et al., 2003; Smith et al., 2010; Malone et al., 2011; Gholizadeh et al., 2018; Chabrillat et al., 2019). Maps of soil properties, such as for clay, sand and organic matter content, are of great value for guiding agricultural and environmental practices, such as the management zones, water storage, and drainage classes (Reyes et al., 2019; Hong et al., 2013; Zhao et al., 2008). In this sense, satellite images provide a synoptic view of the area under study, which have been of significant importance for obtaining accurate maps of soil properties.

Soil properties vary with scale (Nussbaum et al., 2011) and soil maps produced with satellite images with different spatial, spectral and temporal resolutions would be different as well. The spatial resolution is associated with the pixel size, characterizing high- and coarse-resolution images, with small and large pixels, respectively. Coarse-resolution images are predominantly used to represent the phenomena from a general point of view (Hengl, 2006) whereas high-resolution images can provide better details about terrestrial objects and are more useful in farm-scale studies (Gomez et al., 2015). Satellite images can also present different spectral resolutions. This is defined as the number of ranges (or bands) detected in the electromagnetic spectrum and is related with the spectral signature and soil compounds (Gholizadeh et al., 2018; Marais Sicre et al., 2020). Besides these, we also have the temporal resolution related with the frequency of revisit over a site (Ose et al., 2016). This characteristic plays an important role in soil mapping. The shorter the revisit time, the greater is the number of images that can be obtained and,
therefore, the soil will be better monitored over time (Croft et al., 2012). Thus, the discussion about these three components of an image has gained great importance to understand soil variability.

The influence of satellite resolutions on soil mapping has been reported in many studies. Some of them confirmed that images with high spectral resolution provided the best performances in soil mapping (Gomez et al., 2018; Gholizadeh et al., 2018) but others (Behrens et al., 2018; Forkuor et al., 2017; Sahwan et al., 2018) highlighted the importance of spatial resolution, as soils can behave differently at multiple scales. Samuel-Rosa et al. (2015) stated that the improvement in model performances using fine-scale covariates was modest, not recommending spending resources in obtaining covariates or predictors with high spatial resolution that poorly explain soil variability.

Satellites’ resolution is not the only issue to be considered in soil mapping. Predictions of soil properties and further interpretations for soil management can also be hampered by the presence of vegetation, crop residues and clouds (Roberts et al., 2019; Castaldi et al., 2019). Dematté et al. (2018), for example, found that depending on the study area, a single satellite image can provide only 0.5% of valid bare soil pixels, which certainly would not bring sufficient information for soil mapping. Castaldi et al. (2019) used the Normalized Burn Ratio 2 (NBR2) to exclude moist and vegetated pixels in a single Sentinel-2 image from August 2017 and obtained about 25% of valid bare soil pixels for soil organic carbon (SOC) mapping. In another research, Bartholomeus et al. (2011) found that SOC predictions drop dramatically (~58%) when the soil surface is partially vegetated. These researches exemplify the difficulties on understanding soils by images (influence of clouds, moisture and vegetated pixels).

To overcome the indicated issues, recent studies have been developing multi-temporal techniques to obtain more continuous bare soil pixels from satellite images to improve digital soil mapping. These methodologies were developed using Landsat missions (Diek et al., 2017; Dematté et al., 2018, 2020; Rogge et al., 2018) and Sentinel-2 images (Loiseau et al., 2019; Castaldi et al., 2019; Gholizadeh et al., 2018; Tziolas et al., 2020; Silvero et al., 2021). Successful results have been reported with these approaches at local and regional scales (Fongaro et al., 2018; Safanelli et al., 2020; Poppiel et al., 2020), which consolidates the use of multi-temporal images in several DSM applications.

The strategy to use images (which image, which satellite, which characteristics) on soil mapping will have direct impacts on decisions making related to soil management and, consequently, in agriculture and the environment (Casa et al., 2012; Dematté et al., 2016; Buttafuoco et al., 2017). Besides that, satellite images are also important tools to enhance soil class maps and classification (Ramcharan et al., 2018). The spatial coverage and spectral patterns can bring insights about soil variability, which is later linked with its classification by field survey. Despite the indicated importance of remote sensing for agriculture, we found only one research that explored the implications of different satellite resolutions for soil management. Breunig et al. (2020) used UAV cameras (0.20 m), PlanetScope (3 m) and Landsat-8 images (30 m) to delineate management zones for smallholder farming in Brazil. These authors found that PlanetScope image was better than UAV cameras in delineating management zones and Landsat-8 data was unable to provide suitable results, as the area under study was very small. This highlight (once more) the importance of scale and satellite’s resolution to assist decision-making in soil management.

Multi-temporal images showed their usefulness for digital soil mapping but the applications for other soil approaches are still lacking. Recently, Silvero et al. (2021) compared single-date and multi-temporal images from two satellites (Landsat-8 and Sentinel-2) in predicting topsoil properties for regional soil mapping, but the authors did not evaluate the implications for soil management and classification. Besides that, at the farm level the above-mentioned satellites can provide very different results. Thus, in this study we evaluated the influence of spatial, spectral and temporal resolutions of satellites (PlanetScope, Sentinel2-MSI and Landsat8-OLI) on mapping soil properties (clay
content, soil color and iron and organic matter content) using single-date and multi-temporal images in a small agricultural area in southeastern Brazil. We further evaluated the influence of the results on soil management and classification. We constructed three hypotheses as follows: i) multi-temporal images are better than single-date ones to predict and represent the variability of soil properties; ii) spatial, spectral and temporal resolutions of satellite images affect the representation of soil variability and iii) maps of soil properties obtained from different satellites can affect soil classification and management.

2.2. Material and Methods

2.2.1. Study area

The study area has 182 ha and is located in Rafard city, São Paulo State, south-eastern Brazil in a Palaeozoic depression (Fig. 1a). This area was chosen because it has a considerable variation in soil types and geology, especially at short distances, which makes it a suitable area for studying the influence of satellite images at different resolutions. The most common soil classes are Acrisols, Lixisols, Chernozems, Nitisols, Arenosols and Cambisols (Fig. 1b) (IUSS Working Group WRB, 2015) developed from a diversified geology (diabase, siltite, metamorphosed siltite and alluvial deposits) (Fig. 1c). Sugarcane is the cultivated crop. The climate is classified as subtropical mesothermal (Cwa), with an average annual precipitation of 1200 mm and annual average temperature of 24 °C (Alvares et al., 2013). A flowchart of the procedures followed in this work is presented in Fig. 2.

2.2.2. Soil sampling and laboratory analysis

A regular grid of 100 × 100 m was used, where 162 soil samples were collected at 0.20 m depth (Fig. 1a). Soil samples were air dried, ground and sieved to 2 mm for physical and chemical determinations in the laboratory (Teixeira et al., 2017). The clay and sand contents were determined following the pipette method, the iron content of the clay fraction (Fe₂O₃) was obtained by the sulphuric acid digestion and the organic matter content (OM) was determined by the Walkley-Black oxidation method (Walkley and Black, 1934). Additionally, we acquired soil reflectance within the 350–2500 nm spectral range from the 2 mm fraction using a FieldSpec Pro spectroradiometer (Analytical Spectral Devices, Boulder, Colo.) and the Long Light geometry, as described by Romero et al. (2018). The components of the Munsell soil color system (hue, value and chroma) were calculated using the 350–780 nm spectral range (visible portion of soil spectra) and color space transformations, as described by Viscarra Rossel et al. (2006) and Silvero et al. (2021). The Munsell notation was chosen due to its popularity in the soil science community.
2.2.3. Satellite images acquisition and processing

For this study, three satellites were used: Landsat8-OLI, Sentinel-2 MSI and PlanetScope. A single date image was obtained for each satellite and multitemporal images for Landsat8-OLI and Sentinel2-MSI, totaling five images that were used as predictors of soil properties in our study area. A brief description of each satellite is given in the next sections.
2.2.3.1. Single-date satellite image

The single-date Landsat-8 TIER 1 image (L8-OLI), from December 2017, was acquired from the USGS Earth Explorer Platform. The image is from orbit 220 and path 76 and has no clouds or shadows. It was available in surface reflectance, processed by the Landsat Ecosystem Disturbance Adaptive Processing System – LEDAPS (Schmidt et al., 2013) and, therefore, no preprocessing was performed. The L8-OLI image has six spectral bands in the vis-NIR-SWIR region and spatial resolution of 30 m (Table 1).

The single-date Sentinel-2 (S2-MSI) top of atmosphere reflectance (Level-1C) image from November 2017 was downloaded from the Copernicus Open Access Hub web platform. It was atmospherically corrected to Level-2A Bottom-Of-Atmosphere surface reflectance, using the Sen2Cor plugin (Main-Knorn et al., 2017) adapted to R software (R Core Team, 2019). The image was acquired over tile 22KHV and during relative orbit 038. This image has nine spectral bands but we used six of them from the vis-NIR-SWIR region (the red-edge were excluded). The spatial resolutions are 10 and 20 m. The spectral bands that were in 20 m were resampled to 10 m using the
resample function and bilinear method in R software, in order to ensure that all bands were at the same spatial extent.

The single-date Level 3A PlanetScope surface reflectance image with four spectral bands (vis-NIR) and 3 m spatial resolution, also from November 2017, was downloaded from the Planet Labs platform. The Surface Reflectance (SR) Product is derived from the standard Planet Analytic Product (Radiance) and is processed to top of atmosphere reflectance and then atmospherically corrected to surface reflectance. The 6S radiative transfer model with ancillary data from MODIS is used to account for atmospheric effects (Planet Labs, 2020). More details about the characteristics of each satellite can be found in Table 1.

### Table 1. Spectral bands, range and central wavelengths of the satellite images used.

<table>
<thead>
<tr>
<th>Spectral bands</th>
<th>Landsat-8 OLI</th>
<th>Sentinel-2 MSI</th>
<th>PlanetScope</th>
<th>Landsat-8 OLI</th>
<th>Sentinel-2 MSI</th>
<th>PlanetScope</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spectral range (nm)</td>
<td>Central wavelength (nm)</td>
<td>Spectral range (nm)</td>
<td>Central wavelength (nm)</td>
<td>Spectral range (nm)</td>
<td>Central wavelength (nm)</td>
</tr>
<tr>
<td>Blue</td>
<td>450.0 – 510.0</td>
<td>457.5 – 517.0</td>
<td>482.0</td>
<td>492.4</td>
<td>490.5</td>
<td></td>
</tr>
<tr>
<td>Green</td>
<td>530.0 – 590.0</td>
<td>542.5 – 577.5</td>
<td>547.0 – 585.0</td>
<td>561.4</td>
<td>599.8</td>
<td>566.0</td>
</tr>
<tr>
<td>Red</td>
<td>640.0 – 670.0</td>
<td>650.0 – 682.0</td>
<td>654.5</td>
<td>664.6</td>
<td>666.0</td>
<td></td>
</tr>
<tr>
<td>RedEdge1</td>
<td></td>
<td></td>
<td>697.5 – 712.5</td>
<td>704.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RedEdge2</td>
<td></td>
<td></td>
<td>732.5 – 747.5</td>
<td>740.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RedEdge3</td>
<td></td>
<td></td>
<td>733.0 – 793.0</td>
<td>782.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIR</td>
<td>850.0 – 880.0</td>
<td>855.0 – 875.0</td>
<td>846.0 – 888.0</td>
<td>864.6</td>
<td>864.7</td>
<td>867.0</td>
</tr>
<tr>
<td>SWIR1</td>
<td>1570.0 – 1650.0</td>
<td>1656.0 – 1655.0</td>
<td>1608.8</td>
<td>1613.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWIR2</td>
<td>2110.0 – 2290.0</td>
<td>2100.0 – 2280.0</td>
<td>2200.7</td>
<td>2202.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*The RedEdge bands of the Sentinel-2 MSI satellite were not used in this work. NIR: Near-infrared, SWIR1 and SWIR2: Shortwave infrared.*

#### 2.2.3.2. Multi-temporal images

Two multi-temporal bare soil images were obtained for Landsat and Sentinel satellites. For the first, forty-five images were acquired from 2016 to 2019 whereas for the second sixty-three images were used from the same period. The images were selected considering the cloud coverage (up to 20% clouds). A data mining technique called GeoSpatial Soil Sensing System (GEOS3) was used to obtain the multi-temporal images, called Synthetic Soil Image – SYSI (Demattê et al., 2018). The method consists of classification rules based on spectral indices coupled with scene quality products to mask water, burned areas, straw, vegetation, clouds, and shadows. Briefly, the process consisted of selecting images with <20% cloud and shadows. Afterwards, the NDVI (Normalized Vegetation Index) and NBR2 (Normalized Burn Ratio) indices were calculated for each image. Thresholds to separate soils from vegetation, burn areas and straw were used to classify the images as follows: NDVI < 0.25 = 1, NDVI > 0.25 = NA, NBR2 < -0.10 = 1 and NBR2 > 0.10 = NA, where 1 corresponded to bare soils and NA to non-bare soil. The quality masks provided with the images were also classified as 1 for clear sky conditions and NA for areas covered by clouds and shadows. After NDVI, NDBR2 and quality masks were classified, the images were masked, ordered by date and the median reflectance was calculated for each pixel.

The process to obtain the SYSI from Landsat-8 images (SYSI L8-OLI) was carried out in the Google Earth Engine (GEE) cloud-based platform (Gorelick et al., 2017), where surface reflectance images are available and ready for use. The SYSI from Sentinel-2 MSI satellite (SYSI S2-MSI) was obtained in R software, after the images were downloaded and processed for atmospheric correction. Unfortunately, it was impossible to obtain a SYSI for PlanetScope, due to financial constraints (the images are paid) and therefore, only the single-date image was used.
2.2.4. Soil mapping procedure

2.2.4.1. Dataset

The final dataset used for this research had 120 soil observations, after samples without bare soil information were excluded. Descriptive statistics of soil properties were summarized with violin plots and the images’ reflectance values for each spectral band were compared by the Tukey test (p-value < 0.05).

2.2.4.2. Model calibration

Prediction models between reflectance values of satellite images and soil properties were built using the Cubist algorithm, which is a rule-based regression tree model that represents linear models of the predictors (Kuhn and Johnson, 2013; Quinlan, 1992). The Cubist algorithm uses a boosting-like procedure named committees, which consist of a sequence of rule-based models, and the k most similar neighbors close enough to the prediction sample, to improve performances (Kuhn and Johnson, 2013). The caret package (Kuhn et al., 2018) with the default number of committees (1, 10 and 20) and neighbors (0, 5 and 9) were used to build the prediction models by 10-fold cross-validation. The standard procedure of data partition in training/validation sets was not performed because our dataset was not large enough to obtain an appropriate validation.

Two approaches were used to evaluate the influence of the spectral resolution (i.e., number of spectral bands): in the first, four bands from the vis-NIR region (RED, GREEN, BLUE, NIR) of all images (single-date and SYSI images) were used as predictors. In the second approach, six bands from the vis-NIR-SWIR region (RED, GREEN, BLUE, NIR, SWIR1, SWIR2) of four images (single-date and SYSIs, excluding the PS image), were used as predictors. The PS image was excluded from this second analysis because it has no bands in the SWIR region, which hampered the comparison with the other satellites.

The influence of the pixel size (spatial resolution) was evaluated by comparing the predictions obtained for each satellite while the influence of temporal resolution on predictions was restricted to the comparison between SYSI images. The Root Mean Square error (RMSE), the coefficient of determination ($R^2$), and the Mean Absolute Error (MAE) were used to select the best models. The following equations were used:

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}$$

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$$

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|$$

where $n$ is the number of samples; $y_i$ is the measured soil property; $\hat{y}_i$ is the predicted soil property and $\bar{y}$ is the mean value of the measured soil property. The best models were used to predict seven soil properties (clay, sand, iron and OM contents and soil color components) at unseen locations using the five satellite images.
2.2.4.3. Spatial structure analysis of predicted soil property maps

In order to evaluate the differences in spatial structure among the soil property maps predicted by different satellites, variograms were obtained and their parameters (sill, range and nugget) compared for each soil property. The nugget to sill ratio [(nugget/sill) *100], defined as “the proportion of short-range variability that cannot be described by a geostatistical model in the studied field” (Kravchenko, 2003), was obtained in order to evaluate the spatial dependence. The number of samples for each predicted map and satellite was different, as the spatial resolution differed (3, 10 and 30 m). The following formula was used to obtain the empirical variograms:

\[ \gamma(h) = \frac{1}{2n} \sum_{i=1}^{n} \{z(x_i) - z(x_i + h)\}^2 \]

where \( \gamma(h) \) is the average semivariance; \( n \) is the number of pairs of points; \( z(x_i) \) is the value of \( z \) in the position \( (x_i) \); and \( z(x_i + h) \) is the value of \( z \) at the position \( (x_i + h) \). Exponential, gaussian and spherical theoretical models were tested to fit the experimental variograms. The geostatistical analysis was carried out in R software, using the gstat package.

2.2.5. Applications of predicted soil maps for management and classification

2.2.5.1. Soil legacy map

The soil property maps predicted by different satellites were related to a conventional soil class map developed by Bazaglia Filho et al. (2013). This soil class map is on a 1:10,000 scale. It was obtained using stereopairs of coloured aerial photos, topographic maps with contour lines at 5 m-intervals, semi-detailed soil maps and geological information. Pits (30) and soil observations (160) were also used for delineating the soil mapping units (SMU) and named according to the fourth level (suborder) of the Brazilian Soil Classification System (SiBCS, from the Portuguese name). More details can be found in Bazaglia Filho et al. (2013).

2.2.5.1. Relationship of soil class map and predicted soil properties

We selected a small area that presented a considerable contrast in soil texture, color, iron and organic matter contents to be compare with our predicted maps. The predicted maps of clay content were classified into five textural classes, as follows (g kg\(^{-1}\)): <150 = sandy, 150 – 250 = loam sandy, 250 – 350 = loam clay, 350 – 600 = clay, >600 = very clay. The soil color components (hue, value and chroma) were presented as Munsell’s notation, and iron and organic matter contents in their original value. The soil color and iron content maps were used to compare their patterns to those from the legacy soil map. The mean and standard deviation of each soil property for each soil class in the small selected area was also calculated, in order to show if the values significantly varied within soil classes and how this can impact or improve other soil studies. Regarding the use of soil property maps for soil
classification, we used the Nitisol class and the clay content value (=>350 g kg\(^{-1}\)), described in the Brazilian Soil Classification System as the main criteria for the Nitisol class (SiBCS) (Santos et al., 2013). We used only the Nitisol class since it is considered as more homogeneous in depth, and the information from the 0–20 cm depth can be used to represent this soil class.

2.3. Results

2.3.1. Spectral patterns of satellite images and variability of soil properties

Single-date and SYSI images show very similar spectral patterns (Fig. 3), excluding the areas without bare soil information (black pixels in Fig. 3a, d–e). Single-date S2-MSI and PS images were acquired on the same date (11/17/2017) and it was possible to obtain bare soil pixels for the entire study area. This was not possible for the single-date L8-OLI image, acquired one month later (December 2017), when the sugarcane was already growing in some parts of the area (black pixels in Fig. 3a). The areas without bare soil pixels were excluded from further analysis (red lines in Fig. 3).
The reflectance values for each band of single-date and SYSI images varied significantly across all spectral regions (Fig. 4) but SYSI images show a more constant increase in their reflectance values from RED to SWIR1 bands than single-date ones. The single-date S2-MSI image has the highest mean reflectance in BLUE ($8.57 \times 10^{-2}$), GREEN ($12.43 \times 10^{-2}$) and RED ($16.88 \times 10^{-2}$) bands while the L8-OLI bands have the highest standard deviations (Table 2). Among the SYSI images, the SYSI S2-MSI has the highest mean and standard deviation for all spectral bands (Table 2).
Clay, sand and iron contents (Fe₂O₃) are highly variable across the study area (Fig. 5), with mean and standard deviations of 325.26 ± 178.70, 481.84 ± 203.43 and 88.32 ± 79.37, respectively. The organic matter content (OM) was lower than 10% and soil colors varied from red to brown yellow (hues between 8 and 18).

Figure 4. Distribution of reflectance values of satellites’ spectral bands from: a) single-date and b) multi-temporal images (SYSI).
Table 2. Spectral bands, range and central wavelengths of the satellite images used.

<table>
<thead>
<tr>
<th></th>
<th>Single-date images</th>
<th>SYSI images</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L8-OLI*</td>
<td>S2-MSI*</td>
</tr>
<tr>
<td></td>
<td>PS*</td>
<td></td>
</tr>
<tr>
<td><strong>B1</strong></td>
<td>7.58±2.03</td>
<td>8.57±1.50</td>
</tr>
<tr>
<td></td>
<td><strong>Dc</strong></td>
<td><strong>Aa</strong></td>
</tr>
<tr>
<td></td>
<td>8.30±1.24</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bb</td>
<td><strong>Eb</strong></td>
</tr>
<tr>
<td></td>
<td>7.05±1.33</td>
<td>7.73±1.85</td>
</tr>
<tr>
<td><strong>B2</strong></td>
<td>12.19±2.44</td>
<td>12.43±1.82</td>
</tr>
<tr>
<td></td>
<td><strong>Bb</strong></td>
<td><strong>Aa</strong></td>
</tr>
<tr>
<td></td>
<td>11.09±1.42</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Dc</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10.47±1.80</td>
<td><strong>Eb</strong></td>
</tr>
<tr>
<td></td>
<td>11.29±2.37</td>
<td></td>
</tr>
<tr>
<td><strong>B3</strong></td>
<td>16.11±4.36</td>
<td>16.88±2.87</td>
</tr>
<tr>
<td></td>
<td><strong>Bb</strong></td>
<td><strong>Aa</strong></td>
</tr>
<tr>
<td></td>
<td>14.76±2.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Dc</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>13.87±2.17</td>
<td><strong>Eb</strong></td>
</tr>
<tr>
<td></td>
<td>15.63±2.90</td>
<td></td>
</tr>
<tr>
<td><strong>B4</strong></td>
<td>31.30±2.46</td>
<td>30.20±1.72</td>
</tr>
<tr>
<td></td>
<td><strong>Ac</strong></td>
<td><strong>Cc</strong></td>
</tr>
<tr>
<td></td>
<td>28.10±2.17</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Bb</strong></td>
<td><strong>Eb</strong></td>
</tr>
<tr>
<td></td>
<td>20.13±3.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>23.05±4.41</td>
<td><strong>Da</strong></td>
</tr>
<tr>
<td><strong>B5</strong></td>
<td>37.26±7.94</td>
<td>38.99±4.55</td>
</tr>
<tr>
<td></td>
<td><strong>Bb</strong></td>
<td><strong>Aa</strong></td>
</tr>
<tr>
<td></td>
<td>27.14±4.68</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Db</strong></td>
<td>31.40±6.15</td>
</tr>
<tr>
<td><strong>B6</strong></td>
<td>26.38±7.79</td>
<td>31.11±4.41</td>
</tr>
<tr>
<td></td>
<td><strong>Cb</strong></td>
<td><strong>Aa</strong></td>
</tr>
<tr>
<td></td>
<td>23.94±4.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Db</strong></td>
<td>28.23±5.30</td>
</tr>
</tbody>
</table>

*Scaled by 10⁻². B1: Blue band, B2: Green band, B3: Red band, B4: Near Infrared band, B5: Shortwave Infrared 1 (SWIR1), B6: Shortwave Infrared 2 (SWIR2). Uppercase green letters correspond to contrast between four spectral bands of single-date and SYSI images. Uppercase orange letters correspond to contrast between B5 and B6 spectral bands of single-date and SYSI images. Lowercase red letters correspond to contrast within four spectral bands of single-date images. Lowercase blue letters correspond to contrast between four spectral bands of SYSI images. Lowercase black letters correspond to comparison between B5 and B6 of single images (except PS).

Figure 5. Distribution of reflectance values of satellites’ spectral bands from: a) single-date and b) multi-temporal images (SYSI).

2.3.2. Model performances

The model performances of soil properties are shown in Table 3 (blue and red colors correspond to the best models obtained using four vis-NIR and six vis-NIR-SWIR spectral bands as predictors, respectively). We found that the SYSI S2-MSI presented the best performances in cross-validation for almost all soil properties either using four or six bands, except OM content and chroma, which were best predicted by single-date S2-MSI and L8-OLI, respectively. The difference in model performances using either four or six spectral bands was not very
significant but the performance was better using six spectral bands as predictors for almost all soil properties, except chroma and hue, which are components of soil color.

Table 3. Spectral bands, range and central wavelengths of the satellite images used.

<table>
<thead>
<tr>
<th>Soil properties</th>
<th>NB</th>
<th>C</th>
<th>N</th>
<th>RMSE</th>
<th>R²</th>
<th>MAE</th>
<th>C</th>
<th>N</th>
<th>RMSE</th>
<th>R²</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clay content (g kg⁻¹)</td>
<td>Hue</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>Four</td>
<td>10</td>
<td>9</td>
<td>124.75</td>
<td>0.54</td>
<td>97.87</td>
<td>1</td>
<td>9</td>
<td>1.95</td>
<td>0.61</td>
<td>1.58</td>
</tr>
<tr>
<td>S2-MSI</td>
<td>Four</td>
<td>10</td>
<td>9</td>
<td>116.65</td>
<td>0.59</td>
<td>94.28</td>
<td>20</td>
<td>9</td>
<td>1.71</td>
<td>0.69</td>
<td>1.36</td>
</tr>
<tr>
<td>L8-OLI</td>
<td>Four</td>
<td>20</td>
<td>5</td>
<td>120.4</td>
<td>0.62</td>
<td>94.19</td>
<td>1</td>
<td>0</td>
<td>1.75</td>
<td>0.67</td>
<td>1.42</td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>Four</td>
<td>1</td>
<td>0</td>
<td>110.6</td>
<td>0.65</td>
<td>90.51</td>
<td>10</td>
<td>0</td>
<td>1.41</td>
<td>0.77</td>
<td>1.16</td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>Four</td>
<td>20</td>
<td>0</td>
<td>130.78</td>
<td>0.52</td>
<td>107.28</td>
<td>20</td>
<td>9</td>
<td>2.17</td>
<td>0.45</td>
<td>1.77</td>
</tr>
<tr>
<td>S2-MSI</td>
<td>Six</td>
<td>20</td>
<td>9</td>
<td>106.81</td>
<td>0.68</td>
<td>83.72</td>
<td>10</td>
<td>9</td>
<td>1.75</td>
<td>0.67</td>
<td>1.35</td>
</tr>
<tr>
<td>L8-OLI</td>
<td>Six</td>
<td>10</td>
<td>5</td>
<td>110.21</td>
<td>0.66</td>
<td>85.71</td>
<td>1</td>
<td>0</td>
<td>1.78</td>
<td>0.65</td>
<td>1.44</td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>Six</td>
<td>20</td>
<td>0</td>
<td>86.69</td>
<td>0.75</td>
<td>68.75</td>
<td>1</td>
<td>0</td>
<td>1.43</td>
<td>0.76</td>
<td>1.15</td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>Six</td>
<td>10</td>
<td>0</td>
<td>111.25</td>
<td>0.64</td>
<td>90.64</td>
<td>1</td>
<td>9</td>
<td>2.06</td>
<td>0.53</td>
<td>1.66</td>
</tr>
<tr>
<td>Sand content (g kg⁻¹)</td>
<td>Value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>Four</td>
<td>10</td>
<td>0</td>
<td>168.62</td>
<td>0.48</td>
<td>136.92</td>
<td>20</td>
<td>0</td>
<td>0.48</td>
<td>0.60</td>
<td>0.39</td>
</tr>
<tr>
<td>S2-MSI</td>
<td>Four</td>
<td>20</td>
<td>0</td>
<td>156.75</td>
<td>0.47</td>
<td>126.86</td>
<td>20</td>
<td>9</td>
<td>0.41</td>
<td>0.71</td>
<td>0.32</td>
</tr>
<tr>
<td>L8-OLI</td>
<td>Four</td>
<td>10</td>
<td>5</td>
<td>159.14</td>
<td>0.47</td>
<td>121.03</td>
<td>10</td>
<td>0</td>
<td>0.45</td>
<td>0.68</td>
<td>0.36</td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>Four</td>
<td>20</td>
<td>0</td>
<td>157.7</td>
<td>0.48</td>
<td>122.61</td>
<td>10</td>
<td>0</td>
<td>0.36</td>
<td>0.77</td>
<td>0.28</td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>Four</td>
<td>10</td>
<td>0</td>
<td>156.42</td>
<td>0.46</td>
<td>126.83</td>
<td>10</td>
<td>0</td>
<td>0.51</td>
<td>0.55</td>
<td>0.41</td>
</tr>
<tr>
<td>S2-MSI</td>
<td>Six</td>
<td>10</td>
<td>0</td>
<td>145.09</td>
<td>0.55</td>
<td>116.22</td>
<td>10</td>
<td>0</td>
<td>0.42</td>
<td>0.70</td>
<td>0.34</td>
</tr>
<tr>
<td>L8-OLI</td>
<td>Six</td>
<td>10</td>
<td>0</td>
<td>151.86</td>
<td>0.52</td>
<td>123.86</td>
<td>10</td>
<td>0</td>
<td>0.42</td>
<td>0.73</td>
<td>0.34</td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>Six</td>
<td>1</td>
<td>0</td>
<td>132.2</td>
<td>0.60</td>
<td>101.32</td>
<td>20</td>
<td>0</td>
<td>0.35</td>
<td>0.79</td>
<td>0.28</td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>Six</td>
<td>10</td>
<td>0</td>
<td>138.68</td>
<td>0.58</td>
<td>113.35</td>
<td>1</td>
<td>9</td>
<td>0.47</td>
<td>0.52</td>
<td>0.38</td>
</tr>
<tr>
<td>Fe₂O₃ content (g kg⁻¹)</td>
<td></td>
<td>Chroma</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>Four</td>
<td>1</td>
<td>0</td>
<td>60.26</td>
<td>0.48</td>
<td>44.22</td>
<td>10</td>
<td>0</td>
<td>0.43</td>
<td>0.47</td>
<td>0.34</td>
</tr>
<tr>
<td>S2-MSI</td>
<td>Four</td>
<td>10</td>
<td>0</td>
<td>52.54</td>
<td>0.63</td>
<td>40.58</td>
<td>10</td>
<td>0</td>
<td>0.43</td>
<td>0.51</td>
<td>0.34</td>
</tr>
<tr>
<td>L8-OLI</td>
<td>Four</td>
<td>1</td>
<td>5</td>
<td>51.19</td>
<td>0.61</td>
<td>38.77</td>
<td>10</td>
<td>0</td>
<td>0.46</td>
<td>0.41</td>
<td>0.36</td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>Four</td>
<td>10</td>
<td>0</td>
<td>48.73</td>
<td>0.64</td>
<td>37.44</td>
<td>1</td>
<td>9</td>
<td>0.45</td>
<td>0.41</td>
<td>0.35</td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>Four</td>
<td>10</td>
<td>9</td>
<td>55.86</td>
<td>0.54</td>
<td>42.47</td>
<td>1</td>
<td>0</td>
<td>0.5</td>
<td>0.27</td>
<td>0.4</td>
</tr>
<tr>
<td>S2-MSI</td>
<td>Six</td>
<td>1</td>
<td>9</td>
<td>49.14</td>
<td>0.65</td>
<td>36.52</td>
<td>20</td>
<td>0</td>
<td>0.43</td>
<td>0.45</td>
<td>0.34</td>
</tr>
<tr>
<td>L8-OLI</td>
<td>Six</td>
<td>10</td>
<td>9</td>
<td>45.84</td>
<td>0.68</td>
<td>34.12</td>
<td>1</td>
<td>0</td>
<td>0.44</td>
<td>0.45</td>
<td>0.34</td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>Six</td>
<td>20</td>
<td>0</td>
<td>38.57</td>
<td>0.78</td>
<td>29.92</td>
<td>1</td>
<td>0</td>
<td>0.44</td>
<td>0.44</td>
<td>0.35</td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>Six</td>
<td>20</td>
<td>0</td>
<td>49.63</td>
<td>0.64</td>
<td>36.18</td>
<td>10</td>
<td>0</td>
<td>0.5</td>
<td>0.25</td>
<td>0.4</td>
</tr>
<tr>
<td>OM content (g kg⁻¹)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>Four</td>
<td>1</td>
<td>0</td>
<td>9.38</td>
<td>0.42</td>
<td>7.42</td>
<td>1</td>
<td>0</td>
<td>9.38</td>
<td>7.42</td>
<td></td>
</tr>
<tr>
<td>S2-MSI</td>
<td>Four</td>
<td>1</td>
<td>5</td>
<td>8.21</td>
<td>0.46</td>
<td>6.27</td>
<td>1</td>
<td>0</td>
<td>8.21</td>
<td>6.27</td>
<td></td>
</tr>
<tr>
<td>L8-OLI</td>
<td>Four</td>
<td>1</td>
<td>9</td>
<td>8.1</td>
<td>0.54</td>
<td>6.38</td>
<td>1</td>
<td>0</td>
<td>8.1</td>
<td>6.38</td>
<td></td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>Four</td>
<td>20</td>
<td>0</td>
<td>8.37</td>
<td>0.47</td>
<td>6.33</td>
<td>1</td>
<td>0</td>
<td>8.37</td>
<td>6.33</td>
<td></td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>Four</td>
<td>1</td>
<td>9</td>
<td>8.42</td>
<td>0.47</td>
<td>6.42</td>
<td>1</td>
<td>0</td>
<td>8.42</td>
<td>6.42</td>
<td></td>
</tr>
<tr>
<td>S2-MSI</td>
<td>Six</td>
<td>10</td>
<td>0</td>
<td>8.24</td>
<td>0.50</td>
<td>6.26</td>
<td>1</td>
<td>0</td>
<td>8.24</td>
<td>6.26</td>
<td></td>
</tr>
<tr>
<td>L8-OLI</td>
<td>Six</td>
<td>10</td>
<td>9</td>
<td>8.03</td>
<td>0.56</td>
<td>6.18</td>
<td>1</td>
<td>0</td>
<td>8.03</td>
<td>6.18</td>
<td></td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>Six</td>
<td>10</td>
<td>0</td>
<td>7.89</td>
<td>0.53</td>
<td>6.06</td>
<td>1</td>
<td>0</td>
<td>7.89</td>
<td>6.06</td>
<td></td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>Six</td>
<td>10</td>
<td>0</td>
<td>8.25</td>
<td>0.51</td>
<td>6.41</td>
<td>1</td>
<td>0</td>
<td>8.25</td>
<td>6.41</td>
<td></td>
</tr>
</tbody>
</table>

NB: number of spectral bands used in predictions, C: committees or number of model trees or boosting iterations used, N: neighbors used for each iteration, R²: coefficient of determination, RMSE: Root Mean Square Error (g kg⁻¹), MAE: Mean absolute error (g kg⁻¹). PS, S2-MSI and L8-OLI correspond to single-date images from PlanetScope, Sentinel-2 and Landsat-8 satellites respectively. SYSI: multi-temporal bare soil images.
The predicted maps, except sand content, are shown in Fig. 6. Soil color maps are presented in Munsell’s notation (hue value/chroma) and it can be noted that their spatial patterns appear very similar, with dark colors in the center of the study area and lighter in the other regions. Dark colors are associated with higher values of clay and Fe$_2$O$_3$ content (Fig. 6) but the values of these soil properties varied among satellites. The predicted maps of Fe$_2$O$_3$ showed values that differ among satellites, although their spatial patterns are similar. The single-date PlanetScope is prone to underestimate Fe$_2$O$_3$ content (200 g kg$^{-1}$). The same can be said for clay content but not for OM content, whose maps show a different spatial pattern among satellites, with different range of values. Although our study area has values of OM content of up to 80 g kg$^{-1}$, the satellites were unable to predict values above 50 g kg$^{-1}$.

2.3.3. Spatial structure analysis of predicted soil property maps

The variogram parameters helped us to explain the differences in spatial structure of the predicted maps (Table 4 and Fig. S1 in supplementary material). Exponential and spherical models were fitted to the experimental variograms and contrasting values of range, sill and nugget were found among the soil property maps predicted by different satellites. The range parameter varies from 137.05 to 1156.75 m and the highest values were observed for almost all soil properties predicted by the PS image, except for the hue component predicted by SYSI L8-OLI (1156.75 m). We observed that most of the soil properties predicted by SYSI L8-OLI have the highest values of sill (semivariance) and the lowest values of the range parameter, excluding the hue component mentioned above.

The nugget to sill ratio (N/S), which is a measure of the degree of spatial dependence was also evaluated (Table 4). Overall, the hue component and Fe$_2$O$_3$ content presented a strong spatial dependence, no matter which satellite was used to predict them. For both cases, the range parameter reached values between 400 and 500 m, except those predicted by SYSI L8-OLI, which were adjusted to exponential models and had the lowest (137.05 m) and highest (1156.75 m) values of the range parameter, for hue component and Fe$_2$O$_3$ content, respectively. For clay and sand contents, the spatial dependence was strong for single-date L8-OLI and SYSIs and weak and moderate for single-date PS and S2-MSI, respectively. For both soil properties, the lowest values of the range parameter and the highest values of the sill parameter were observed when they were predicted by the SYSI L8-OLI. The nugget parameter for sand content was the highest when it was predicted by the single-date S2-MSI image, which caused the weak spatial dependence (Table 4). OM content also had moderate dependence when predicted by single-date PS and S2-MSI images. The value component presented strong spatial dependence for almost all satellites, except when we used SYSI L8-OLI. Chroma, predicted by single-date S2-MSI and SYSI L8-OLI, showed moderate spatial dependence and had the lowest values of the range parameter when compared to the other satellites.
Figure 6. Predicted maps of soil properties. The soil color components (hue, value and chroma) are presented as RGB composition. Clay, Fe$_2$O$_3$ and OM contents are in g kg$^{-1}$. 
The predicted maps of soil color, clay (as textural classes) and iron contents were related to the soil class map (red and black lines in Figs. 7–9). The mean and standard deviation within each soil class and between satellites were also compared (Table 5).

All soil color maps distinguished the main variability patterns of the study area (Fig. 6) but the coarse spatial resolution of Landsat image, for example, affected some details (Fig. 7). A suggested delineation of similar colors was proposed in Fig. 7. However, their different spatial resolution led to draw somewhat different lines (dash orange lines in Fig. 7) which did not perfectly agree with the soil classes drawn in the legacy information (red lines in Fig. 7). The mean and standard deviation of soil color varied significantly within each soil class and among satellites, but visually the colors are similar, with few exceptions (Table 5). The soil color for CXd5 (Cambisol) and PVAdab (Acrosol/Lixisol) predicted by SYSI L8-OLI and SYSI S2-MSI shows the most contrasting values compared to the other satellites. For CXd5, the values of hue varied from 2.7 to 3.5 YR (brown yellow) but those predicted by SYSI L8-OLI, the color appears redder (0.9YR 4.0/3.6). The same was observed for PVAdab predicted by SYSI S2-MSI, which shows a browner color (3.4YR 4.8/3.4).

The predicted maps of clay content (as textural classes) for each satellite are shown in Fig. 8. The high spatial resolution of PS image (3 m) provides a more fragmented texture map than those obtained by Sentinel-2 and Landsat-8 satellites (both single-date and SYSIs). Although similar patterns, the spatial resolution impacted in some details. For example, in the portion of the area corresponding to the PVAdab4 soil class (number 4 in Fig. 8), the predominant textural classes in maps predicted by single-date L8-OLI and both SYSI S2-MSI and SYSI L8-OLI are

### Table 4. Semivariogram parameters of predicted soil properties

<table>
<thead>
<tr>
<th>Soil properties</th>
<th>Model</th>
<th>nugget</th>
<th>range</th>
<th>sill</th>
<th>N/S (%)</th>
<th>Model</th>
<th>nugget</th>
<th>range</th>
<th>sill</th>
<th>N/S (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clay content</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>Sph</td>
<td>4578.93</td>
<td>555.82</td>
<td>14411.03</td>
<td>31.77</td>
<td>M</td>
<td>0.59</td>
<td>530.00</td>
<td>3.82</td>
<td>15.45</td>
</tr>
<tr>
<td>S2-MSI</td>
<td>Sph</td>
<td>4474.02</td>
<td>404.83</td>
<td>14993.10</td>
<td>29.84</td>
<td>M</td>
<td>0.97</td>
<td>429.96</td>
<td>7.32</td>
<td>13.25</td>
</tr>
<tr>
<td>L8-OLI</td>
<td>Sph</td>
<td>1523.04</td>
<td>414.82</td>
<td>14883.85</td>
<td>10.23</td>
<td>S</td>
<td>0.54</td>
<td>473.64</td>
<td>5.66</td>
<td>9.54</td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>Sph</td>
<td>1212.22</td>
<td>347.50</td>
<td>11036.14</td>
<td>10.98</td>
<td>S</td>
<td>0.00</td>
<td>511.24</td>
<td>4.44</td>
<td>0.00</td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>Sph</td>
<td>6309.85</td>
<td>252.09</td>
<td>26050.60</td>
<td>24.22</td>
<td>S</td>
<td>2.54</td>
<td>1156.75</td>
<td>11.20</td>
<td>22.76</td>
</tr>
<tr>
<td>Sand content</td>
<td>value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>Sph</td>
<td>6597.23</td>
<td>544.52</td>
<td>17297.15</td>
<td>38.14</td>
<td>M</td>
<td>0.03</td>
<td>528.06</td>
<td>0.23</td>
<td>13.04</td>
</tr>
<tr>
<td>S2-MSI</td>
<td>Sph</td>
<td>8395.48</td>
<td>308.27</td>
<td>10662.60</td>
<td>78.74</td>
<td>W</td>
<td>0.056</td>
<td>466.70</td>
<td>0.39</td>
<td>14.51</td>
</tr>
<tr>
<td>L8-OLI</td>
<td>Sph</td>
<td>1327.68</td>
<td>380.45</td>
<td>18354.21</td>
<td>7.23</td>
<td>S</td>
<td>0.05</td>
<td>446.54</td>
<td>0.41</td>
<td>12.20</td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>Sph</td>
<td>1548.86</td>
<td>323.35</td>
<td>12239.58</td>
<td>12.63</td>
<td>S</td>
<td>0.004</td>
<td>511.51</td>
<td>0.31</td>
<td>1.27</td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>Sph</td>
<td>4854.45</td>
<td>242.63</td>
<td>23867.24</td>
<td>20.34</td>
<td>S</td>
<td>0.18</td>
<td>321.80</td>
<td>0.60</td>
<td>30.00</td>
</tr>
<tr>
<td>Fe2O3 content</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>Sph</td>
<td>81.04</td>
<td>533.43</td>
<td>569.49</td>
<td>14.23</td>
<td>S</td>
<td>0.026</td>
<td>581.40</td>
<td>0.13</td>
<td>20.63</td>
</tr>
<tr>
<td>S2-MSI</td>
<td>Sph</td>
<td>428.19</td>
<td>456.92</td>
<td>2322.84</td>
<td>18.43</td>
<td>S</td>
<td>0.009</td>
<td>406.26</td>
<td>0.02</td>
<td>37.50</td>
</tr>
<tr>
<td>L8-OLI</td>
<td>Sph</td>
<td>860.94</td>
<td>404.68</td>
<td>4038.30</td>
<td>21.32</td>
<td>S</td>
<td>0.004</td>
<td>516.43</td>
<td>0.16</td>
<td>2.44</td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>Sph</td>
<td>88.10</td>
<td>402.21</td>
<td>1946.11</td>
<td>4.53</td>
<td>S</td>
<td>0.000</td>
<td>180.49</td>
<td>0.10</td>
<td>0.00</td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>Exp</td>
<td>531.77</td>
<td>137.05</td>
<td>1941.28</td>
<td>27.39</td>
<td>S</td>
<td>0.078</td>
<td>175.63</td>
<td>0.24</td>
<td>32.77</td>
</tr>
<tr>
<td>OM content</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>Sph</td>
<td>9.50</td>
<td>468.94</td>
<td>27.10</td>
<td>35.06</td>
<td>M</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S2-MSI</td>
<td>Exp</td>
<td>15.83</td>
<td>141.01</td>
<td>50.86</td>
<td>31.12</td>
<td>M</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L8-OLI</td>
<td>Sph</td>
<td>6.48</td>
<td>329.16</td>
<td>42.41</td>
<td>15.28</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>Exp</td>
<td>3.37</td>
<td>155.09</td>
<td>30.22</td>
<td>11.15</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>Sph</td>
<td>17.57</td>
<td>232.51</td>
<td>69.67</td>
<td>25.22</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

sandy and loam sandy. In contrast, the same information predicted by single-date PlanetScope and S2-MSI images have the loam sandy as predominant textural class. The same can be observed for the NVLeF2 (Nitisol) soil class. This soil class is characterized by a clay texture, but a mixture of textures inside the polygon was found for all predicted maps (Fig. 8).

The mean and standard deviation of clay content varied significantly inside each soil class in function of the satellite used (Table 5). For example, the mean value of clay content within the CXe3 (Cambisol), predicted by PlanetScope (270.2 g kg$^{-1}$), is two times higher than the one predicted by SYSI L8-OLI (136.7 g kg$^{-1}$) while the difference with the single-date L8-OLI is approximately 60 g kg$^{-1}$. The mean values of clay content for CXe3 (Cambisol) and PVAeab4 (Acrisol/Lixisol) classes decreased from PS to SYSI L8-OLI while for CXd5 (Cambisol), the values increased as the pixel size increased (Table 5). For the other soil classes, very similar mean and standard deviations were observed but, for all of them, the map predicted by the SYSI L8-OLI shows the highest standard deviation, even >100 g kg$^{-1}$.

Iron content maps (Fe$_2$O$_3$) have spatial patterns similar to those observed in clay content and soil color maps (Fig. 9) and varied considerably inside each soil class and between satellites (Table 5). For almost all soil classes, except PVAdeab4 (Acrisol/Lixisol), the predicted mean values tend to increase as the pixel size increases from 3 to 30 m. Again, the highest values of mean and standard deviation are for the maps predicted by the SYSI L8-OLI and the single-date L8-OLI images. The most contrasting values were found within the PVAdab soil class (Acrisol/Lixisol), with mean and standard deviation ranging from 15.6 ± 17.4 to 72.1 ± 66.2, values predicted by the SYSI S2-MSI and the single L8-OLI, respectively.

The percentage of the Nitisol class area (NVLeF2) that was correctly delineated in the legacy soil map was calculated considering the variability of the clay content values within it is shown in Table 6 for each satellite. We performed this task only for Nitisol, as this is the only soil class within our study area that has a criterion based on clay content (>350 g kg$^{-1}$) in the Brazilian Soil Classification system (SiBCS). We found that none of the predicted maps meet 100% of the criterion (clay content above > 350 g kg$^{-1}$), but the clay content maps predicted by the SYSI L8-OLI and the SYSI S2-MSI show the highest (71.58%) and lowest (47.92%) percentage of the area correctly delineated, respectively.
Figure 7. Predicted maps of soil color for each satellite. The soil classes were described as follows: 1) CXd5: Cambisol (Cambissolo Háplico distrófico muito arenoso), 2) NVLef2: Nitisol (Nitossolo Vermelho Latossólico eutrófico argiloso), 3) PVAdab: Acrisol/Lixisol (Argissolo Vermelho Amarelo distrófico abruptico), 4) PVAdeab4: Acrisol/Lixisol (Argissolo Vermelho Amarelo distrófico-eutrófico abruptico textura arenosa), 5) PVAeab4: Acrisol/Lixisol (Argissolo Vermelho Amarelo eutrófico abruptico textura arenosa), 6) CXe3: Cambisol (Cambissolo Háplico eutrófico textura média). The orange traced line corresponds to the suggested delineation of soil mapping units according to the color patterns of each map.
2.4. DISCUSSIONS

2.4.1. Spectral patterns of single-date and SYSI images

The study area is characterized by a wide range of parent materials and the studied soil properties followed
this same pattern of variation. The five satellite images used in this work had similar spectral patterns, but for the
SYSI images and the single-date L8-OLI, we were unable to retrieve bare soil pixels for the whole study area. The
high incidence of clouds, the presence of vegetation, and the sugarcane management explained the absence of bare
soil pixels in both SYSI and single-date L8-OLI images (Roberts et al., 2019; Castaldi et al., 2019).

Among the SYSI images, the SYSI S2-MSI had a higher percentage of pixels with bare soil than SYSI L8-OLI.
This difference was a result of the different number of images used to obtain each SYSI (45 and 63 images,
respectively). The temporal resolution played an important role in this regard, as the number of images relied on the
revisit period. The Sentinel-2 satellite has a revisit period of approximately five days, which is more than three times
shorter than that of Landsat-8 (16 days), which allowed a more constant monitoring of the soil’s behaviour over
time.

Single-date images had the whole study area with bare soil pixels (except L8-OLI), but the analysis of the
reflectance values revealed that the SYSI images had spectral patterns more related to soils, in which the values
generally increase from visible to SWIR1 and then decreases in the SWIR2 (Demattê et al., 2014; Poppiel et al.,
2019). Regarding the single-date PS image, its spectral signature was difficult to analyze, as it lacks spectral bands in
the SWIR region, which may limit the study of soil characteristics related to this region, such as texture and
phylosilicate minerals (Fang et al., 2018; Gomez et al., 2018). We found that the reflectance values of the SYSI
images were lower than single-date ones and this may be related to the way in which SYSIs were calculated (Demattê
et al., 2018), i.e., the median reflectance of a period of four years.

2.4.2. Variability of soil properties explained by satellite images

For almost all soil properties, except OM content and chroma component, the best model performances
were obtained using six spectral bands and the SYSI S2-MSI with 10-m pixel size. The difference between single-date
and SYSI images and their spatial, spectral and temporal resolutions was not significant, but we observed that the
satellite’s resolutions are important factors for soil mapping. For example, the PlanetScope image has the highest
spatial and the lowest spectral resolutions, but it did not improve the performance of the models. Probably this is
due to the lack of spectral bands in the SWIR region, which were described as important predictors of some soil
properties, such as texture (Gomez et al., 2015).

We expected to obtain better results with the single-date PlanetScope image, as it had the highest spatial
resolution and would be able to represent the short-scale variability. In this work, we observed that the SYSI S2-MSI
with a 10 m pixel size was the most adequate to explain the variability of soil properties in an area with <200 ha. In
larger areas, at the regional level, the results may be different and satellites with larger pixel sizes may be more
suitable to explain the variability. This was observed in a recent study conducted by Silvero et al. (2021), in the
tropical region of Piracicaba, in Brazil. The authors reported that the SYSI obtained from the Landsat-8 satellite,
with a 30 m pixel size, was better than the SYSI obtained from the Sentinel-2 satellite. Other authors have also
reported that high spatial resolution images do not always offer improvements in soil mapping (Gomez et al., 2015;
Guo et al., 2019).
Figure 8. Predicted maps of soil texture for each satellite. The soil classes were described as follows: 1) CXd5: Cambisol (Cambissolo Háplico distrófico muito arenoso), 2) NVLef2: Nitisol (Nitossolo Vermelho Latossólico eutrófico argiloso), 3) PVAdab: Acrisol/Lixisol (Argissolo Vermelho Amarelo distrófico abruptico), 4) PVAdeab4: Acrisol/Lixisol (Argissolo Vermelho Amarelo distrófico-eutrófico abruptico textura arenosa), 5) PVAeab4: Acrisol/ Lixisol (Argissolo Vermelho Amarelo eutrófico abruptico textura arenosa), 6) CXe3: Cambisol (Cambissolo Háplico eutrófico textura média).

The temporal resolution, on the other hand, is important for obtaining continuous bare soil information of the area under study and to reduce the influence of vegetation, moisture and crop residues (Roberts et al., 2019;
Castaldi et al., 2019). In this study, the SYSI images showed spectral patterns more related to soils and their model performances were also better than single-date ones. Although suitable results were already reported with multi-temporal images (Diek et al., 2017; Fongaro et al., 2018; Loiseau et al., 2019; Tziolas et al., 2020; Demattê et al., 2020), they may not be suitable to study soil properties such as organic matter content, which can vary in short periods due to soil management (Macias and Chesworth, 1992). This is confirmed by our results, where the best performances for soil organic matter were observed using the single-date L8-OLI.

Single-date images from Landsat satellites are the most commonly used for soil mapping and similar results to those found here were reported (Demattê et al., 2007; Ducart et al., 2016; Forkuor et al., 2017; Zízala et al., 2019). Sentinel-2 and PlanetScope images, on the other hand, are still poorly used but the results reported in other studies were similar to ours (van der Werff and van der Meer, 2015; Poggio and Gimona, 2017; Gholizadeh et al., 2018; Gomez et al., 2018; Castaldi et al., 2019; Vaudour et al., 2019; Zízala et al., 2019). Multi-temporal images have been recently used to predict clay content in semiarid lands (Shabou et al., 2015), soil textural classes in tropical areas (Demattê et al., 2017), soil texture and organic carbon in Switzerland (Diek et al., 2017) and several soil properties over Europe (Safanelli et al., 2020), with similar results to those reported here.

The difference among soil property maps predicted by different satellites can be confirmed by their different spatial structure in the geostatistical analysis. For six, out of the seven soil properties studied, the use of the SYSI from Landsat-8 OLI satellite showed the highest semivariance values. Despite this, most of them (in five out of seven soil properties) presented the lowest values of the range parameter indicating high spatial variability and a strong spatial dependence. On the other hand, the range parameter values observed for the single-date PS image indicate the lowest spatial variability, although the spatial dependence for some soil properties was moderate. For all soil properties, the SYSI S2-MSI, which showed the best model performances, also presented a strong spatial dependence and one of the lowest values of semivariance.
Figure 9. Predicted maps of iron content (Fe$_2$O$_3$) for each satellite. The soil classes were described as follows: 1) CXd5: Cambisol (Cambissolo Háplico distrófico muito arenoso), 2) NVLef2: Nitisol (Nitossolo Vermelho Latossólico eutrófico argiloso), 3) PVAdab: Acrisol/Lixisol (Argissolo Vermelho Amarelo distrófico abruptico), 4) PVAdeab4: Acrisol/Lixisol (Argissolo Vermelho Amarelo distrófico-eutrófico abruptico-textura arenosa), 5) PVAeab4: Acrisol/Lixisol (Argissolo Vermelho Amarelo eutrófico abruptico-textura arenosa), 6) CXe3: Cambisol (Cambissolo Háplico eutrófico-textura média).
2.4.3. Soil property maps as auxiliary tools to assist pedology and soil management

Through the analysis of predicted maps of soil properties (color, iron, and clay content, Figs. 6–8) and their relationship with the legacy soil map, it was possible to note how satellite images and their different spatial, spectral and temporal resolutions can be useful to support and improve studies related to pedology and management.

Soil color, for example, is the main criterion in the Brazilian Soil Classification System to reach suborders of some soil classes (Santos et al., 2013). We found that the values of color components (hue, value and chroma) appeared slightly different within each soil class and this information can help to improve the delineation of soil groups and to reduce the associated uncertainty of soil color determination by pedologists.

Soil texture was also variable within each soil mapping unit, depending on which satellite was used. Surprisingly, the clay content map predicted by the SYSI L8 based on the criteria of clay content (>350 g kg⁻¹) for the Nitisol class as an example. The results were different, depending on which satellite was used. Surprisingly, the clay content map predicted by the SYSI L8-OLI, which did not necessarily have the best performance, had 70% of the area that meets the criteria for Nitisol soil class. If we
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consider the clay content map predicted by the single-date PlanetScope image, only 58% of the area delineated in the legacy soil map meet the criteria. The SYSI S2-MSI, which showed the best performance, in this case had the lowest percentage of the area that met the criteria of clay content for Nitisol. These examples indicate that the traditional delineation would be incorrect and could be improved using the clay content maps predicted here and confirmed with field surveys.

Table 7. Percentage of the area of Nitisol class that meet the criterion of clay content values.

<table>
<thead>
<tr>
<th>Clay content</th>
<th>PS</th>
<th>S2-MSI</th>
<th>L8-OLI</th>
<th>SYSI S2-MSI</th>
<th>SYSI L8-OLI</th>
</tr>
</thead>
<tbody>
<tr>
<td>=&gt;350 g kg⁻¹</td>
<td>58.14</td>
<td>64.85</td>
<td>62.43</td>
<td>47.92</td>
<td>71.58</td>
</tr>
<tr>
<td>&lt;350 g kg⁻¹</td>
<td>41.86</td>
<td>35.14</td>
<td>37.57</td>
<td>52.07</td>
<td>28.42</td>
</tr>
</tbody>
</table>

NVLef2: Nitisol (Nitossolo Vermelho Latossolico eutroferrico in Brazilian Soil Classification system). PS, S2-MSI and L8-OLI correspond to single-date images from PlanetScope, Sentinel-2 and Landsat-8 satellites respectively. SYSI: multitemporal images

The iron content is generally higher in tropical areas than in other regions and has important implications for soil classification and mapping (Stucki et al., 1985; Santos et al., 2013). In the SiBCS, for example, the iron content is used to define some classes at third categorical levels (Santos et al., 2013). In our study area, the spatial distribution of iron content was variable and important differences between satellites and soil classes were observed. As the spatial resolution decreases, the iron content tends to increase, which can cause differences in the definition of soil classes depending on the iron content and the satellite used. For example, the Nitisol class (NVLef2) was classified as eutroferric in the legacy soil map, which means that the iron content must be between 80 and 180 g kg⁻¹. Among the Fe₂O₃ maps, only that predicted by the single-date PlanetScope image, with mean and standard deviation of 56.1 ± 18.3, does not meet this criterion in the surficial layer.

Soil color, texture and iron content have also been reported as important soil properties to relate to soil drainage (Evans and Franzmeier, 1988; Malone et al., 2018) and mineralogical studies (Viscarra Rossel et al., 2010; Poppiel et al., 2020; Ramos et al., 2020), which are also important for soil classification systems. By analyzing soil color, texture and iron content maps, we confirmed that it is important to consider the influence of different satellites’ resolution on soil classification and mapping, coupled with field surveys to obtain reliable soil spatial information.

In terms of soil management, information such as texture and iron content are important. Areas with high clay content are highly susceptible to compaction and areas with different values will impact soil management strategies. Also, the variability of iron content can influence the management of phosphorus fertilization and promotes different strategies to help and reduce the specific adsorption of this nutrient (Camargo et al., 2013). Both soil texture and iron content maps can also assist in the delineation of management zones for precision agriculture of liming and fertilization rate (Safari et al., 2013; Meyer et al., 2019).

2.5. Conclusions

Our study shows the importance of satellite images in different spatial, spectral and temporal resolution for digital soil mapping and applications on classification and management. For our specific study area under tropical conditions, the SYSI S2-MSI showed to be the best predictor in explaining the variability of the majority of the soil
properties. In addition, the analysis of the spatial structure of predicted maps revealed that satellites’ resolutions have strong influence on the representation of soil property variability.

Traditional pedologists usually use relief inferences to delineate soil mapping units. Our results showed that the soil properties predicted by multi-temporal images with bare soil, indicated areas where the delineation of soil mapping units on legacy maps can be improved. Thus, each pixel (with a soil property content) can bring light to the gaps brought from inferences using only relief.

Soil property maps obtained from satellites with different spatial, spectral and temporal resolutions can provide information that can promote different strategies in terms of soil classification and management. In this sense, the selection of a satellite with specific resolution would depend on the objectives of soil mapping and the decision makers’ strategies. Results indicate that it is expected that the best combination should be an image with high-spatial and spectral resolution, as the multitemporal technique will depend on the user’s objective.
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3. SOIL VARIABILITY AND QUANTIFICATION BASED ON LANDSAT AND SENTINEL MULTITEMPORAL IMAGES: A COMPARISON

Abstract

There is a worldwide need for detailed spatial information to support soil mapping, mainly in the tropics, where main agricultural areas are concentrated. In this line, satellite images are useful tools that can assist in obtaining soil information from a synoptic point of view. This study aimed at evaluating how satellite images at different resolutions (spatial, spectral and temporal) can influence the representation of soil variability over time, the percentage of bare soil areas and spatial predictions of soil properties in southeastern Brazil. We used single-date and multi-temporal images (SYSI, Synthetic Soil Images) of bare soil pixels from the Sentinel2-MultiSpectral Instrument (S2-MSI) and the Landsat-8 Operational Land Imager (L8-OLI) to conduct this research. Two SYSIs were obtained from images acquired in four years (2016–2019) for each satellite (SYSI S2-MSI and SYSI L8-OLI) and a third SYSI, named SYSI Combined, was obtained by combining the images from both satellites. The single-date images for each satellite were acquired in September, when the influence of clouds was low and bare soil pixels was predominant. Single-date images and SYSIs were compared by means of their spectral patterns and ability to predict topsoil properties (clay, sand, silt, and organic matter contents and soil color) using the Cubist algorithm. We found that the SYSIs outperformed single-date images and that the SYSI Combined and SYSI L8-OLI provided the best prediction performances. The SYSIs also had the highest percentage of areas with bare soil pixels (~30–50%) when compared to the single-date images (~20%). Our results suggest that bare soil images obtained by combining Landsat-8 and Sentinel-2 images are more important for soil mapping than spatial or spectral resolutions.

Keywords: Bare soil pixels, Digital soil mapping, Machine learning, Remote sensing, Spatial resolution, Spectral resolution, Time series


3.1. Introduction

Maps of soil properties are essential to understand soil's productive potential and, consequently, are valuable tools for many agricultural and environmental issues. In this sense, soil maps have been obtained by digital mapping techniques, in which mathematical and statistical tools are used to explain soils' behavior by relating its properties to environmental variables. As traditional soil mapping techniques have historical limitations related to financial and time constraints, digital soil mapping (DSM) emerged as an alternative to meet the demand for soil maps around the world (Lagacherie et al., 2007; McBratney et al., 2003; Minasny and McBratney, 2016; McBratney et al., 2019; Hengl et al., 2017; Hengl et al., 2014; Viscarra Rossel et al., 2016; EMBRAPA, 2016).

Among the tools available for mapping soil properties, satellite images have been of significant importance, as they provide a synoptic view of the area under study (Grunwald et al., 2011; Mulder et al., 2011; de Padilha et al., 2020) and allow monitoring soil behavior over time (Fathololoumi et al., 2020). Landsat missions are the most commonly used satellites to study soil properties. The first works used multiple linear regression and geostatistical analysis to relate soil properties such as clay content, soil color and organic matter to Landsat spectral bands (Escadafal et al., 1989; Mathieu et al., 1998; Mattikalli, 1997; Ishida and Ando, 1999; Demattê et al., 2007; Liao et al., 2013). More recently, studies have been using the latest Landsat8-OLI and sophisticated nonlinear algorithms to improve predictions of soil properties (de Arruda et al., 2016; Forkuor et al., 2017).

Although Landsat missions are still widely used, recently launched satellites such as the Sentinel-2 MultiSpectral Instrument (S2-MSI), which has improved characteristics in terms of spatial, spectral and temporal
resolutions (Helder et al., 2018), are offering new opportunities to enhance soil studies but their use is still restricted to the European region. The works of van der Werff and van der Meer (2015) and Castaldi et al. (2016) were the first studies that reported the use of the spectral responses of Sentinel-2 to estimate iron features, soil texture and organic carbon. The authors used, respectively, hyperspectral images and spectral libraries to simulate Sentinel-2 bands and found encouraging results ($R^2 > 0.5$ from Castaldi et al., 2016). Poggio and Gimona (2017) also used Sentinel-2 images coupled with MODIS, Landsat and radar data to estimate soil properties and their associated uncertainty over Scotland while Gomez et al. (2018) studied the sensitivity of clay content prediction using spectral configurations from multispectral to hyperspectral sensors, including Sentinel-2. Later, Castaldi et al. (2019a) evaluated the capability of Sentinel-2 to predict soil organic carbon (SOC) and found that this satellite was adequate to describe the variability of SOC at field and regional scales.

The aforementioned studies of Landsat and Sentinel-2 satellites used data simulated from spectral libraries or single-date images for soil studies. To use single-date images, clear-sky conditions and areas without vegetation or straw are required to achieve suitable results (Blasch et al., 2015; Roberts et al., 2019). In this sense, recent studies have been developing methodologies to obtain bare soil mosaics or synthetic images with bare soil pixels for use in soil mapping. Examples that used Landsat images are the Barest Pixel Composite (Diek et al., 2017), the GeoSpatial Soil Sensing System (GEOS3) (Demattê et al., 2020; Demattê et al., 2018) and the Soil Composite Processor (SCMaP) (Rogge et al., 2018), which were applied to several studies and proved to be promising tools to improve mapping of topsoil properties (Diek et al., 2017; Fongaro et al., 2018; Gallo et al., 2018; de Mendes et al., 2019; Žížala et al., 2019; Poppiel et al., 2020; Rizzo et al., 2020; Safanelli et al., 2020) and correlated areas such as geology (Bonfatti et al., 2020).

For Sentinel-2 satellites, no consolidated methodology was reported to obtain bare soil information from time series, but some works applied methods similar to those described above for Landsat. For example, Castaldi et al. (2019b) tested several thresholds of the NBR2 (Normalized Burn Ratio2) spectral index to apply to Sentinel-2 images and predict SOC over North-eastern Germany. Loiseau et al. (2019) followed the same principle to map clay content over mainland France but using NDVI (Normalized Difference Vegetation Index) thresholds to obtain bare soil mosaics and Žížala et al. (2019) used the SCMap to obtain bare soil composites to study SOC variability in Czech Republic. The most recent research is from Tziolas et al. (2020) who also used NDVI thresholds to obtain bare soil pixels from Sentinel-2 images of a three-year period and combined it with radar information to predict clay content, with promising results ($R^2 = 0.60$).

Such researches certainly enrich the literature related to the use of satellite images for soil studies, but a comprehensive analysis that highlights the main advantages of using bare soil images over single-date ones is still missing. Besides that, a possible combination of images from both satellites in order to obtain more bare soil pixels can be useful to improve soil studies and needs to be explored. In this research, we aim to assess the potential of multi-temporal bare soil images (Synthetic Soil Image, SYSI) obtained from Landsat-8 and Sentinel-2 satellites (singly and combined) to predict topsoil properties (clay, sand, silt, organic matter, and color) using the Cubist algorithm and to compare their performances with those obtained from single-date images. Our hypothesis is that SYSI provides more continuous soil reflectance values than single-date images and that the combined use of Landsat-8 and Sentinel-2 satellites can offer even more bare soil pixels, which can improve soil mapping in tropical regions.
3.2. Material and Methods

3.2.1. Study area and soil dataset

The study area comprises 4814.62 km$^2$ within the State of São Paulo, southeastern Brazil (Fig. 1) and is characterized by a humid subtropical climate, with hot summers and dry winters (Cwa), according to the Koppen climatic classification (Alvares et al., 2013). With altitudes varying from 441 to 661 m above sea level, the region is characterized by a wide variability in parent materials such as siltstones, shales, argillites, and sandstones formed during the Paleozoic era. The geological complexity developed a wide range of soils such as Ferralsols, Lixisols, Nitisols, Cambisols, Arenosols, and Gleysols (IUSS Working Group WRB, 2015). Most of the area is used for sugarcane production and pasture.

We used 1500 soil observations obtained at 0–0.20 m depth from soil surveys performed between 2010 and 2019. These soil samples were oven-dried at 45 °C for 24 h, grounded and sieved to 2 mm, and then analyzed in the laboratory for chemical and physical determination (Teixeira et al., 2017). The organic matter content was determined by the Walkley Black oxidation method (Walkley and Black, 1934) and the sand, silt and clay contents were obtained by the pipette method. The soiltexture package (Moeys, 2018) was used to classify the soil samples into nine textural classes, according to the Soil Taxonomy, in R software (R Core Team, 2019).

The laboratory soil spectra were obtained from Bellinaso et al. (2010), who used the FieldSpec Pro spectroradiometer (Analytical Spectral Devices, Boulder, Colo.) to acquire the reflectance spectra from the visible, near and shortwave-infrared regions (vis-NIR-SWIR, 350–2500 nm). The spectra from the visible region (350–780 nm) were used to calculate the Munsell soil color components (hue, value and chroma) by applying color matching functions and transformation among color spaces, as described by Viscarra Rossel et al. (2006). The formula and steps for soil color calculations are described in the supplementary material.

![Figure 1. Location of the study area, soil observations and methodology flowchart.](image_url)
3.2.2. Satellite data and multitemporal bare soil technique

3.2.2.1. Satellite data

Landsat8-OLI and Sentinel2-MSI satellite data, as surface reflectance products, were used for this work. The Landsat-8 Operational Land Imager (L8-OLI) was launched by the National Aeronautics and Space Administration (NASA) in 2013 (Markham et al., 2015) and is the last satellite in a series of missions that began in 1972, commonly used for Earth observation and study. Its main characteristics are the spatial resolution of 30 m and the revisit time of the same point every 16 days. It has nine spectral bands that cover the visible (coastal, blue, green and red), near-infrared (NIR), shortwave infrared (SWIR1 and SWIR2) and thermal infrared regions (see Table S1 in the supplementary material for details of the spectral ranges).

The Sentinel-2 MultiSpectral Instrument (S2-MSI) mission was launched by the European Space Agency (ESA) in 2015. Two satellites (2A and 2B) were placed in orbit, which combined provide approximately five-days revisit time. Differently from Landsat8-OLI, Sentinel2-MSI has spatial resolutions ranging from 10 to 60 m and thirteen spectral bands that cover the visible (coastal, blue, green and red), near-infrared (B8 and NIR), red-edge (RedEdge1, RedEdge2, and RedEdge3), shortwave-infrared (SWIR), and water and cirrus regions (see Table S1 in the supplementary material for more details), which made it very popular for the study of the land.

3.2.2.2. Single-date and multi-temporal bare soil images for each satellite

Multi-temporal bare soil images, named SYSI (Synthetic Soil Image) were obtained by applying the Geospatial Soil Sensing System method (GEOS3) (Demattê et al. (2018) to Landsat8-OLI and Sentinel2-MSI images. We used 45 L8-OLI images from 2016 to 2019, which have at least 80% of the area without clouds and shadows (see Fig. S1 and Table S2 in the supplementary material for details). The L8-OLI images were processed by the LasRC algorithm (Vermote et al., 2016) and are available as surface reflectance products (TIER 1) on the Google Earth Engine platform (GEE) (Gorelick et al., 2017).
The S2-MSI images were not available as surface reflectance products (Level 2a) in the GEE platform at the time this work was carried out (in GEE, the surface reflectance images for Brazil have been available since December 2018) and therefore, 63 Level-1C (Top of Atmosphere reflectance, TOA) images from 2016 to 2019 were downloaded from the Copernicus website with the `getSpatialData` package.
(https://github.com/16EAGLE/getSpatialData) in R software. The images were chosen using as criterion the cloud coverage (< 20%) and were atmospherically corrected and converted to surface reflectance using the Sen2Cor plugin (Main-Knorn et al., 2017) adapted to R software. The spatial resolution of S2-MSI images ranges from 10 to 60 m but we used spectral bands with 10 and 20 m pixel sizes. The NIR bands (band 8A) were available in 10 m pixel size and were resampled to 20 m using the resample function and the bilinear method in R software, in order to ensure the same spatial extent of all spectral bands. The SYSI from L8-OLI images (SYSI L8-OLI) was obtained in the GEE platform, since the images were available and ready for use.

The SYSI from S2-MSI images (SYSI S2-MSI) was obtained in R software, due to the unavailability of surface reflectance for our study area, mentioned before. The GEOS3 method consists of (1) obtaining the images, (2) masking pixels that were non-bare soil, and (3) calculating the median reflectance of the masked images. After obtaining the images, spectral indices such as NDVI (Normalized Difference Vegetation Index) and NBR2 (Normalized Burn Ratio 2) were calculated and used to mask the images (Fig. 2). Following the GEOS3 method, the range between 0 and 0.25 for NDVI were considered as bare soil and the values above this threshold were flagged as NA. NBR2 values > 0.075 were also flagged as NA, and corresponded to sites covered with straw or burned. The quality masks provided with each image were used to exclude areas with clouds and shadows. Finally, the masked images were ordered by date and the median reflectance was calculated for each satellite. Two SYSIs, with nine and six spectral bands were obtained, named SYSI S2-MSI and SYSI L8-OLI, respectively (Fig. 2), which were later used as predictors of soil properties.

Single-date Landsat8-OLI and Sentinel-2 images acquired in 09/09/2019 were also downloaded from the GEE platform, as surface reflectance products. Both images did not present either cloud nor shadows and the pixels with vegetation, straw and burned were excluded using the NDVI and NBR2 thresholds, as described earlier for SYSI images (Fig. 2). They were used later to carry our predictions of soil attributes.

### 3.2.2.3. Multi-temporal bare soil from Landsat and sentinel data combined

A third SYSI was obtained by combining L8-OLI and S2-MSI images, in order to assess the gains (or losses) of bare soil pixels and its potential for predicting topsoil properties (Fig. 2). We denoted it as SYSI Combined. We used respectively 45 and 62 images from L8-OLI and S2-MSI satellites (for details about the dates and images used, the reader is referred to Table S2 in the supplementary material), totaling 107 images. We excluded one S2-MSI image because it was from the same date as Landsat-8 (October 2019) and we decided to maintain that from Landsat since we had a lower number of images from this satellite. The S2-MSI images have spatial resolution of 20 m and, to group with L8-OLI, they were resampled to 30 m, using the bilinear method and the resample function in R software. The SYSI Combined was also obtained by applying the GEOS3 method, but in R software, due to the unavailability of S2-MSI images in surface reflectance for the period studied and code adaptation problems in the GEE platform. The result was a SYSI Combined with six spectral bands covering the visible (red, green and blue), near-infrared (NIR), and the shortwave-infrared (SWIR 1 and SWIR2) regions. The RedEdge bands from S2-MSI images were excluded from the SYSI Combined as the L8-OLI images do not have these spectral bands and the bare soil areas of the RedEdge would represent only those from S2-MSI images.
3.2.2.4. Number of images required for bare soil pixels

It is interesting to define an optimal number of images to obtain at least 90% of the area with bare soil pixels, similar as performed by Dick et al. (2017) on the Swiss Plateau, to find out how many years of satellite images would be needed to obtain continuous soil reflectance values. However, as the Sentinel-2 satellite has only been available since 2015 and the influence of clouds in tropical regions, we agree that it would be difficult to fulfill this condition. To find out how the percentage of bare soil areas would be affected by clouds and the period of the year, we obtained four SYSIs. The first and second SYSIs were obtained using images with 20% cloud and from the dry (May to September) and moist season (October to April), respectively. The third and fourth SYSIs were also obtained separately for dry and moist seasons but without considering the cloud coverage as a filter. We calculated the percentage of bare soil pixels in each to understand how image quality and period of the year can affect bare soil pixel retrieval from tropical regions instead of defining an optimal number of images. These SYSIs were not used in predictions and were used only to explain the limitations of bare soil images in tropical regions.

3.2.3. Statistical analysis

3.2.3.1. Assessment of reflectance spectra, bare soil percentage, and soil properties

We matched the lab soil spectra with those from satellites by convolving the first to L8-OLI and S2-MSI spectral regions, using their relative spectral response functions as described in Zhang et al. (2018). The spectral patterns of simulated spectra and those from the three SYSIs and single-date images were qualitatively analyzed and compared. The quality of the bare soil of each SYSI and single-date images was evaluated by the soil line analysis (Baret et al., 1993) to show if the GEOS3 method, originally developed for Landsat data, could effectively provide bare soil information from Sentinel-2 data and from the images combined. For that, the reflectance values of NIR and Red bands were plotted on a XY plot and regression analyses were carried out among them. The closer the scatter points to the 1:1 line, the greater the coefficient of determination ($R^2$) and, therefore, the method was able to accurately detect bare soil areas. The percentage of bare soil in each SYSI and single-date images was also measured by calculating the number of pixels with bare soil and dividing it by the total number of pixels in the area.

To confirm the spectral similarities among S2-MSI and L8-OLI spectral bands (see Table S1 in the supplementary material), we performed a canonical correlation analysis only between the three SYSIs. The spectral bands of each SYSI were reduced to separate canonical variables through a multivariate linear transformation (Webster, 1977). The greater the canonical correlations, the more similar were the spectral signatures among the SYSIs. The procedure for obtaining the canonical correlations was carried out in R software with the CCA package (González et al., 2008).

The soil properties were analyzed, first by checking the normality distribution and the presence of outliers and then, by studying their relationships to SYSIs and single-date spectral bands by Pearson's correlation analysis.

3.2.3.2. Soil dataset cleaning and interpolation

The dataset used contained 1500 soil observations and due to the different number of pixels with bare soil in each image, the dataset was reduced to 1415, 1258, 913, 525 and 501 soil observations for SYSI Combined, SYSI S2-MSI, SYSI L8-OLI and single-dates S2-MSI and L8-OLI images, respectively. For a better comparison among the predictions’ ability of SYSI and single-date images, we used the lowest number of soil samples to perform predictions (i.e., 913 and 501 soil observations, respectively).
To account for the within-pixel variability, we decided to use block kriging to estimate pixel average values of soil properties from point measurements. Block kriging consists in the estimation of a linear average for an attribute within supports, which is defined as the shape, size and orientation of the volume associated with any observation (Olea, 1999). In our case, we considered two supports or block sizes: 30 and 20 m, which correspond to the pixel sizes of Landsat8-OLI and Sentinel2-MSI, respectively (Fig. 2). To conduct block kriging on soil samples, we first calculated the semivariance, which is based on the intrinsic hypothesis and principle of regionalized variables (Isaaks and Srivastava, 1989), following the formula:

$$\gamma(h) = \frac{1}{2n(h)} \sum_{i=1}^{N(h)} [z(x_i) - z(x_i + h)]^2$$

where, $\gamma(h)$ is the semivariance; $n(h)$ is the number of pairs of points separated by the distance $h$; $z(x_i)$ is the value of $z$ in the position, and $z(x_i + h)$ is the value of $z$ in the position $x_i + h$. Second, the kriging estimate was performed following the formula:

$$\hat{z}(x_0) = \sum_{i=1}^{N} \lambda_i z(x_i)$$

where $\hat{z}(x_0)$ is the kriging estimator at the $x_0$ point; $z(x_i)$ represents the measured soil property value at the $x_i$ point; and $\lambda_i$ is the kriging weight attributed to closest $z(x_i)$ values to estimate $\hat{z}(x_0)$. The estimated values then represented the average values of soil properties at pixel sizes of 20 and 30 m.

### 3.2.3.3. Prediction of soil properties

The soil datasets were randomly partitioned into training (75%) and validation (25%) using the `createDataPartition` function from the caret package in R software. The predictions of soil properties using SYSI images had 684 and 229 soil samples for training and validation, respectively; while for single-date images the number of samples for training and validation was 376 and 125. The predictions of soil properties using single-date and SYSI images from Sentinel-2 satellite were performed following two approaches: a) using nine (vis-RedEdge-NIR-SWIR) and b) six spectral bands (vis-NIR-SWIR) as predictors. To predict topsoil properties using SYSI L8-OLI and SYSI Combined, we used their six spectral bands (vis-NIR-SWIR) as predictors. In addition, for soil color components (hue, value, and chroma), a third approach was considered, using the three visible bands (blue, green, and red), since soil color is more related to this portion of the electromagnetic spectrum (Odeh and McBratney, 2005).

The Cubist method was used to calibrate regression tree models using the `train` function of the caret package. Cubist is a rule-based algorithm whose main characteristics came from Quinlan’s M5 model (Kuhn et al., 2018; Quinlan, 1992). Rule-based models are characterized by being easy to interpret (Kuhn and Johnson, 2013) and, unlike other decision trees algorithms, such as Random Forest, Cubist uses linear regression models at each node instead of the average, to avoid overfitting (Kuhn and Johnson, 2013). In addition, the algorithm uses a boosting-like method called committees, which controls the number of model’s trees that are sequentially created and the most k common neighbors or instances to build the trees (Khaledian and Miller, 2020). The Cubist algorithm does not use all predictors to construct the rules and build the trees (Khaledian and Miller, 2020) and provide only the most important for predictions. We used the default number of committees (1, 10 and 20) and neighbors (0, 5, and 9) from the `train` function, which together gave us nine models. The root mean square error (RMSE) was used to select the best models.
3.2.3.4. Assessment of model performances and spatial structure analysis

The coefficient of determination ($R^2_{\text{train}}$), the root mean square error ($\text{RMSE}_{\text{train}}$) and the mean absolute error ($\text{MAE}$), which were provided with the Cubist model results, were used to evaluate the performance of the training set's prediction models. The performance of the validation sets was evaluated by $R^2_{\text{val}}$, $\text{RMSE}_{\text{val}}$, bias, concordance correlation coefficient ($\text{CCC}$) and mean square error ($\text{MSE}$), which were calculated using the goof function of the ithir package in R software. The maps of soil properties were obtained using the predict function and SYSI and single-date images in R software.

After predictions and performance assessments were carried out, we selected, presented, and discussed those that had the best performances in training and validation sets. Afterwards, we assessed the spatial structure of predicted values by analyzing their semivariogram parameters, which measured the spatial dependence of soil properties (Gomez et al., 2012). We used the semivariograms obtained in section 2.3.2, when the interpolation of the observed values was performed. Then, we calculated the semivariograms of values predicted by SYSI and single-date images, using the whole dataset (913 and 501 soil samples).

3.3. Results

3.3.1. Bare soil images and spectral pattern descriptions

Single-date and SYSI bare soil images are shown in Fig. 3. Among them, the SYSI Combined had the highest percentage of pixels with bare soil (45.57%), followed by the SYSI S2-MSI (43.93%) and the SYSI L8-OLI (31.89%). The single-date images had the lowest percentages, but the S2-MSI image had almost 2% more areas with bare soil than the L8-OLI image. We found that the best in representing bare soil patterns in the study area was the SYSI L8-OLI, which has the highest coefficient of determination ($R^2$: 0.94) in the soil line analysis, while the single-date L8-OLI images has the lowest ($R^2$: 0.70) (Fig. 3). The canonical correlation between SYSIs showed that the SYSI Combined and SYSI S2-MSI has the highest coefficient (0.94) (Fig. 4).

We were unable to define an optimal number of images to obtain at least 90% of bare soil pixels in our study area, due to the short period studied (four years) and other factors such as the influence of clouds and shadows in the images. In Fig. 5 we are showing why it would be difficult to define an optimal number of images to obtain the highest number of pixels with bare soil in tropical regions. With the images acquired from the dry season only, we found that the percentage of bare soil pixels was similar for Landsat data using either 34 or 19 images, mainly due to the influence of clouds and shadows. The same can be observed for Sentinel-2, from which we obtained 48 (20% cloud) and 81 (without cloud percentage criterion) images in the dry season and the percentage of bare soil pixels only differed in 1%. From the moist season we obtained more images than from the dry season, but the percentage of bare soil pixels from both satellites were low (< 15%).
Figure 3. True color composition (RGB: 432) of SYSI and single-date images. The SYSI L8-OLI and SYSI S2-MSI correspond to the bare soil images obtained by using images of four years from Landsat8-OLI and Sentinel2-MSI satellites, respectively. The SYSI Combined was obtained by combining the images from both satellites, after resampling Sentinel-2 MSI images to 30 m. Both single-date L8-OLI and S2-MSI images were acquired on 09/09/2019. The percentage values correspond to areas with bare soil obtained by applying the GEOS3 method. Relationships between NIR and Red bands are presented to show the soil line for each image. The value of the coefficient of determination (R2) was used as an indication of bare soil retrieval.

The spectral patterns of satellite images and lab spectra (this last simulated the spectral responses of Sentinel and Landsat) are presented (Fig. 6). We found that, for simulated S2-MSI and L8-OLI spectra, the reflectance values increase as the clay content decreases (Fig. 6a-b) and that their spectral patterns appear very similar.
(Fig. 6c), excluding the Red-Edge bands, which are present only in Sentinel-2 satellites. Two contrasting textural classes (clay and sandy), among the nine presented, were used to compare the simulated spectra with those extracted from satellite images (Fig. 6d-f). The sandy textures have reflectance values higher than clay, but the differences between single-date and SYSIs are more prominent in the clay texture and in the NIR-SWIR region (Fig. 6d). Simulated and satellite spectra are also shown, separately for each textural class (Fig. 6e-f). In almost all spectral regions, simulated lab spectra of sandy texture have higher reflectance values than satellite images, especially in the NIR-SWIR region and those from clay texture are more similar to SYSI than to single-date images.

Figure 4. Canonical correlation analysis between the three SYSIs.

### 3.3.2. Descriptive statistics of soil properties and correlation with bare soil images

The distribution and descriptive statistics of the soil datasets used for single-date and SYSI images are shown in Fig. 7. For the first dataset (n = 913), the mean values of soil color components are 5.85YR 4.14/ 3.98 (hue = 15.85, value = 4.14 and chroma = 3.98), which were very similar to those observed in the second dataset (n = 501) and that denotes the predominance of yellow-brown soil color in the study area. Clay, sand, and silt contents were highly variable in the first, and the sand content was dominant with mean and standard deviation of 503.78 ± 236.40 g kg\(^{-1}\). Some values of clay content > 600 g kg\(^{-1}\) were also found. In the second dataset, high mean values of sand content were observed (633.23 g kg\(^{-1}\)) while clay and silt contents were lower than the values observed in the first dataset. In both datasets, the organic matter content (OM) was low, with average <2% and maximum up to 5% (Fig. 7).

All soil properties have higher correlation coefficients with SYSI than with single-date images and the SYSI Combined shows the highest correlations (Table 1). Soil color components, hue and value, and sand content have positive correlation values with satellite's bands while chroma, clay, silt and OM content show negative correlations. All soil properties, except OM content and chroma component, show suitable correlation coefficients with the RedEdge bands of the SYSI S2-MSI but the correlations are low with those from the single-date S2-MSI.
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Figure 5. Number of images and percentage of bare soil pixels for dry and moist seasons for each satellite. 20% and without corresponding to the criterion applied to select the images. 20%: only images with 20% cloud coverage, without: no criterion of cloud was considered.

3.3.3. Prediction performances

In Table 2 we present the best performances for each image and soil property. Other performances are described in Tables S3 and S4 in the supplementary material. We found that six spectral bands from the vis-NIR-SWIR region are sufficient to describe soil properties variability and that the RedEdge bands of Sentinel-2 satellite did not improve the performances. The performances are better with SYSIs than with single-date images, and the differences are considerable. The prediction's performances for training and validation sets revealed that the SYSI Combined and SYSI L8-OLI are the best predictors for almost all soil properties, except silt content (Table 2). Chroma, silt and OM content have the lowest performances ($R^2 < 0.5$).

The SYSI Combined explained 72% of the clay content variability in the training set ($R^2_{\text{train}}: 0.72$). There is no significant difference between performances of clay content predicted by SYSI S2-MSI and SYSI L8-OLI but for the single-date images, the performances were low (Table 2). In the validation set, the SYSI Combined also has the highest performance ($R^2_{\text{val}}: 0.74$). The sand content was better predicted by the SYSI Combined and the silt content has one of the lowest performances ($R^2_{\text{train}}: 0.34$). Unlike the clay and sand content, the performance of the validation set is low for the silt content. The performance of the OM content is also low ($R^2_{\text{train}}: 0.31$), but is slightly higher in the validation set ($R^2_{\text{val}} > 0.36$).

Unlike the other soil properties, to predict soil color components we used only the observed values because it was impossible to fit theoretical models to their semivariograms and the interpolation by block kriging was impossible to perform. The SYSI L8-OLI is the best predictor of soil color components ($R^2_{\text{train}}: 0.57, 0.59, 0.35$ for hue, value and chroma, respectively), but the performances in the validation set were low. We found that the six
spectral bands in the vis-NIR-SWIR region are more suitable to describe soil color variability than only those from the visible region (see Tables S3 and S4 in the supplementary material).

**Figure 6.** Spectral curves of lab spectra simulated to a) Sentinel2-MSI and b) Landsat8-OLI with nine and six bands, respectively. c) Comparison between simulated S2-MSI and L8-OLI spectral bands. Note that L8-OLI has six bands, d) spectral curves of SYSIs and single-date images, e) and f) simulated and real spectral curves for sandy and clay soils, respectively. The x-axis for e-f were averaged using the central wavelengths of both satellites.

### 3.3.4. Predicted soil maps and spatial structure analysis

The spatial distribution maps of clay, sand and OM contents and soil color components predicted by SYSI and single-date images are illustrated in Figs. 8 and 9. Silt content maps are not shown as they had the lowest performances. The predicted maps show very similar spatial patterns regardless of the differences in bare soil areas and spatial resolution. Both SYSI and single-date images were able to represent the variability of soil properties, but the mean and standard deviation are slightly different between them. Clay content map predicted by SYSI
Combined, which had the best performance, shows high values of mean and standard deviation in contrast to the other predicted maps. The OM content map shows the same behavior but the sand content is lower than the other SYSIs and single-date images (Fig. 8). Predicted maps of hue and value based on the SYSI Combined (Fig. 9), show slightly lower values of mean and standard deviation than the other images while for chroma, the mean values are very similar among the images.

Figure 7. Histograms of soil datasets used. Hue, value and chroma are dimensionless. Hue was normalized to numeric values as follows: <10 = 10R, 10–12.5 = 2.5YR, 12.5–15 = 5YR, 15–17.5 = 7.5YR, >20 = 10YR.

In Fig. 10, we show a small area to demonstrate the effect of bare soil areas on the predicted maps of hue and clay and sand contents. It can be noted that the differences in spatial coverage are considerable among single-date and SYSI images. As single-date L8-OLI and S2-MSI were acquired on the same date, the differences between them are not significant. Between maps based on SYSI images, we can describe some differences, especially for the hue component predicted by SYSI L8-OLI, which shows high values, indicating a yellower color, where the other SYSIs show low values, indicating a redder color.

The spatial distributions of predicted soil properties were similar, which can be confirmed by the similarity of their semivariogram parameters (Fig. 11). Most of the predicted soil properties had their experimental semivariograms described by exponential models, and in some cases, gaussian and spherical models were fitted (Table S5 in the supplementary material). We do not present the semivariograms for silt content, as they had the lowest performances.
The semivariograms of measured soil properties (black lines in Fig. 11) have the highest semivariance values, although the range parameters, which define the spatial variability, are very similar between the measured and the predicted soil properties (Table S5 in the supplementary material). The difference in the semivariance between observed and predicted values is even higher for OM content (Fig. 11c). Unfortunately, it was impossible to fit theoretical models for value component predicted by SYSI images and exponential models described the spatial patterns of value maps based on single-date L8-OLI and S2-MSI (Fig. 11e). For the chroma component, none of the tested models were fitted and reached inaccurate results, with very high range values (> 20,000 m) that are inconsistent with the result obtained for other soil properties.
Table 1 Pearson’s correlation analysis between SYSIIs spectral bands and soil attributes

<table>
<thead>
<tr>
<th>SYSI Combined</th>
<th>Bands</th>
<th>Hue</th>
<th>Value</th>
<th>Chroma</th>
<th>Clay</th>
<th>Sand</th>
<th>Silt</th>
<th>OM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BLUE</td>
<td>0.68</td>
<td>0.67</td>
<td>-0.37</td>
<td>-0.70</td>
<td>0.50</td>
<td>-0.09</td>
<td>-0.52</td>
</tr>
<tr>
<td></td>
<td>GREEN</td>
<td>0.67</td>
<td>0.69</td>
<td>-0.32</td>
<td>-0.68</td>
<td>0.46</td>
<td>-0.06</td>
<td>-0.51</td>
</tr>
<tr>
<td></td>
<td>RED</td>
<td>0.59</td>
<td>0.62</td>
<td>-0.21</td>
<td>-0.66</td>
<td>0.49</td>
<td>-0.11</td>
<td>-0.50</td>
</tr>
<tr>
<td></td>
<td>NIR</td>
<td>0.63</td>
<td>0.64</td>
<td>-0.26</td>
<td>-0.73</td>
<td>0.56</td>
<td>-0.17</td>
<td>-0.53</td>
</tr>
<tr>
<td></td>
<td>SWIR1</td>
<td>0.62</td>
<td>0.57</td>
<td>-0.29</td>
<td>-0.80</td>
<td>0.67</td>
<td>-0.28</td>
<td>-0.57</td>
</tr>
<tr>
<td></td>
<td>SWIR2</td>
<td>0.61</td>
<td>0.58</td>
<td>-0.32</td>
<td>-0.81</td>
<td>0.69</td>
<td>-0.29</td>
<td>-0.59</td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>BLUE</td>
<td>0.65</td>
<td>0.67</td>
<td>-0.37</td>
<td>-0.67</td>
<td>0.48</td>
<td>-0.10</td>
<td>-0.51</td>
</tr>
<tr>
<td></td>
<td>GREEN</td>
<td>0.65</td>
<td>0.67</td>
<td>-0.29</td>
<td>-0.64</td>
<td>0.45</td>
<td>-0.07</td>
<td>-0.49</td>
</tr>
<tr>
<td></td>
<td>RED</td>
<td>0.58</td>
<td>0.60</td>
<td>-0.19</td>
<td>-0.60</td>
<td>0.45</td>
<td>-0.12</td>
<td>-0.47</td>
</tr>
<tr>
<td></td>
<td>NIR</td>
<td>0.61</td>
<td>0.61</td>
<td>-0.23</td>
<td>-0.69</td>
<td>0.55</td>
<td>-0.20</td>
<td>-0.52</td>
</tr>
<tr>
<td></td>
<td>SWIR1</td>
<td>0.62</td>
<td>0.56</td>
<td>-0.26</td>
<td>-0.76</td>
<td>0.65</td>
<td>-0.29</td>
<td>-0.56</td>
</tr>
<tr>
<td></td>
<td>SWIR2</td>
<td>0.63</td>
<td>0.57</td>
<td>-0.28</td>
<td>-0.77</td>
<td>0.67</td>
<td>-0.30</td>
<td>-0.57</td>
</tr>
<tr>
<td>L8-OLI</td>
<td>BLUE</td>
<td>0.54</td>
<td>0.42</td>
<td>-0.34</td>
<td>-0.43</td>
<td>0.33</td>
<td>-0.10</td>
<td>-0.32</td>
</tr>
<tr>
<td></td>
<td>GREEN</td>
<td>0.52</td>
<td>0.43</td>
<td>-0.27</td>
<td>-0.39</td>
<td>0.29</td>
<td>-0.07</td>
<td>-0.30</td>
</tr>
<tr>
<td></td>
<td>RED</td>
<td>0.41</td>
<td>0.36</td>
<td>-0.21</td>
<td>-0.31</td>
<td>0.24</td>
<td>-0.08</td>
<td>-0.25</td>
</tr>
<tr>
<td></td>
<td>NIR</td>
<td>0.38</td>
<td>0.31</td>
<td>-0.22</td>
<td>-0.46</td>
<td>0.41</td>
<td>-0.20</td>
<td>-0.35</td>
</tr>
<tr>
<td></td>
<td>SWIR1</td>
<td>0.37</td>
<td>0.28</td>
<td>-0.26</td>
<td>-0.52</td>
<td>0.49</td>
<td>-0.27</td>
<td>-0.38</td>
</tr>
<tr>
<td></td>
<td>SWIR2</td>
<td>0.48</td>
<td>0.39</td>
<td>-0.35</td>
<td>-0.55</td>
<td>0.50</td>
<td>-0.25</td>
<td>-0.40</td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>BLUE</td>
<td>0.54</td>
<td>0.60</td>
<td>-0.19</td>
<td>-0.62</td>
<td>0.47</td>
<td>-0.13</td>
<td>-0.46</td>
</tr>
<tr>
<td></td>
<td>GREEN</td>
<td>0.63</td>
<td>0.66</td>
<td>-0.36</td>
<td>-0.66</td>
<td>0.48</td>
<td>-0.11</td>
<td>-0.48</td>
</tr>
<tr>
<td></td>
<td>RED</td>
<td>0.62</td>
<td>0.67</td>
<td>-0.30</td>
<td>-0.65</td>
<td>0.45</td>
<td>-0.08</td>
<td>-0.47</td>
</tr>
<tr>
<td></td>
<td>RedEdge1</td>
<td>0.53</td>
<td>0.60</td>
<td>-0.19</td>
<td>-0.63</td>
<td>0.48</td>
<td>-0.14</td>
<td>-0.46</td>
</tr>
<tr>
<td></td>
<td>RedEdge2</td>
<td>0.53</td>
<td>0.61</td>
<td>-0.19</td>
<td>-0.64</td>
<td>0.49</td>
<td>-0.15</td>
<td>-0.47</td>
</tr>
<tr>
<td></td>
<td>RedEdge3</td>
<td>0.54</td>
<td>0.62</td>
<td>-0.20</td>
<td>-0.65</td>
<td>0.51</td>
<td>-0.16</td>
<td>-0.48</td>
</tr>
<tr>
<td></td>
<td>NIR</td>
<td>0.56</td>
<td>0.55</td>
<td>-0.28</td>
<td>-0.76</td>
<td>0.65</td>
<td>-0.29</td>
<td>-0.54</td>
</tr>
<tr>
<td></td>
<td>SWIR1</td>
<td>0.56</td>
<td>0.57</td>
<td>-0.31</td>
<td>-0.78</td>
<td>0.67</td>
<td>-0.30</td>
<td>-0.55</td>
</tr>
<tr>
<td></td>
<td>SWIR2</td>
<td>0.57</td>
<td>0.62</td>
<td>-0.24</td>
<td>-0.70</td>
<td>0.56</td>
<td>-0.20</td>
<td>-0.50</td>
</tr>
<tr>
<td>S2-MSI</td>
<td>BLUE</td>
<td>0.33</td>
<td>0.21</td>
<td>-0.20</td>
<td>-0.41</td>
<td>0.29</td>
<td>-0.05</td>
<td>-0.32</td>
</tr>
<tr>
<td></td>
<td>GREEN</td>
<td>0.28</td>
<td>0.17</td>
<td>-0.13</td>
<td>-0.38</td>
<td>0.25</td>
<td>-0.02</td>
<td>-0.30</td>
</tr>
<tr>
<td></td>
<td>RED</td>
<td>0.14</td>
<td>0.06</td>
<td>-0.04</td>
<td>-0.28</td>
<td>0.19</td>
<td>-0.02</td>
<td>-0.24</td>
</tr>
<tr>
<td></td>
<td>RedEdge1</td>
<td>0.12</td>
<td>0.05</td>
<td>-0.04</td>
<td>-0.32</td>
<td>0.23</td>
<td>-0.04</td>
<td>-0.26</td>
</tr>
<tr>
<td></td>
<td>RedEdge2</td>
<td>0.10</td>
<td>0.02</td>
<td>-0.03</td>
<td>-0.39</td>
<td>0.30</td>
<td>-0.09</td>
<td>-0.33</td>
</tr>
<tr>
<td></td>
<td>RedEdge3</td>
<td>0.09</td>
<td>0.02</td>
<td>-0.04</td>
<td>-0.40</td>
<td>0.31</td>
<td>-0.10</td>
<td>-0.33</td>
</tr>
<tr>
<td></td>
<td>NIR</td>
<td>0.09</td>
<td>0.00</td>
<td>-0.06</td>
<td>-0.42</td>
<td>0.34</td>
<td>-0.12</td>
<td>-0.34</td>
</tr>
<tr>
<td></td>
<td>SWIR1</td>
<td>0.08</td>
<td>-0.04</td>
<td>-0.07</td>
<td>-0.48</td>
<td>0.42</td>
<td>-0.20</td>
<td>-0.37</td>
</tr>
<tr>
<td></td>
<td>SWIR2</td>
<td>0.20</td>
<td>0.08</td>
<td>-0.15</td>
<td>-0.53</td>
<td>0.45</td>
<td>-0.19</td>
<td>-0.39</td>
</tr>
</tbody>
</table>

OM: organic matter content
Table 2 Model performances of soil attributes for calibration and validation datasets

<table>
<thead>
<tr>
<th>Soil attributes</th>
<th>NB</th>
<th>C</th>
<th>N</th>
<th>RMSE\textsubscript{train}</th>
<th>$R^2_{\text{train}}$</th>
<th>MAE</th>
<th>RMSE\textsubscript{val}</th>
<th>$R^2_{\text{val}}$</th>
<th>CCC</th>
<th>MSE</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Clay content</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SYSI Combined</td>
<td>Six</td>
<td>20</td>
<td>0</td>
<td>56.99</td>
<td>0.72</td>
<td>44.12</td>
<td>0.74</td>
<td>55.68</td>
<td>0.85</td>
<td>310.17</td>
<td>1.19</td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>Six</td>
<td>10</td>
<td>0</td>
<td>62.80</td>
<td>0.66</td>
<td>47.50</td>
<td>0.68</td>
<td>61.44</td>
<td>0.81</td>
<td>377.58</td>
<td>3.58</td>
</tr>
<tr>
<td>L8-OLI</td>
<td>Six</td>
<td>20</td>
<td>0</td>
<td>111.97</td>
<td>0.42</td>
<td>85.97</td>
<td>0.58</td>
<td>108.39</td>
<td>0.68</td>
<td>1175.06</td>
<td>21.80</td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>Six</td>
<td>20</td>
<td>0</td>
<td>62.20</td>
<td>0.67</td>
<td>48.69</td>
<td>0.70</td>
<td>59.41</td>
<td>0.83</td>
<td>352.94</td>
<td>1.98</td>
</tr>
<tr>
<td>S2-MSI</td>
<td>Six</td>
<td>20</td>
<td>0</td>
<td>116.36</td>
<td>0.38</td>
<td>87.53</td>
<td>0.42</td>
<td>121.09</td>
<td>0.59</td>
<td>1466.39</td>
<td>25.06</td>
</tr>
<tr>
<td><strong>Sand content</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SYSI Combined</td>
<td>Six</td>
<td>20</td>
<td>0</td>
<td>153.23</td>
<td>0.57</td>
<td>115.66</td>
<td>0.58</td>
<td>153.37</td>
<td>0.75</td>
<td>2352.08</td>
<td>18.29</td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>Six</td>
<td>10</td>
<td>9</td>
<td>121.82</td>
<td>0.50</td>
<td>125.33</td>
<td>0.54</td>
<td>158.92</td>
<td>0.71</td>
<td>2525.84</td>
<td>9.63</td>
</tr>
<tr>
<td>L8-OLI</td>
<td>Six</td>
<td>20</td>
<td>0</td>
<td>188.87</td>
<td>0.34</td>
<td>147.76</td>
<td>0.48</td>
<td>180.63</td>
<td>0.60</td>
<td>3262.16</td>
<td>42.48</td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>Six</td>
<td>20</td>
<td>0</td>
<td>160.13</td>
<td>0.53</td>
<td>121.95</td>
<td>0.52</td>
<td>165.38</td>
<td>0.71</td>
<td>2735.72</td>
<td>24.48</td>
</tr>
<tr>
<td>S2-MSI</td>
<td>Six</td>
<td>20</td>
<td>0</td>
<td>193.66</td>
<td>0.34</td>
<td>150.15</td>
<td>0.29</td>
<td>200.88</td>
<td>0.51</td>
<td>4035.47</td>
<td>27.15</td>
</tr>
<tr>
<td><strong>Silt content</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SYSI Combined</td>
<td>Six</td>
<td>1</td>
<td>9</td>
<td>117.23</td>
<td>0.25</td>
<td>86.27</td>
<td>0.18</td>
<td>131.19</td>
<td>0.36</td>
<td>17210.46</td>
<td>-1.28</td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>Six</td>
<td>10</td>
<td>9</td>
<td>119.52</td>
<td>0.22</td>
<td>89.39</td>
<td>0.21</td>
<td>128.47</td>
<td>0.37</td>
<td>16505.35</td>
<td>-2.77</td>
</tr>
<tr>
<td>L8-OLI</td>
<td>Six</td>
<td>20</td>
<td>0</td>
<td>123.11</td>
<td>0.17</td>
<td>86.77</td>
<td>0.20</td>
<td>122.03</td>
<td>0.32</td>
<td>14892.65</td>
<td>-36.97</td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>Nine</td>
<td>20</td>
<td>9</td>
<td>79.52</td>
<td>0.34</td>
<td>60.70</td>
<td>0.20</td>
<td>128.53</td>
<td>0.34</td>
<td>16520.52</td>
<td>2.65</td>
</tr>
<tr>
<td>S2-MSI</td>
<td>Six</td>
<td>20</td>
<td>0</td>
<td>128.18</td>
<td>0.15</td>
<td>90.81</td>
<td>0.09</td>
<td>123.32</td>
<td>0.24</td>
<td>15207.40</td>
<td>-27.74</td>
</tr>
<tr>
<td><strong>OM content</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SYSI Combined</td>
<td>Six</td>
<td>10</td>
<td>0</td>
<td>5.58</td>
<td>0.35</td>
<td>4.18</td>
<td>0.38</td>
<td>6.11</td>
<td>0.53</td>
<td>37.37</td>
<td>-1.08</td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>Six</td>
<td>10</td>
<td>0</td>
<td>5.69</td>
<td>0.32</td>
<td>4.29</td>
<td>0.36</td>
<td>6.20</td>
<td>0.50</td>
<td>38.40</td>
<td>-1.20</td>
</tr>
<tr>
<td>L8-OLI</td>
<td>Six</td>
<td>20</td>
<td>0</td>
<td>6.39</td>
<td>0.21</td>
<td>4.74</td>
<td>0.27</td>
<td>5.92</td>
<td>0.42</td>
<td>35.13</td>
<td>-1.84</td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>Nine</td>
<td>10</td>
<td>0</td>
<td>5.75</td>
<td>0.31</td>
<td>4.39</td>
<td>0.38</td>
<td>6.12</td>
<td>0.51</td>
<td>37.47</td>
<td>-1.23</td>
</tr>
<tr>
<td>S2-MSI</td>
<td>Nine</td>
<td>20</td>
<td>0</td>
<td>6.56</td>
<td>0.19</td>
<td>4.82</td>
<td>0.22</td>
<td>6.10</td>
<td>0.36</td>
<td>37.26</td>
<td>-1.20</td>
</tr>
<tr>
<td><strong>Hue</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SYSI Combined</td>
<td>Six</td>
<td>20</td>
<td>0</td>
<td>1.66</td>
<td>0.55</td>
<td>1.29</td>
<td>0.56</td>
<td>1.66</td>
<td>0.71</td>
<td>2.75</td>
<td>-0.03</td>
</tr>
<tr>
<td>SYSI L8-OLI</td>
<td>Six</td>
<td>20</td>
<td>9</td>
<td>1.64</td>
<td>0.57</td>
<td>1.28</td>
<td>0.54</td>
<td>1.72</td>
<td>0.71</td>
<td>2.94</td>
<td>-0.10</td>
</tr>
<tr>
<td>L8-OLI</td>
<td>Six</td>
<td>20</td>
<td>0</td>
<td>1.71</td>
<td>0.50</td>
<td>1.38</td>
<td>0.67</td>
<td>1.43</td>
<td>0.78</td>
<td>2.05</td>
<td>0.11</td>
</tr>
<tr>
<td>SYSI S2-MSI</td>
<td>Nine</td>
<td>10</td>
<td>9</td>
<td>1.75</td>
<td>0.50</td>
<td>1.35</td>
<td>0.55</td>
<td>1.68</td>
<td>0.72</td>
<td>2.83</td>
<td>-0.17</td>
</tr>
<tr>
<td>S2-MSI</td>
<td>Nine</td>
<td>20</td>
<td>0</td>
<td>1.82</td>
<td>0.49</td>
<td>1.40</td>
<td>0.60</td>
<td>0.49</td>
<td>0.74</td>
<td>2.22</td>
<td>-0.21</td>
</tr>
</tbody>
</table>

SYSI L8-OLI and SYSI S2-MSI correspond to bare soil images obtained from images of four years of Landsat-8 and Sentinel-2 satellites. SYSI Combined is the bare soil image obtained by combining the images from both satellites and L8-OLI and S2-MSI correspond to single-date Landsat and Sentinel-2 images acquired in 09/09/2019. NB: number of spectral bands used in predictions, C: committees or number of model trees or boosting iterations used, N: neighbors used for each iteration, RMSE\textsubscript{train}: Root Mean Square Error of training set (g kg\textsuperscript{-1}), $R^2_{\text{train}}$: coefficient of determination of training set, MAE: Mean Absolute error, RMSE\textsubscript{val}: Root Mean Square Error of validation set (g kg\textsuperscript{-1}), $R^2_{\text{val}}$: coefficient of determination of validation set, CCC: concordance correlation coefficient, MSE: Mean Square Error.
3.4. Discussions

3.4.1. Bare soil images retrieval

We have explored the use of single-date and multi-temporal bare soil images from two satellites in different spatial, spectral and temporal resolutions to predict topsoil properties in tropical environments. We have found that the SYSIs outperformed single-date images in bare soil pixel retrieval and predictions of soil properties.

![Figure 8. Predicted maps and mean (m) and standard deviation (sd) of clay, sand and organic matter (OM) contents.](image)

Although the GEOS3 method was originally conceived for Landsat data (Dematté et al., 2018), it also has potential to retrieve bare soil pixels from Sentinel-2 images. The GEOS3 method efficiently retrieved bare soil pixels for both SYSIs and single-date images, confirmed by the closeness of scatter points to the 1:1 line (Baret et al., 1993). Considering the percentage of the area with bare soil pixels, the SYSI Combined had 3 and 13% more than SYSI S2-
MSI and SYSI L8-OLI and almost twice as much as single-date images. By combining the images from both satellites, we have more than two images per month and the revisit time has to do with this. The short temporal resolution provided by both satellites combined helped us to detect changes in land use (Shao et al., 2019) and increased the number of pixels with bare soil when compared to the SYSIs for each satellite separately. SYSI S2-MSI also had more bare soil pixels than SYSI L8-OLI, and the shorter revisit time of Sentinel-2 satellites (~ five days) is an advantage, as more images can be obtained and, consequently, more bare soil pixels. Some issues need to be considered regarding the combination of the images from both satellites, though. The SYSI Combined had lost the best spatial and spectral resolution provided by Sentinel-2 images, since those were resampled to 30 m and the RedEdge bands were removed to allow the combination with Landsat images. Fortunately, these issues did not affect the prediction accuracies, as revealed by our results.

Figure 9. Predicted maps and mean (m) and standard deviation (sd) of hue, value and chroma components (soil color).
In this research, we have not defined an optimal number of images to obtain at least 90% bare soil pixels, as performed by Dick et al. (2017) in Swiss Plateau, because there are several factors that need to be considered. First, according to our knowledge and experience working with bare soil images in tropical regions, the number of images is important but more critical is its quality, which would define the amount of bare soil pixels in a single image. That is because the influence of clouds and shadows are substantial in tropical regions. For example, Demattê et al. (2018) were able to retrieve 68% and 92% of bare soil pixels in a single scene, but using ~40 years of Landsat images. As we used only images with 20% cloud coverage from 2016 to 2019, we acquired 45 and 63 images from 85 and 170 images available for Landsat and Sentinel-2, respectively (Fig. 5), which provided <50% bare soil pixels. Besides that, Sentinel-2 images are available only since 2015, which hampers further studies of the optimal number of images from this satellite. Another issue is related to the period when the images were taken. Twenty images from the dry period would provide more bare soil pixels than 20 images from the moist season, due to cloud and management influences.

Figure 10. Details of spatial variability of soil properties predicted by SYSI and single-date images.
The spectral signatures of lab spectra, single-date and SYSI images were very similar and we confirmed that they follow the typical spectral patterns described for soils (Demattê et al., 2014). But we found that satellite’s spectra were slightly lower than lab spectra and this can be related to several factors. First, lab spectra are acquired under controlled conditions, without influence of the environment while reflectance spectra captured by satellites are more susceptible to atmospheric conditions and geometric distortions (Richter and Schläpfer, 2002). Besides that, soil surface conditions such as moisture level and roughness can also influence the spectra (Chang et al., 2005; Janik et al., 2016; Lobell and Asner, 2002; Silvero et al., 2020). We found that the SYSIs have spectral patterns very similar to those from single-date images and this can confirm that the median statistic performed to obtain the SISY’s reflectance has low influence of moisture, as the single-date images were acquired in the dry season. This issue was raised by Žížala et al. (2019) who was concerned about the usefulness of multi-temporal images for studying soil organic carbon. By the soil line analysis and the comparison of lab spectra with those from satellites, we confirmed that SYSI and single-date images represented bare soil reflectance patterns from our study area.

Figure 11. Semivariogram of predicted and observed values of soil properties. a. clay content, b. sand content, c. organic matter content, d. hue, e. value and f. chroma. Silt content was excluded due to its low performances.
3.4.2. Relationship of soil properties with bare soil images

Our study area is highly variable in parent materials and soil types (Bazaglia Filho et al., 2013; Fongaro et al., 2018; Gallo et al., 2018; Rizzo et al., 2020), which influenced the spatial variability of soil properties. We found very low to very high contents of clay, sand and silt and the OM content was low (< 5%), which is related to climate influences and the historical soil management by sugarcane farmers (de Bordonal et al., 2018; Cherubin et al., 2016; Franco et al., 2015). We observed that soil properties were highly correlated with SISY’s bands, except chroma component and silt content; however, with single-date images, correlation values were low. The majority of the works that used single-date images found suitable correlation with soil properties ($r > 0.5$) (Ben-Dor et al., 2003; Ben-Dor et al., 1997; da Chagas et al., 2016; Forkuor et al., 2017), slightly higher than those observed here.

Interestingly, all spectral bands were highly correlated with soil color components, except chroma and those from single-date S2-MSI, which show the lowest correlations. Soil color determination is related (physically) to the visible portion of the electromagnetic spectrum (Fernandez and Schulze, 1987; Odeh and McBratney, 2005; Sovdat et al., 2019) and we expected the highest values of correlation between soil color and these spectral bands. The high correlation values between satellite spectral bands and soil color was already described by Escadafal et al. (1989) and Mattikalli (1997), who used six simulated Landsat spectral bands (vis-NIR-SWIR) to relate to Munsell soil color. Color is a very important soil property that have been used to support studies in pedology (Bigham et al., 1993; Siqueira et al., 2015; Stockmann et al., 2018) drainage, wetlands, soil moisture mapping (Barrett, 2002; Bigham et al., 1993; Pretorius et al., 2017; Schmidt and Ahn, 2019), and mineralogical studies (Barron and Torrent, 1986; Nagano and Nakashima, 1989; Nagano et al., 1992; Richardson and Daniels (1993); Campos et al., 2003; Viscarrea Rossel et al., 2010). Although an important property, studies that relate soil color with satellite spectral bands are scarce and only in recent years have been more research about it (Poppel et al., 2020; Ramos et al., 2020).

3.4.3. Influence of spectral, spatial and temporal resolutions on prediction performances

Spatial, spectral and temporal resolutions of satellite images influenced the prediction performances. Single-date images had the lowest performances and multi-temporal images were more efficient in predicting soil properties, probably due to their ability to capture soil variability over time (Fathololoumi et al., 2020). The SYSI Combined and the SYSI L8-OLI, with spatial resolution of 30 m and six spectral bands, were the best predictors. Images from the Sentinel-2 satellite (single and SYSI), which had the best spatial and spectral resolutions (20 m and nine spectral bands), did not necessarily provide the best results, although the SYSI was better than the single-date image from this satellite. The RedEdge bands, present in Sentinel-2 and absent in Landsat-8, are more related to vegetation than to soil compounds (Delegido et al., 2011; Pinheiro et al., 2019; Sun et al., 2020) and although they showed significant correlations with soil properties, they were not substantial to explain the variability of soil properties.

In general, Landsat-8 data were better than Sentinel-2 to predict topsoil properties. Žížala et al. (2019) tested several multispectral sensors, including Landsat and Sentinel-2 to assess the influence of spatial and spectral resolution on soil organic carbon (SOC) mapping. In contrast to our results, they found that Sentinel-2 was better than Landsat-8 to predict SOC. Similarly, Rosero-Vlasova et al. (2018) also reported that Sentinel-2 provided better results than Landsat-8 in predicting SOC and texture in Spain, but they used simulated spectra acquired in laboratory.

As far as we know, there are no studies that merged images from Landsat-8 and Sentinel-2 to obtain bare soil pixels and predict topsoil properties, but there are countless that used both single-date and, more recently, multi-temporal bare soil images and reported suitable results. Demattê et al. (2007) and Liao et al. (2013) used Landsat
ETM data to predict soil texture by multiple linear regression while Xiao et al. (2006) used both Landsat ETM and Landsat TM to develop a topsoil grain size index based on correlation analysis between soil texture and satellites’ spectral bands. Ahmed and Iqbal (2014) mapped soil texture and OM content using Landsat data and multiple linear regression. The authors stated that the results for OM were satisfactory despite the low content measured in the study area (<1%). On the other hand, Zhai et al. (2006) and Forkuor et al. (2017) used machine learning algorithms to predict several topsoil properties using remote sensing products, including Landsat. Both studies found reasonable results and were similar to those found here for single-date images.

As Sentinel-2 satellites have been available only since 2015, there are still few studies about its potential for soil mapping, mostly in the European region. Castaldi et al. (2016) used simulated spectral data of Sentinel-2, Landsat and forthcoming hyperspectral sensors to estimate soil texture and SOC values. The authors studied the influence of spectral resolution (number of spectral bands) and they found that hyperspectral sensors would be more feasible to study soil properties. Differently from our results, they found that Sentinel-2 outperformed Landsat data for clay and sand content estimates ($R^2 > 0.5$). Although testing hyperspectral sensors is beyond the scope of this research, we can highlight the contrasting results obtained. While we found that the Landsat data performed better than Sentinel-2, this seems to be more suitable for soil properties studies in temperate regions. Zhou et al. (2020) tested different models using DEM derivatives, radar and optical data from Sentinel to predict SOC and nitrogen and although they concluded that this satellite proved useful for soil mapping, they found better results by combining optical and radar data.

We found that the use of multi-temporal bare soil images was better than single-date images to predict topsoil properties in tropical areas. The use of bare soil pixels, either from single-date or from time series have been reported for both Landsat and Sentinel data. Diek et al. (2017) obtained the barest soil composite over Swiss Plateau and found reasonable results for predictions of soil texture and SOC, although their results were lower than those presented here ($R^2 < 0.5$). Other researchers used the GEOS3 method and reported similar to our results for tropical areas (Fongaro et al., 2018; Gallo et al., 2018; de Mendes et al., 2019; Poppiel et al., 2020; Poppiel et al., 2019a; Poppiel et al., 2019b; Rizzo et al., 2020; Bonfatti et al., 2020) and over Europe (Safanelli et al., 2020). The Soil Composite Processor (SCMaP) developed by Rogge et al. (2018) was applied by Žížala et al. (2019) to obtain bare soil pixels from Sentinel-2 images and reasonable results for SOC were reported, even better than ours.

For Sentinel-2 data, some works reported the use of NDVI and NBR2 thresholds to obtain bare soil pixels, either from single-date images or from time series. Castaldi et al. (2019a) used simulated Sentinel-2 data to obtain models for SOC predictions. The authors tested several NBR2 thresholds to obtain bare soil pixels from Sentinel-2 images to which they applied the models obtained with simulated data. They accurately map SOC over a large area. Vaudour et al. (2019) predicted eight soil properties in two French areas, using Sentinel-2 images, with 8 and 39% of the area with bare soil pixels. Their results for soil texture were fairly lower ($R^2 < 0.5$) than those observed here. In mainland France, Loiseau et al. (2019) used bare soil mosaics obtained from two years of Sentinel-2 images coupled with other covariates and satellites to map clay content using quantile forest regression. They found that satellite data integration, in which Sentinel-2 is included, very slightly improved the prediction of the soil clay content but showed potential for soil mapping following the directions of the GlobalSoilMap project. Gomez et al. (2019) also used Sentinel-2 time-series to classify soil texture, but only six images from three months (February–April) were used, which resulted in moderate performances.

To our knowledge, no such work was reported using multi-temporal images from Sentinel-2 in tropical regions, which hampered our results with those from similar climatic conditions.
3.4.4. Predicted map and spatial structure analysis

Spatial maps from single-date and SYSI images coming from different satellites were very similar. We found that their spatial variability and structure was also similar, as revealed by their similar range values. The measured data showed higher values of semivariance than those observed for predicted values. The components of soil color, Value and chroma, had none of the theoretical models fitted to their experimental semivariogram, which can be related to the number of samples used, being insufficient to explain their spatial structure. Similar results were also found by Vaudour et al. (2019) who reported that observed values had semivariance values higher than those from predicted values for clay and iron content. Gomez et al. (2018) also reported that the semivariogram of predicted values by different satellite/sensor were very similar.

3.4.5. Advantages, limitations and future research

We show here and other researches already highlighted the high potential of satellite images for soil properties mapping and study. Nowadays, with the free open access of satellite images in cloud-based platforms such as the GEE, obtaining bare soil images is becoming very efficient, mainly from Landsat missions, which have a plenty of data of almost four decades. Although GEE still has limited capacity for Sentinel-2, due to its short time in orbit, its potential cannot be underestimated.

There are limitations, though. We observed that it is still difficult to obtain full bare soil pixels from tropical areas due to the influence of clouds, shadows and soil management. Future researchers should pursue better strategies to obtain bare soil mosaics for Sentinel-2 data, to fully exploit its potential for soil mapping. Besides that, further studies are needed on strategies of how Landsat and Sentinel data can be fully operational together. Although there are efforts in developing harmonized Landsat-Sentinel data and data fusion (Claverie et al., 2018; Shao et al., 2019) further research on how to obtain bare soil pixels from the integration of two satellites is needed.

3.5. Conclusions and final remarks

Multi-temporal images with bare soil pixels, obtained from time series of Landsat-8 and Sentinel-2 satellites, were suitable to obtain soil property maps from tropical regions. Although the Sentinel-2 images provided the best spatial, spectral and temporal resolution, the combination of images from both satellites was more suitable for soil mapping purposes. Single-date images from both satellites, although useful, have still limited capacity to provide bare soil information for soil mapping purposes for large areas.

The better temporal resolution, expressed by the higher revisit time provided by the combination of the images from Landsat8-OLI and Sentinel2-MSI satellites, was the most important factor in our study. The SYSI Combined showed the highest bare soil coverage and the best model's performances with six spectral bands and 30 m-pixel size. The RedEdge extra bands of the Sentinel-2 satellite did not add suitable information to the models, probably due that it is more related to vegetation characteristics than soil compounds.

Soil maps produced using the SYSI Combined can be used to meet the demands of detailed soil maps, especially in tropical regions. With them, sustainable land use and management practices can be achieved.
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4. STRATEGIES FOR MAPPING SOIL DRAINAGE CLASSES: A COMPARISON OF EXPERT KNOWLEDGE AND MACHINE LEARNING APPROACHES

Abstract

Two potential strategies for mapping soil drainage classes in a GIS were evaluated for the state of São Paulo, Brazil. One strategy was to utilize the wealth of expert knowledge (EK) to develop a simple model based on a few covariate layers. Another strategy was to utilize a more objective process of machine learning (ML) and a larger stack of carefully selected covariates. The operational consideration of these two approaches is particularly important in areas like Brazil, where information for soil maps is scarce or incomplete. For considering the full, operational implementation of soil mapping, this study rated the two approaches in terms of accuracy, labor-efficiency, transferability, and accessibility. Usually, soil drainage classes are defined as a function of morphological characteristics that are recorded during soil profile descriptions. The first strategy based on EK used soil color and texture as base maps to define the drainage classes. The ML-based strategy, in turn, used a decision tree algorithm and a set of environmental covariates to represent the main processes that occur in the landscape. An existing soil drainage class map obtained from a digital map of soil classes was used as a reference. The maps obtained by EK and ML strategies had, respectively, an agreement of 50 and 53% with the reference map. Considering the results and the evaluation of the selection criteria for the best strategy, the soil drainage map obtained using EK received the highest score in accuracy. This strategy also was the most-labor efficient, since it is based on two soil properties that are easily obtained from other legacy data or soil databases. As this strategy was based on simple rules regarding soil color groups and textural classes that are easy to apply to other areas, their transferability is also higher when compared to the ML-based strategy. Finally, because ML-based models are still considered as 'black-boxes' and their interpretability is difficult, the EK-based strategy also received the higher score in the accessibility criteria. Therefore, the EK-based strategy was selected and can be considered as the most accurate, labor-efficient, transferable, and accessible way to map soil drainage classes in tropical environments.

Keywords: Decision trees, Soil drainage, Machine learning, Remote sensing, Soil color, Environmental covariates.


4.1. Introduction

Demand for detailed soil information is consistently increasing over the years as a means of supporting not only land management and taxation related to agriculture, but also other uses related to the role of soils in ecosystems (Brevik et al., 2015). The gap between this demand and the state of legacy soil maps is becoming even greater in developing countries such as Brazil. Here, most of the available soil maps are less detailed, incomplete or no longer sufficient to support public policies and other applications involving soil resources (Mendonça Santos et al., 2015).

One of the important characteristics that is lacking in most Brazilian maps is the natural soil drainage class, which is defined as the frequency and duration of wet periods or degree and frequency the soil matrix is free of water saturation (Soil Science Division Staff, 2017). It is used as an indicator of the general conditions of water movement in the soil, which is primarily influenced by gravity and determined by soil texture, structure, and topography (Fausey, 2005; Gerardin and Duerue, 1990; Troeh, 1964). Information on soil drainage is important because it controls several processes in the soil such as the decomposition of soil organic matter, distribution of soil organic carbon (Raymond et al., 2012), microbial adaptations (Graça et al., 2021), cow stocking rates and dry matter production (Fitzgerald et al., 2008), and which plant species are more suitable for a specific area (Levine et al., 1994).

The description of soil drainage is usually performed in terms of seven discrete units or classes varying from very well to poorly drained, depending on the proportion and rate of water infiltration. Rather than directly
observing the long-term hydrologic conditions of a site, drainage class is interpreted from soil morphological features such as soil color, texture class, and presence of redoximorphic features that are observed when soil profiles are described in the field. Soil color and redoximorphic features reflect processes that take place in the soil due to water movement, specifically oxidation and reduction of iron forms. Well aerated and drained soils usually present reddish and brownish colors, which are characteristic of the presence of iron in the oxidized form (Franzmeier and Kladivko, 2001). In these soils, water is removed rapidly, especially if coarse-textured. In poorly drained soils, however, gray and dark colors reflect the presence of organic matter and silicate minerals, unraveled after iron forms were reduced or removed from the system due to the presence of water during extended periods.

Depth to the water table is another characteristic that in some cases is more useful than morphological characteristics for describing soil drainage class (Mackintosh and van der Hulst, 1979). The concept of the depth to the water table is intimately related to the sequence of soils along a slope, commonly known as catena. This approach is profoundly rooted in soil-landscape relationship, in which hillslope positions (upperslope, summit, backslope, toeslope and foot slope) are interpreted as key players in governing water movement (Schaetzl, 2013). Soils with deep water tables usually are located in plain areas where well drained soils are presented, usually on uplands and upper backslopes. Poorly drained soils, in turn, have the highest water tables experiencing longer periods of water saturation, usually located at the bottom of the slope.

The evaluation of entire landscapes and allocation of land areas into drainage classes is a complex operation involving the spatial prediction of drainage classes based on variables that are more readily observed from the surface or above. Traditionally, the creation of soil drainage class maps involves two steps: describing it in the field and then extending the knowledge observed in soil profiles to areas where it is impractical to observe the soil below the surface. In this second process, each pedologist uses his/her own mental model and knowledge of soil-landscape relationships. Earlier works for describing soil drainage class of an area or a specific location were based on expert knowledge, morphological characteristics and pedologist’s experience on soil-landscape relationship (Hudson et al., 1992). An example of the use of expert knowledge is the work of Gerardin and Duereu (1990), who proposed an approach for evaluating natural soil drainage in forest mineral soils to aid non-specialists. The authors proposed a system based on the identification and measurement of several variables related to the geomorphology, topography, soil and vegetation of the area under study. The results were promising but it was a very site-specific approach and not much utilized at that time it was proposed.

While these techniques have enabled the production of valuable soil maps for more than a century, the reliance on tacit knowledge can be prone to be inconsistent among experts (Kerebel and Holden, 2013; Bouma et al., 1973). Therefore, quantitative frameworks for mapping soil drainage classes emerged to reduce, at least in part, the inconsistencies associated with tacit knowledge. These quantitative approaches used mathematical calculations or statistical tools to describe the landscape and relate it to soil drainage classes, unlike expert knowledge, which relies on an expert’s opinion and experience. An example of this is the work of Troeh (1964), who developed 3D equations to obtain landscape parameters such as slope, rate of change and curvatures. He related these parameters to soil drainage and found a strong correlation, concluding that the parameters obtained from 3D equations can be used to accurately predict soil drainage classes. Bell et al. (1992), proposed a “soil-landscape model” based on multivariate discriminant analysis with the aim of identifying the subset of landscape variables that could optimally separate soil drainage classes. In their work, the authors achieved an overall agreement of 74% when comparing their predictions of soil drainage classes with those described in field surveys.
Nowadays, digital soil mapping is the most used framework to spatially predict soil drainage classes. Optical and radar remote sensing images (Ciallella et al., 1997; Peng et al., 2003; Niang et al., 2012), terrain derivatives (Zhao et al., 2008), electrical conductivity (Kravchenko et al., 2002), magnetic susceptibility (Grimley et al. 2008; Asgari et al. 2018) and soil color (Malone et al., 2018) were the most common environmental covariates used to spatially describe the variability of soil drainage classes across landscapes. However, description of the soil drainage class in the field is still needed before using digital soil mapping approaches. Most of the mentioned works were based on soil drainage classes described in the field or retrieved from legacy soil maps. The work of Malone et al. (2018) is an exception, where the authors tried to define soil drainage classes based on soil color groups. These color-based soil drainage classes were then predicted using terrain attributes and machine learning. This kind of approach is not common to find in literature, but it was a first attempt to quantitatively define soil drainage classes using information on soil color gathered from legacy data.

In this research, we attempted to compare two strategies for mapping soil drainage classes in Brazil. The first was based on expert knowledge (EK), in which maps of soil color and soil texture were used to define the soil drainage class. The second strategy was based on machine learning (ML), in which soil sampling points with the labeled soil drainage class were used in conjunction with environmental covariates to spatially predict the distribution of soil drainage classes in the study area. An existing soil drainage class map was taken as reference. Our main objective was to select the best strategy for mapping soil drainage classes, considering four criteria: accuracy, labor-efficiency, transferability, and accessibility.

4.2. Material and Methods

4.2.1. Study site description

The study area is in southeastern Brazil, in the state of São Paulo, covering an area of approximately 2,574 km² (Figure 1). It is characterized by gentle slopes, undulating hills, and rolling uplands, with elevation varying between 450 and 950 m.a.s.l. In this region, 83% of the land is used for agriculture and pasture, 9% for forest formation, savanna, and forest plantation, and the remaining corresponds to urban areas and water bodies. More than 40% of the agricultural land is cultivated with sugarcane, almost 15% with pasture, 22% with a mixture of agriculture and pasture and 3% with soybean and other perennial and temporary crops (MAPBIOMAS, 2019). The climate of the region is classified as Cwa in Koppen’s climatic classification, which is characterized by dry winter and hot summer with mean annual precipitation of 1200 mm and average annual temperature of 24 °C (Alvares et al., 2013).

The study area is part of the Rio Paraná basin, where a complex geological variability is found (Figure 1). The main stratigraphic units are the Itararé, Corumbataí, Pirambóia and Serra Geral Formations. The Itararé Formation is the oldest, which was formed in the Paleozoic Era during the Permian Period. This formation is composed of sandstones, siltstones, varvites and diamictites. The Corumbataí formation, also from the Permian Period, is above the Itararé Group and is characterized by siltstones with lenses of fine sandstones, mudstones, limestones, and dolomitic levels. Pirambóia and Serra Geral formations were formed in the Mesozoic Era, during Triassic and Cretaceous Periods, respectively. The Pirambóia Formation has sandstones with rounded and spherical grains, while basalt and diabase rocks are characteristic of the Serra Geral formation. For more details about the geology of the area, the reader is referred to the work of Bonfatti et al. (2020).
Predominating soils in the Brazilian Soil Classification System (with the corresponding WRB in parenthesis) are Argissolos (Acrisols/Lixisol), Latossolos (Ferralsol), Neossolos (Arenosol), Cambissolos (Cambisol), and Nitossolos (Nitisol) (Figure 1). Considering the soil genesis, both Argissolos and Latossolos are the oldest. The main characteristic of Argissolos is the presence of the Bt horizon, where accumulation of clay is predominant. In the study area, three Argissolos are found (PA, PVA and PV), whose main differences are related to soil color. PA (Argissolo Amarelo) has a hue of 7.5YR in the first 100 cm of the B horizon, PV (Argissolo Vermelho) has a hue of 2.5YR, and PVA (Argissolo Vermelho-Amarelo) has a hue varying from red to yellow, between the other two categories. Latossolos are the most weathered and well-developed soils. A homogeneous soil profile is characteristic of this soil order, with a strong presence of iron oxides and kaolinite. Four Latossolos can be found in our study area: LH (Latossolo humico), LA (Latossolo Amarelo), LV (Latossolo Vermelho), and LVA (Latossolo Vermelho-Amarelo), whose differences are also interpreted from soil color, except for LH, which has higher organic matter content than the others. Neossolos and Cambissolos are poorly evolved soils, with no B horizon (Neossolos) or an incipient one (Cambissolos). Two suborders of Neossolos are found in the study area: RQ (Neossolo
Quartzarenico), which is a sandy soil and RL (Neossolo litolico), which has a lithic contact in the first 50 cm. Finally, Nitossolos are similar to Latossolos but have a B horizon with waxiness or clay coatings with a granular structure and a clayey or very clayey texture. Nitossolos Vermelhos (NVf) with high presence of iron oxides are common in our study area. The second type of Nitossolo is the NX (Nitossolo Háplico), which is a soil class that does not fit in the other categories of this soil order.

4.2.2. Strategies for mapping soil drainage classes

In this research, our main objective was to select the best strategy for mapping soil drainage classes. The two strategies were based on expert knowledge (EK) and machine learning (ML). We used an existing soil drainage class map as reference, which was compared to the resulting maps of both strategies. The best map was selected based on a set of criteria related to the mapping procedure. A thorough detail of each step is described in the next sections.

4.2.2.1. Reference soil drainage class map

An existing soil drainage class map was used as reference for comparing the two alternative strategies (Figure 2). This reference map was produced by taking soil classes that have been previously mapped by Mendes (2020) and relating them with drainage classes. The map produced by Mendes was obtained following a digital soil mapping framework, obtaining an accuracy of 0.84. The relationship between drainage class and soil class can be found in Table S1 of the supplementary material. Although the Brazilian Soil Classification system includes eight drainage classes, the reference soil drainage map uses only five classes to represent drainage ranging from very well (Class 1) to poorly drained (Class 5). This map shows that the study area is predominantly (39%) Class 2 (well drained), followed by Class 3 (moderately drained) with 37% of the area. Drainage classes 1, 4, and 5 represent 13%, 9% and 2% of the area, respectively.

![Figure 2. Soil class map and the resulting soil drainage class map used as reference (from Mendes (2020)). Cambisols (CX), Gleisols (GX), Ferralsols (LH, LA, L, LVA), Nitisols (NV, NX), Acrisol/Lixisol (PA, PV, PVA), Arenosol/Regosol (RL, RQ, RR), Planosol (TX).](image-url)
4.2.2.2. Soil drainage mapping by expert knowledge using color and texture (EK)

The strategy based on EK used soil color and textural classes as base maps. It is well known that soil color is a good indicator of drainage conditions. In general, red and yellow colors are associated with the iron oxidation process in soil environments where oxygen is abundant, indicating a very well to moderately drained soil. In other words, the soil is not permanently flooded, and infiltration conditions are optimal. On the other extreme, low chroma values or gleying colors are indicators of poor drainage. This coloration is caused by water staying longer in the soil, favoring the reduction of iron. Soil textural classes, in turn, were used because they play a key role in governing water movement through the soil. Water will infiltrate through sandy soil more quickly than through clayey soil.

Soil color (hue, value and chroma) and texture maps were obtained from Mendes et al. (2021), who predicted these properties for three layers (A = 0-20 cm, B = 40-60 cm and C = 80-100 cm). We used the A layer map as the topsoil and the B and C layers were averaged to represent the subsoil. The soil color maps were visually classified into five groups (red, brown, yellow, gray, and black) to represent the sequence of five soil drainage classes, varying from well to poorly drained soils, similar to the approach presented in Malone et al. (2018). The textural class maps were obtained after classifying clay content raster maps in five classes: very sandy (<150 g kg⁻¹), sandy (150-250 g kg⁻¹), loam (250-350 g kg⁻¹), clayey (350-600 g kg⁻¹) and very clayey (>600 g kg⁻¹).

The classified soil color and textural maps were combined in ArcGIS Pro using the “combine” tool to join the maps and define a numerical code to represent the color and textural group. For example, a red soil with clayey texture had the code 1/5 while a gray soil with a clayey texture had the code 4/5. With this procedure, we ended up with a combination of possible 24 texture/color code for each layer (topsoil and subsoil, Table S1 of the supplementary material). After this procedure, a drainage class was assigned to each texture/color code by an expert pedologist for each layer. Both layers were then considered to define the final drainage class. An example is given below in Figure 3. More details can be found in Table S2 of the supplementary material.
4.2.2.3. Soil drainage class mapping by machine learning (ML)

The second strategy was based on mapping soil drainage class by ML. We used a soil dataset with 2,309 locations observed by the Geotechnologies in Soil Science Group between 2000 and 2020. Each sample point had its respective soil drainage class determined by extracting the value from the reference map for the respective locations. The strategy based on ML consisted of using environmental covariates (terrain, soil, and vegetation), the sampling points with the labeled soil drainage class and a decision tree algorithm (C5.0) to build a model for predicting soil drainage classes. Unlike the EK, the ML-based strategy is not relying on using only two soil data (color and texture) but instead a set of variables that seek to represent processes related to the distribution of soil drainage classes. An explanation of each step is given below.

4.2.2.3.1. Environmental covariates

A total of 603 environmental covariates were used in a digital soil mapping framework. All terrain derivatives were calculated in SAGA GIS, GRASS GIS and ArcGIS Pro. In this pool of covariates, the majority (552) were terrain derivatives at different analysis scales, obtained from a digital elevation model with a resolution of 5 m. Briefly, some terrain derivatives are scale dependent and calculated in a GIS with a moving window. The analysis scale consists of the resolution cell size, multiplied by the quantity of cells defining the width of the moving
window. The 3x3 cell moving window is the most used window size, but here we considered analysis scales with analysis scales ranging from 15 to 5,070 m. Eight terrain derivatives - including slope gradient, northness, eastness, relative elevation, as well as profile, plan, cross-sectional, and longitudinal curvatures - were obtained at different analysis scales, totaling 69 raster layers for each. More details about the use of covariates with multiple analysis scales can also be found in Miller et al. (2012).

In addition, other terrain derivatives that either do not use a moving window or could not have the analysis window size varied were included. These terrain derivatives were vertical distance to channel network (VDCN), topographic wetness index (TWI), mid-slope position (mslp), and multi-resolution valley bottom flatness (MRVBF). Remote sensing products from Sentinel-2A and Landsat were also included in the covariate stack. For the case of Sentinel-2A, images of the dry (April to October) and moist seasons (October to April) from 2015 to 2020 were obtained and averaged in the Google Earth Engine platform, after atmospheric correction was performed. The Normalized Difference Vegetation Index (NDVI) and Normalized Difference Red-Edge Index (NDRE) were calculated from the S2A images, also for both seasons. A Synthetic Soil Image (SYSI) was obtained in the Google Earth Engine platform following the methodology proposed by Dematté et al. (2018). This SYSI is a median reflectance image with six spectral bands, which represents the bare soil pixels in the study area.
Table 1. Environmental covariates used for modeling soil drainage classes

<table>
<thead>
<tr>
<th>Environmental covariates</th>
<th>Abbreviations</th>
<th>Analysis scales</th>
<th>Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slope gradient</td>
<td>slp</td>
<td>15-5070m</td>
<td>slp_075m</td>
</tr>
<tr>
<td>Profile curvature</td>
<td>prc</td>
<td>15-5070m</td>
<td>prc_115m</td>
</tr>
<tr>
<td>Plan curvature</td>
<td>plc</td>
<td>15-5070m</td>
<td>plc_1110m</td>
</tr>
<tr>
<td>Northness</td>
<td>nnes</td>
<td>15-5070m</td>
<td>nnes_3630m</td>
</tr>
<tr>
<td>Eastness</td>
<td>enes</td>
<td>15-5070m</td>
<td>enes_3630</td>
</tr>
<tr>
<td>Cross-sectional curvature</td>
<td>ccurv</td>
<td>15-5070m</td>
<td>ccurv_115m</td>
</tr>
<tr>
<td>Longitudinal curvature</td>
<td>lcuvr</td>
<td>15-5070m</td>
<td>lcuvr_115m</td>
</tr>
<tr>
<td>Relative elevation</td>
<td>rel</td>
<td>15-5070m</td>
<td>rel_3090m</td>
</tr>
<tr>
<td>Topographic wetness index</td>
<td>topidx</td>
<td>NA</td>
<td>YES</td>
</tr>
<tr>
<td>Mid-slope position</td>
<td>mslp</td>
<td>NA</td>
<td>YES</td>
</tr>
<tr>
<td>Vertical distance to channel network</td>
<td>VDCN</td>
<td>NA</td>
<td>YES</td>
</tr>
<tr>
<td>Multi-resolution valley bottom flatness</td>
<td>MRVBF</td>
<td>NA</td>
<td>YES</td>
</tr>
<tr>
<td>Soil color subsoil and topsoil (6 variables)</td>
<td>(Hue, value and chroma)</td>
<td>NA</td>
<td>YES</td>
</tr>
<tr>
<td>Sentinel-2A bands dry season (9 bands)</td>
<td>S2A dry</td>
<td>NA</td>
<td>S2A_dry_swir1</td>
</tr>
<tr>
<td>Sentinel-2A bands moist season (9 bands)</td>
<td>S2A moist</td>
<td>NA</td>
<td>S2A_moist_swir1</td>
</tr>
<tr>
<td>Sentinel-2A Normalized Difference Vegetation Index (dry and moist season)</td>
<td>S2A NDVI dry</td>
<td>S2A NDVI moist</td>
<td>S2A_NDVI_moist</td>
</tr>
<tr>
<td>Sentinel-2A Normalized Difference Red-Edge Index (dry and moist season)</td>
<td>S2A NDRE dry</td>
<td>S2A NDRE moist</td>
<td>S2A_NDRE_dry</td>
</tr>
<tr>
<td>Synthetic Soil Image (6 bands)</td>
<td>SYSI</td>
<td>NA</td>
<td>SYSI_swir2</td>
</tr>
</tbody>
</table>

Not all environmental covariates were used for spatial modeling, however. A Spearman rank correlation analysis was performed to select those that had the highest correlation with the soil drainage class. Considering the raster layers that were obtained at different analysis scales, only the one with the highest correlation was selected. For example, among the 69 raster layers of slope gradient at different analysis scales, the slope gradient at 115m (slp_115m, window size of 15x15 cells) was chosen. The same was performed for all terrain derivatives with multiple analysis scales, satellite images, and the SYSI. The final covariate stack consisted of 23 raster layers. The environmental covariates that were selected and used in the modeling process are shown in Table 1.

4.2.2.3.2. Building and validating the ML model

The soil dataset was partitioned into two sets. Seventy percent of the data were used for model building (1,616 samples), while the remaining soil samples (30%, 693 samples) were used for model validation. The C5.0
algorithm was used, which is a decision tree method based on the C4.5 and ID3 algorithms developed by Quinlan (1986). It is a supervised machine learning algorithm that develops a classification model using the training data with known labeled classes to determine the best rule that splits the data into pure classes. This algorithm has the advantage of being easy to implement and interpret the results. For validating the model, the test dataset was used, and the drainage classes were predicted for each of these sampling points. The accuracy of the model, which is the quantity of correct predictions divided by the total number of predictions, was calculated using the observed and predicted soil drainage classes to build a confusion matrix. Besides the accuracy, the kappa index, as well as the user’s (UA) and producer’s accuracy (PA) were also calculated. The PA represents the accuracy from the point of view of the map maker. In other words, it represents how often the drainage class observed in the field is correctly shown on the classified map. The UA, also known as reliability, represents the accuracy from the point of view of the map user. Finally, a map was obtained by predicting the soil drainage classes for the entire study area. Model building, validation and prediction were implemented in the R software using the C5.0, caret, and raster packages.

To evaluate the environmental covariates that were considered the most essential to predict drainage patterns in our study area, we used Shapley’s value. This statistic is recommended for improving the interpretability of “black box” ML algorithms (Lundberg and Lee, 2017). The Shapley’s value is based on game theory, in which members of a coalitional game should receive payments proportional to their marginal contributions. In our case, the game is the prediction of values, and the players are the environmental covariates used in the model building. Therefore, the Shapley’s value represented the marginal contribution of each variable to the prediction of soil drainage classes.

4.2.3. Comparison between the reference soil drainage map and EK and ML strategies

The soil drainage maps obtained from the EK and ML strategies were compared with the reference soil drainage map in two ways. Firstly, the soil drainage class at each location of the sampling points was extracted from the three maps and two confusion matrices were built. After extracting the soil drainage class for each sampling point, it was observed that Class 5 was not present in the ML-based soil drainage map and therefore, this class was excluded from the comparisons.

Secondly, a comparison was performed on a cell-by-cell basis by subtracting the EK and ML-based maps to the reference map, to represent their agreement. The product was two difference maps, representing how much the EK and ML-based drainage maps differed from the reference data. The difference maps had negative and positive values. A negative value meant that the drainage class obtained by either EK or ML was higher (i.e., wetter) than the reference map. A positive value, in turn, represented a lower (drier) drainage class. For example, if at a specific cell the value of the subtracted map is -2, it means that the strategy for mapping soil drainage class predicted a Class 3 (moderately drained) soil drainage, where the reference had a Class 1 (very well drained). The reverse applies for positive values.

4.2.4. Selecting the best strategy for mapping soil drainage classes

Our objective with this research was to select the best strategy for mapping soil drainage classes in tropical environments. For this, each map was evaluated considering four important criteria for the overall soil map production process: accuracy, labor-efficiency, transferability, and accessibility. A value of 1 (good), 2 (moderate) or 3 (poor) was assigned to each criterion. These values were assigned considering our experience in obtaining base maps for strategies based on EK, or the use of ML to obtain the soil drainage map.
For the first criterion (accuracy), it was evaluated the model performances expressed as $R^2$ or kappa values. The EK strategy used as base maps soil color and texture, whose accuracies in $R^2$ were reported in Mendes (2020) and Mendes et al. (2021). The accuracy for the ML-based strategy was reported in this study. Accuracies higher than 0.6 received a value of 1 while accuracies between 0.4-0.6 and lower than 0.4 received the values of 2 and 3, respectively. The labor-efficiency was considered as the ease or difficulty in obtaining data for each strategy. In other words, if the base maps or environmental covariates are easier to calculate or to obtain from other sources. Because the ML strategy required a higher level of knowledge to process and calculate the environmental covariates from the DEM, it received a higher value when compared to the EK strategy. We argue that maps of soil color and texture are now easily available in platforms such as SoilGrids, for example. Although the resolution of the base maps might to be sufficient for a specific area, it is a straightforward way to have an idea of the variability of texture and color.

Transferability was evaluated in an analogous way as the labor-efficiency criterion. This means that if a strategy was considered as easy to be transferred to any other region like to the conditions of our study area, the value would be the lowest. In other words, the transferability would be higher under this assumption. For our case here, the EK strategy was considered as having the lowest value, because it is based on simple rules using only two soil properties, which can be easily applied to any other area. Conversely, the ML strategy is more complex, as it used a set of environmental covariates and a decision tree model to reveal patterns that would help explain the variability of soil drainage classes in our study area. Therefore, the value assigned to this criterion for the ML strategy was the highest, considering that the transferability of ML models is limited by the feature space (Meyer and Pebesma, 2021).

Finally, to evaluate accessibility, it was considered how easy it is to understand or use the strategies. For the ML-based strategy, the highest value was assigned because ML models are still considered black boxes. Although we used a simple decision tree to simplify the process, the selection of covariates that would have more importance in the model and how this process happens inside the model is still not well understood. The EK strategy is a set of rules based on soil color and texture groups, whose concept is simple to understand, as it is rooted in well-defined rules regarding the role that clay content and color play in soil drainage.

4.3. Results

4.3.1. Retrieving soil drainage classes by EK and ML

The strategy based on EK used topsoil and subsoil color and textural classes for building the numerical code and map drainage classes. These maps and numerical codes are presented in Figure S2 and Tables S2-S3 of the supplementary material. Grayed colors were more commonly found in the subsoil than in the topsoil. The most common color found in the topsoil (represented in the Munsell system) was the 10YR 6/4 (hue value/chroma), with more than 25% of the area. This color in the subsoil represented only 0.1%. Other common colors were 7.5YR 6/4 and 5YR 4/6, with 21 and 16% of the area, respectively. In depth, we observed that the 10R 6/2 Munsell color was the most common, which together with 10R 4/2 cover almost 30% of the area. The 5YR 4/6 color was also present in the subsoil, with more than 20% of coverage. In some areas (~17%), a yellower color was observed (7.5YR 6/6) in the subsoil, which is closely similar to the 7.5YR 6/4 found in the topsoil. The textural class maps for the topsoil and subsoil were highly variable across the study area. In the topsoil, mostly very sandy (36%) to sandy texture (37%) were found. In the subsoil, although the sandy texture showed a high percentage (37%), the loam and clay texture together represented more than 55%. Very clayey textures, in which the clay content is above 600 g kg$^{-1}$ are uncommon in the study area, with just 0.1% and 0.3% in the topsoil and subsoil, respectively (Figure S2).
The combination of these colors and textural classes produced a soil drainage map in which 58% of the area had the Class 3 (moderately drained), which was mostly placed on areas with loam to clayey texture. The second most common drainage found was Class 2 (well drained), which was characterized as having brownish colors and sandy to loam textures. This soil drainage class covered approximately 29% of the area. Class 1 and Class 4 were in less than 10% of the area and the Class 5, which represented poorly drained soils, was even more poorly distributed, just in the areas where low chroma or glei colors were present, especially near the rivers.

The strategy based on ML provided information on the accuracy of the model and the contribution of the environmental covariates. These results are presented in Table S4 and Figure S3 of the supplementary material. In general, the ML model had a satisfactory kappa value (0.56). The PA and UA values for almost all soil drainage classes were above 50% (except for Class 5), which can be considered fair. Regarding the importance of environmental covariates, we found that the shortwave infrared 2 band of the bare soil image (SYSI_swir2) was the one that contributed the most to explain the distribution of soil drainage classes. The second and third variables that contributed the most were two soil color components: hue and value from the subsoil. The value component from the topsoil was the fifth variable that contributed the most to the model while the topographic wetness index occupied the fourth place. Variables such as the chroma component from the topsoil, the SWIR1 band from Sentinel2, planform curvature at 115m analysis scale and VDCN had an equal contribution to the model in general and for each class separately. The longitudinal curvature (lcuv_115m) and the profile curvature (prc_115m) had a negligible contribution to the model, similar to the chroma component form the subsoil and the slope gradient at 75m analysis scale (slp_075m).

The resulting ML-based soil drainage map had the Class 1 (very well drained) as the most common, with 33% of the area, followed by Class 2, Class 3 and Class 4, with 24%, 22% and 20% of the area, respectively. The Class 5 (poorly drained) was barely represented in just 0.11% of the area.

4.3.2. ML- and EK-based soil drainage maps and comparison with reference data

The difference maps represented the values obtained after subtracting the reference map from the predicted EK- and ML-based drainage maps (Figure 4). The higher the negative or positive values, the higher the difference between the maps. The negative values indicate areas where the estimated ML or EK-based map is predicting a higher value. In other words, the negative values represent areas where both strategies are predicted wetter drainage classes than those observed in the reference drainage map. For example, the -1 is indicating that the reference map could be Class 1 to 4 while the EK or ML-based drainage maps were between Class 2 and Class 5, being just one level higher. The same applied for positive values.
Figure 4. Example of allocation of drainage class based on soil color and texture of the topsoil and subsoil

We found that both strategies had an agreement of ~50% with the reference map. The drainage map obtained by ML had the highest agreement (53%) and ~41% was between ±1 Class (values 1 and -1 values in Figure 4). The difference map of the reference and the EK map revealed that the EK-based strategy is more prone to underestimate the drainage class, especially in sandy soils. Our results revealed that for the EK strategy, 43% of the predicted drainage classes were between ±1 class from the drainage class observed in the reference map (values 1 and -1 in Figure 4).

The confusion matrix built using the sampling points is presented in Table 2. Because Class 5 was not present in any of the sampling points, it was excluded from this confusion matrix, reducing the total number of samplings from 2309 to 2246. Between the reference sampling points and the ML-based strategy, we found an accuracy of 0.67 and kappa value of 0.5. For the EK-based strategy, the accuracy and kappa values were slightly lower (0.57 and 0.33, respectively).
Table 2. Confusion matrix between the reference drainage map and the resulting drainage maps of the two strategies.

<table>
<thead>
<tr>
<th>Reference soil drainage map</th>
<th>Class1</th>
<th>Class2</th>
<th>Class3</th>
<th>Class4</th>
<th>Total</th>
<th>UA</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML-based drainage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class1</td>
<td>109</td>
<td>22</td>
<td>5</td>
<td>0</td>
<td>136</td>
<td>80%</td>
</tr>
<tr>
<td>Class2</td>
<td>159</td>
<td>753</td>
<td>194</td>
<td>41</td>
<td>1147</td>
<td>66%</td>
</tr>
<tr>
<td>Class3</td>
<td>23</td>
<td>154</td>
<td>498</td>
<td>99</td>
<td>774</td>
<td>64%</td>
</tr>
<tr>
<td>Class4</td>
<td>0</td>
<td>1</td>
<td>41</td>
<td>147</td>
<td>189</td>
<td>78%</td>
</tr>
<tr>
<td>Total</td>
<td>291</td>
<td>930</td>
<td>738</td>
<td>287</td>
<td>2246</td>
<td></td>
</tr>
<tr>
<td>PA</td>
<td>38%</td>
<td>81%</td>
<td>68%</td>
<td>51%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>kappa</td>
<td>0.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| EK-based drainage           |        |        |        |        |       |     |
| Class1                      | 21     | 28     | 11     | 13     | 73    | 29% |
| Class2                      | 233    | 587    | 138    | 42     | 1000  | 59% |
| Class3                      | 37     | 312    | 578    | 146    | 1073  | 54% |
| Class4                      | 0      | 3      | 11     | 86     | 100   | 86% |
| Total                       | 291    | 930    | 738    | 287    | 2246  |     |
| PA                          | 7%     | 63%    | 78%    | 30%    |       |     |
| Accuracy                    | 0.57   |        |        |        |       |     |
| kappa                       | 0.33   |        |        |        |       |     |

The users' (UA) and producers' accuracy (PA) were also calculated, in which high values represented high agreement between the maps. The PA is associated with the error of misclassification while the UA is dedicated to the error of over-classification. They help to describe how much the predicted soil drainage class is the same as the reference map. For example, the Class 3 of the ML-based strategy had PA and UA of 68% and 64%, respectively. This means that 68% of the reference “Class 3” was correctly identified as “Class 3”, but 64% of the areas identified as “Class 3” in the classification were actually “Class 3”. Considering the same example for the EK-based strategy, the PA and UA for “Class 3” were 78% and 54% respectively, meaning that the ML-based strategy was better in predicting this drainage class.

4.3.3. Selecting the best strategy for mapping soil drainage classes

Table 3 depicts the scoring for each of the four criteria used to select the best strategy for mapping soil drainage classes. The first criteria, accuracy, was easy to obtain from the base maps used in the EK-based strategy and from the ML model presented in this work. Soil color and texture maps used for the EK strategy had an $R^2$ of 0.65 while the kappa value of the ML strategy was 0.57. These accuracies received a value of 2, as explained in the methods section. Regarding transferability of these both strategies, the EK-based soil drainage map received a value of 2, considering the easiness or not to transfer or to repeat the strategy to develop these maps. A value of 3 was given to the ML-based soil drainage map since it requires more data and machine learning models sometimes are
more difficult to replicate. For the labor-efficiency it was considered the data needed to build each strategy and the effort to obtain this data. For both EK and ML a value of 2 was attributed because they require more data. Finally, the accessibility considered the way in which this data can be obtained. For example, for the ML map the highest value was assigned because it can be more difficult to understand because machine learning models are still considered black boxes. The rules for mapping soil drainage classes based on expert knowledge using soil color and texture maps had a lower value, because we understand that the base maps used to build these strategies are easier to obtain from soil databases or legacy data.

Table 3. Scoring values for each criterion considered for selecting the best strategy

<table>
<thead>
<tr>
<th>Criteria</th>
<th>EK</th>
<th>ML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Transferability</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Labor-efficiency</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Accessibility</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

4.4. Discussion

The two strategies presented here for mapping soil drainage classes in Brazil reached a reasonable result, represented by approximately 50% agreement of the strategies with the reference map. The EK-based soil drainage map obtained from soil color and texture could appear subjective at some point. The advantage of this strategy is that it relies on two easily obtainable data layers. For this reason, an EK-based strategy was a suitable first attempt to represent spatial patterns of drainage class. Both properties are useful in the way that soil color is a result of the drainage, and the soil texture can determine how fast or slow the water moves through the soil profile.

Several researchers have demonstrated the importance of soil color for mapping soil drainage because it can reveal insights into the local hydrological regime (Schoonover and Crim, 2015). The work of Malone et al. (2018) is an example, where color descriptions found in legacy soil maps were used to describe and spatially predict a soil drainage index in New South Wales, Australia. They used fuzzy set theory to allocate soil colors in pre-defined five color groups (red, brown, yellow, gray and black), which represented drainage classes ranging from 1 to 5 (very well to poorly drained). The authors argued that their soil drainage index incorporated tacit knowledge and that it can be used in other areas since the soil color/soil drainage relationships were well defined by an expert.

The main disadvantage of using expert knowledge to define soil drainage classes is that in some cases it can be difficult to replicate. However, it has the advantage of being based on soil data that might be more accessible. Maps of soil properties such as soil texture can be easily obtained from soil databases such as the Soilgrids platform (Poggio et al., 2021). Soil color, in turn, can be easily described from legacy data or estimated from remote sensing images or soil spectral data (Poppiel et al., 2020; Silvero et al., 2021). However, the rules defined here may not completely apply to other areas and this limitation needs to be considered when aiming to use the strategy based on EK presented here. The description of soil drainage classes based on soil color can not be useful in all cases, however. This was observed in the work of Kidd et al. (2014), who tested the use of soil color, indirectly by
measuring the depth to mottling. They found that direct description of soil drainage classes in the field were better than using the depth to mottling as a surrogate or proxy of the soil drainage conditions.

An example of an earlier work using EK to define soil drainage classes was presented by Geradin and Duerue (1990), who aimed to build an objective approach to be easily accessible by non-specialists and easily applied to forest soils. They used topographical variables (hillslope position, terrain shape, effective upper slope position and declivity), abundance and mottling depth, solum depth and humus thickness to build rules and allocate soil drainage classes considering the variability of these parameters. Although particularly useful, this approach was probably not so much used because it appears overly site-specific and, at some point, difficult to replicate.

The result obtained with the ML-based strategy was as satisfactory as that obtained with the EK strategy but the agreement with the reference map was higher (53%). The accuracy with this approach was 0.66, which is considered satisfactory and can be improved if a better representativity of soil samples in poorly drained areas (Class 4 and Class 5) is used. In our case, the poorly drained areas were poorly represented with just 10% of the samples.

The main advantage of using digital soil mapping approaches based on machine learning is that a set of environmental covariates are used as explanatory variables of the spatial distribution of drainage classes in the area. Although it was previously highlighted that the definition of soil drainage classes from soil color can still be subjective, we found that soil color variables such as hue and value were one of the variables that most contributed to the model based in ML, even more than those environmental variables that were considered to have a direct relationship with water movement, such as topographic wetness index (topidx) and multi-resolution valley flatness bottom (MRVFB).

This kind of approach using ML is the most common framework used for mapping soil drainage classes nowadays. Its main limitation is that before modeling, data on soil drainage class obtained from field surveys are needed. In our case this was a drawback because we could not find a proper description of the main drainage conditions and used the reference data to predict soil drainage classes using digital soil mapping.

Several types of environmental covariates were used ranging from soil-landscape relationships and information from proximal sensing such as magnetic susceptibility. One of the earlier works using prediction models was the work of Bell et al. (1994), who related some landscape attributes to obtain soil drainage class probability. They also found some difficulty in mapping poorly and moderately drained areas. In a similar research, Levine et al. (1993) studied the relationship of environmental covariates with soil drainage classes and found that they were positively correlated with values of NDVI, being the highest values associated with well drained soils. This is an indication of the conditions of the site for plant growth as poorly drained soils do not provide a suitable rhizosphere environment for most roots, but they are more fertile due to the accumulation of organic matter. Zhao et al. (2008) used topographic and hydrological variables and artificial neural networks to build a model for soil drainage classification. They used data from coarse resolution maps and aimed at improving the resolution of the soil drainage map by using machine learning and digital soil mapping frameworks. A 52% agreement was found with the reference data while 94% of the predicted drainage classes were within +1 class. Among the variables used, they found a strong relationship between the drainage classes and the vertical slope position, which is similar to the mid-slope position (mslp) used in this work. Unlike these results, the contribution of the mslp on our model was low. Beucher et al. (2019) also used artificial neural networks (ANN) for predicting soil drainage classes in Denmark and compared its performance to that obtained by a decision tree classification (DTC) model. They used 31 covariates, which included topographical, hydrological, and soil variables. They found that the ANN outperformed the DTC, but the difference was just 2%, reporting an overall accuracy of 54 and 52%, respectively. Considering the contribution of
the environmental covariates, they found that the clay content in depth (100-200 cm) was the one that contributed the most. Among the ten most important variables we also found slope to channel network, geology, vertical and horizontal distance to channel network, wetness index and depth to groundwater.

It is worth mentioning that the results obtained with the DTC model were similar to those reported here. It was our interest to use the simplest model, in which the rules are easy to follow and to comprehend. This was achieved with the C5.0 algorithm, also a decision tree model, which uses information ratio gain to build the rules. Cialella et al. (1997) also predicted soil drainage classes by using remote sensing data and topographical variables in a decision tree algorithm. They achieved satisfactory results, with an average accuracy of 78% and topography being the most correlated variable with the drainage classes followed by NDVI. In our case, the model revealed that the most important variable was the shortwave infrared band 2 (SWIR2) of the synthetic soil image (SYSI). This happened probably because the SWIR2 band is related to the variability of clay content, whose absorption feature due to minerals is centered at 2200 nm (Gomez et al., 2018).

Our final analysis is about selecting the best strategy for soil drainage class mapping in tropical environments. After considering four criteria, the best map was that obtained from expert knowledge using soil color and soil texture as inputs. This was selected because the strategy had the lowest value in the evaluation criteria, considering accuracy, transferability, labor-efficiency, and accessibility/transparency. This strategy was selected because the maps from which it was derived had a satisfactory accuracy ($R^2 > 0.6$), are easy to obtain from soil databases or legacy soil maps, the rules to define the drainage classes are easy to understand and replicate because they are based on just two properties, which makes this strategy more transparent and accessible. We are advocating for a simple strategy to map soil drainage classes in tropical environments based on expert knowledge and soil properties; however, the disadvantages presented here for each strategy and others not covered needs to be considered when choosing one of them.

4.5. Conclusions

In this research, EK and ML strategies were tested and compared for their ability to produce soil drainage class maps in a complex landscape with limited field observations. Both strategies achieved an agreement with the reference map of about 50%. The soil drainage class map based on ML presented a higher agreement with the reference map than the EK approach. However, considering the criteria defined for selecting the best strategy, the soil drainage map based on EK was more suitable. This strategy was simpler because it used only two variables that can be easily obtained from a soil database or estimated from remote and proximal sensors, in addition to having only a few rules that are easy to apply. Therefore, if no data on field survey or legacy descriptions in soil maps are available, soil drainage class can be accurately obtained from just two soil properties: soil color and soil texture.

The ML-based strategy appears suitable when a deeper understanding of the variables that affect the spatial variability of drainage classes are needed. The ML approach can take advantage of environmental covariates that have the potential to explain relationships with processes. Future works can focus their attention on revealing these key processes.
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5. SENSING TECHNOLOGIES FOR CHARACTERIZING AND MONITORING SOIL FUNCTIONS - A REVIEW

Abstract

Soils perform multiple functions that contribute to human survival and well-being. However, we often focus on soil to produce food and fiber and unsustainable management has accelerated its degradation, jeopardizing the successful delivery of its multiple functions. To explore the full potential of the soil in delivering multiple functions, a deep understanding of its behavior and variability in space and time is needed. Direct measurement of these soil functions is challenging but can be quantified by soil indicators. Sensing technologies (i.e., laboratory spectroscopy, and proximal and remote sensing) can provide reliable information on soil’s spatial variability at different spatial and temporal scales, which can be of paramount importance to studying soil functionality. As there is a lack of a comprehensive review describing the possibilities of sensing technologies for providing reliable soil data to assist soil functional assessments, this review presents evidence on the applicability of sensing technologies. Among the sensing technologies, laboratory spectroscopy has been found as a global tool that can characterize a suite of soil physical, chemical and biological soil properties accurately. Proximal sensing with a wide range of available sensors is practical for field soil characterization. Remote sensing, in turn, has been demonstrated to be effective in the monitoring of soils over space and time. Thus, sensing technologies can contribute to assessing soil functions at local, regional, and global scales. Their integration with data from the field or from process-based simulation is needed when aiming for a deep understanding of processes that contribute to delivering key services for human welfare.

Keywords: Soil functions, Soil quality, Soil health, Ecosystem services, Proximal sensing, Remote sensing, Soil properties, Soil mapping, Soil sensing applications, Spectroscopy


5.1. Introduction

Globally, we are witnessing a growing concern with the sustainable use of natural resources. Soil is one of the earth’s greatest non-renewable natural resources, existential to humanity to provide food (Godfray et al., 2010; Koppitke et al., 2021). We have to rely on soil to feed a population that will reach more than 9 billion by 2050. To fulfill that task, soil is under constant anthropogenic pressure (Montanarella et al., 2016), and faces the threat of climate change. In addition to producing food, soil also has important life-supporting functions, including storing carbon, storing, filtering and transformation of nutrients, substances and water and habitat for biodiversity (Blum, 2005; Greiner et al., 2017). As soil supports vital transformations of paramount importance to the Earth’s system, its fundamental role in achieving United Nations Sustainable Development Goals (SDGs) cannot be underestimated. In recent years, however, the study of soil functions has gained prominence (Koppitke et al., 2021). We are witnessing a growing interest in understanding how the spatial variability of soil properties at different spatial and temporal scales affects the soil’s ability to perform the aforementioned functions.

This paper uses the definition of soil functions according to the European Commission in the EU Soil Thematic Strategy (Montanarella and Panagos, 2021). Soil functions relate to the roles that soils play in sustaining the wellbeing of humans and society (Greiner et al., 2017). This review focuses on five main functions:

1. Biomass production, including agriculture and forestry.
2. Storing, filtering, and transforming nutrients, substances, and water.
3. Biodiversity pool, such as habitats, species, and genes.
4. Acting as carbon pool
Direct measurement of these soil functions is somewhat difficult and most of the time quantified through measurable physical, chemical, and biological properties, which are used as indicators (Rabot et al., 2018; Vogel et al., 2019); as the capacity of a soil to perform these functions depends on them (Tóth et al., 2013). Soil properties are commonly classified as “inherent” or “dynamic” (Dominati et al., 2010; Karlen et al., 2001); the first being those directly associated with the soil-forming factors described by Jenny (1941), while the second representing those more easily affected by anthropogenic management (Karlen et al., 2001). Although huge improvements have been made to methods and protocols for assessing soil properties, their measurement is still considerably expensive, even more so if large scale monitoring is needed (Pásztor et al., 2017; Wiesmeier et al., 2019). This limitation has led to a scarcity of reliable soil data (Adhikari and Hartemink, 2016); especially in developing countries, where just exploratory or semi-detailed soil maps are available for decision-making purposes. Brazil, for example, has only 1.6% of its territory mapped with soil maps at 1:100,000 scale (Mendonça Santos and ten Caten, 2015). Other countries in Latin America and Africa are facing the same problems as they cannot afford the high costs of obtaining detailed soil maps (Dewitte et al., 2012). While developing countries are more likely to have rich soil databases, some problems could still arise from incomplete information. Zwetsloot et al. (2020) faced this problem when aiming to measure soil multifunctionality across Europe and advised not to include soil information in European monitoring systems until the maps or information associated with soil attributes were improved.

The scarcity of soil data has broadened the use of alternative cost-effective and environmentally friendly technologies such as spectroscopy, and proximal (PS) and remote sensing (RS), as a more efficient way to obtain exhaustive soil data or to improve incomplete regional and global datasets (Mulder et al., 2011). Soil spectroscopy deals with identifying and analyzing the interaction of soil components with electromagnetic energy, specifically in the visible and infrared portions (Nocita et al., 2015). In this definition, some proximal and remote sensors are also included. Proximal sensing refers to acquiring soil information through field sensors, with direct or close contact with the soil. Remote sensing, in turn, is defined as the recording of emitted, reflected, transmitted, or scattered energy – in the form of images – of portions of the earth’s surface from a distance, through unmanned aerial vehicles (UAVs), aircraft, or satellites (Weiss et al., 2020).
The data acquired by soil sensors can be used directly or indirectly to study soil attributes. The first provides information about soil composition (e.g., soil mineralogy, elemental composition, or soil color) by studying the interactions of electromagnetic energy with soils. The second method consists of empirically estimating soil properties using real data obtained in the laboratory to calibrate prediction models. Generally speaking, the second approach aims at obtaining point-based or spatially explicit information of soils by relating soil spectral data or environmental covariates to the soil property or soil class of interest using empirical methods. This is the so-called Digital Soil Mapping (DSM) framework (McBratney et al., 2003), which has been widely disseminated worldwide thanks to improvements in computational capacity and modelling approaches (Chen et al., 2022). The spectral data or environmental covariates used in DSM are proxies that represent one or more of the scorpan factors (s: soil, c: climate, o: organisms, r: relief, p: parent material, a: age, n: location) (Campos et al., 2019).

Soil sensing technologies have revolutionised the way soil properties are being studied. This is confirmed by the exponential growth of scientific literature reported since the 2000s (Fig. 1). As the study of soil functions will increasingly require more spatially explicit information to aid decision making in relation to sustainable soil management, the role that sensing technologies would play in this task cannot be underestimated. In this paper, we aim to shed light on the use of sensing technologies to assess and monitor the variability of soil properties and their use in evaluating soil functions. Therefore, this review begins with a brief description of soil spectroscopy, followed by proximal and remote sensing and their application in obtaining information concerning soil properties. The second part describes soil functions and their indicators. Finally, this review ends with a discussion related to the
strengths, weaknesses and possible future scenarios of sensing technologies associated with obtaining soil information that contributes to a better understanding of soil functions.

5.2. Extracting information from sensing technologies

Sensing technologies such as soil infrared spectroscopy and proximal and remote sensors are based on the interaction of electromagnetic energy (EM) with soil components. Almost all regions of the EM - from gamma rays to microwaves - can provide information about the soil in the form of reflectance or absorbance values (UV-vis-IR); dielectric (microwaves) or electromagnetic (EC) characteristics; and counts per second (cps) or percentage (%) of specific elements (XRF, Gamma-ray, LIBS). However, not all soil properties can be estimated/studied by sensing technologies because there must be a spectral response associated with them. Table 1 provides a list of the soil properties that are possible to obtain from sensing technologies. In this list, there are well-established soil properties (e.g., soil texture and OC) that have been demonstrated to be accurately described from sensing technology. Others, however, may present low accuracy (e.g., pH, CEC, and macronutrients). While there are many soil sensors that operate along the electromagnetic spectrum, this paper focuses on sensors that can measure several soil properties at a time.

Table 1. Schematic representation of soil properties that can be estimated/studied by sensing technologies

<table>
<thead>
<tr>
<th>Soil properties</th>
<th>Technique, sensor or instrument</th>
<th>Gamma spectrometer</th>
<th>XRF</th>
<th>LIBS - Infrared spectrometers - Optical and Thermal sensors in satellites</th>
<th>Active and passive radar satellites</th>
<th>EC</th>
</tr>
</thead>
<tbody>
<tr>
<td>EM range (m)</td>
<td>EM portion</td>
<td>γ-ray</td>
<td>X-ray</td>
<td>UV-vis-IR</td>
<td>Microwaves</td>
<td>Radiowaves</td>
</tr>
<tr>
<td>10^{-12}</td>
<td>10^{-10}</td>
<td>10^{-6} to 10^{-4}</td>
<td>10^{-2}</td>
<td>10^{6} to 10^{8}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Texture (Clay, sand, and silt)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Soil color</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organic matter</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SOC</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>CEC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pH</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe2O3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minerals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soil moisture</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Soil temperature</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>K, U, Th</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Electrical conductivity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Elemental composition</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Soil depth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Macronutrients*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Trace elements</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

XRF: X-ray fluorescence. LIBS: Laser induced breakdown spectroscopy. EC: Electrical conductivity; SOC: Soil organic carbon; CEC: Cation exchange capacity; Fe2O3: iron oxides; K, U and Th: radioisotopes of potassium, uranium and thorium.

In this section, the main characteristics of soil spectroscopy and proximal and remote sensors will be presented. Further, a description of how soil properties are studied or estimated by these sensors will be provided as
well. For complete and detailed reviews on sensing technologies, the reader is referred to the works of Demattê et al. (2016), Stenberg et al. (2010) and Viscarra Rossel et al. (2011).

5.2.1. Gamma-ray spectrometry

Gamma-ray spectroscopy, also known as geophysics, is concerned with recording data of high energy and short-wavelength electromagnetic radiation, generally at frequencies of 1 Hz or wavelengths <10-12 m (Table 1). The electromagnetic radiation recorded by gamma-ray sensors usually is those emitted from naturally occurring isotopes, which originates from the radioactive decay of unstable elements in the soil (Reinhardt and Herrmann, 2019). Although many elements in the soil have radioisotopes, only potassium (40K), thorium (232Th), and uranium (238U) and their associated daughters produce sufficient energy susceptible to be detected and studied by gamma-ray sensors (Kuang et al., 2012). These elements are in an unstable state and searching for balance; they undergo a series of radioactive decays until they reach stability. The step towards a more stable form causes the emission of gamma-ray radiation, characteristic of each element, like a fingerprint. The gamma-ray recorded is directly proportional to the concentration of radioisotopes, indicative of changes in the upper soil, usually up to 30 cm (Wilford and Minty, 2007; Mello et al., 2021). The 40K, and the 232Th and 40U decay series are used to estimate potassium, thorium, and uranium abundances, although estimates of other soil properties are also possible.

![Schematic representation of the electromagnetic spectrum and the sensor at each spectral region](image)

**Figure 2.** Schematic representation of the electromagnetic spectrum and the sensor at each spectral region

Gamma-ray sensors can be proximal or remote. Proximal sensors are used to collect data directly in the field for on-the-go measurement or for location-specific acquisition with hand-held sensors. Remote gamma-ray
sensors are usually mounted on aircraft platforms and have the advantage of sensing larger areas; however, their accuracy is lower than ground-based tools (Reinhardt and Herrmann, 2019).

The distribution of radioisotopes (K, Th, and U) is believed to be associated with soil mineralogy and geochemistry and strongly depends, at least at first, on bedrock composition (Reinhardt and Herrmann, 2019; Kuang et al., 2012). The applications in soil science include parent rock characterization; soil texture mapping; plant-available potassium; environmental behaviour of potassium, thorium and uranium; soil pH; soil organic carbon and peat mapping; soil type mapping and soil erosion.

Radioisotopes obtained through gamma rays are especially useful to understand predominant pedogenetic processes and help unveil aspects related to weathering or soil erosion. An example of this approach is the work of Mello et al. (2021), who used Th, U, and K concentration to study pedogenetic processes that occurred or predominate in the tropical environment. The authors concluded that gamma-ray spectrometry could detect significant variations in the study area, unnoticeable by conventional techniques, which may indicate changes from one soil class to another or the continuity of a given soil class. Gamma rays are also used to empirically infer other soil properties via regression models. This approach is carried out using the values of K, Th, and U or the total count or the entire spectrum. The most common soil properties estimated from gamma-ray are clay (Pracilio et al., 2006; Viscarra Rossel et al., 2007; Mahmood et al., 2013; Coulouma et al., 2016), silt and sand contents (Viscarra Rossel et al., 2007; Mahmood et al., 2013), soil texture (Priori et al., 2014; Heggemann et al., 2017; Petersen et al., 2012; Read et al., 2018; Rouze et al., 2017), pH (Viscarra Rossel et al., 2007; Mahmood et al., 2013), available potassium (Viscarra Rossel et al., 2007; Dierke and Werban, 2013; Kassim et al., 2021), and organic carbon (Dierke and Werban, 2013). Gamma-rays can also be used in conjunction with other environmental covariates to predict soil thickness (Chen et al., 2021), available water capacity (Zare et al., 2021) and even historical erosion rates (Varley et al., 2020).

5.2.2. X-Ray fluorescence

The X-ray fluorescence technique (XRF) uses high-energy radiation in the X-ray range to reach the elementary composition of an analyte. It comprises the spectral range after gamma rays, with wavelengths between 10-12 and 10-10 m. The main purpose and use of XRF is to quantify chemical elements (from sodium to uranium) present in soil samples by using the characteristic fluorescence radiation, which is emitted after a pulse of X-ray radiation hits the soil. The XRF works as follows: i) the incident X-ray energy (primary radiation) is generated when the electrons produced by a cathode collides with an anode (metal target); ii) the energy reaches the atoms of the soil sample and excites the electrons in the innermost layer, which are ejected (ionization), promoting instability in the atom; iii) the electrons are temporarily replaced by electrons from outer shells, emitting energy as photons (secondary radiation or fluorescence), which is measured by the detector. The emitted radiation is characteristic of each chemical element, and the intensity is proportional to the concentration of the element in the soil sample, making possible its detection and quantification (Weindorf et al., 2014; Silva et al. 2021).

X-ray fluorescence is used to obtain the concentration of almost all elements in the soil. The elemental soil characterization by XRF can be divided into two parts: i) determination of major elements present in the soil in oxide forms such as sodium, magnesium, aluminum, silicon, phosphorus, potassium, calcium, titanium, manganese and iron; and ii) determination of trace elements such as: vanadium, chromium, cobalt, nickel, copper, zinc, arsenic, rubidium, strontium, yttrium, zirconium, molybdenum, mercury, lead and thorium. The detection limit and quantification accuracy are closely related to the element's atomic number, being higher the uncertainty in elements
lighter than sulfur and rare the quantification of elements lighter than sodium (Potts, 1992). This happens because the capacity to emit fluorescence energy is smaller in light elements.

X-ray fluorescence is traditionally performed in the laboratory using a benchtop spectrometer; however portable XRF instruments are now widely available and directly used in the field. The result provided by XRF sensors is a spectral signature, measuring the counts per second of the elements in the soil sample. XRF sensors are often calibrated to provide the concentration (%) of specific elements or in the form of oxides (for instance Fe2O3).

The XRF data can be used to predict the pseudo total contents of elements related to mineralogy. Silva et al. (2020a) calibrated XRF to estimate SiO2, Fe2O3, Al2O3, TiO2 and P2O5 contents as measured using sulfuric acid digestion. These values are usually used in pedological studies to calculate weathering indexes such as (SiO2/Al2O3) and [SiO2/(Al2O3 + Fe2O3)]. Sulfuric acid digestion analysis has been used extensively in tropical regions, but its use is declining because it is an expensive procedure that produces harmful chemical residues. Data obtained from XRF was also used to predict exchangeable elements that are important for plant nutrition, such as magnesium, phosphorus, potassium, calcium, manganese and copper, with varying accuracies. Soil texture (Zhang and Hartemink, 2019; Andrade et al., 2020a; Benedet et al. 2020), pH (Sharma et al. 2014; Zhang and Hartemink, 2019), SOM (Zhang and Hartemink, 2019; Tavares et al. 2020; Andrade et al., 2020b), cation exchange capacity and total nitrogen (Zhang and Hartemink, 2019; Andrade et al., 2020b). The characterization of soil profiles by portable XRF sensors is also possible and appears to be a very effective in-field tool to assess pedogenic pathways and parent material origins (Stockmann et al., 2016).

5.2.3. Laser-induced breakdown (LIBS) spectroscopy

Laser-induced breakdown spectroscopy (LIBS) is an atomic emission technology that allows a real-time multi-elemental characterization (qualitative and quantitative analysis) of all the elements present in soil samples with detection limits ranging from 0.3 to 100 µg g-1 (Vilas Boas et al., 2020a). The LIBS technique requires minimum samples preparation and is based on a high-energy laser pulse focused on a small amount of sample causing heating, vaporization, and, ultimately, a plasma composed of atoms, ions, electrons, and radiation in equilibrium (Harmon and Senesi, 2021). The plasma is produced after the interaction of the laser pulse with the soil sample.

When the cooling process starts, the plasma emits photons captured by spectrometers in the ultraviolet, visible and near infrared spectral ranges (200 nm to 900 nm), from which an emission spectrum can be obtained. The spectra are qualitatively or quantitatively analyzed to obtain the elemental composition of soil samples, which are considered a fingerprint for each element, similar to X-ray fluorescence and gamma-rays.

The main interest for using LIBS is to directly measure elemental concentration in soils as the concentration in the soil is proportional to the concentration in the plasma (Vilas Boas et al., 2020b). The advantages of LIBS over traditional methods are the none or little sample preparation, no chemical wastes, short analytical time and the ability to determine multiple elements in one signal measurement. Wang et al. (2018) demonstrated this by determining the contents of multiple heavy metal elements in soils with satisfactory accuracy. Cremers et al. (2001) measured the total soil carbon of a Mollisol using LIBS. Their results suggested that the LIBS methodology rapidly and efficiently measures soil carbon with excellent detection limits (~300 mg kg), precision (4-5%) and accuracy (3-14%). Tavares et al. (2022) proved that LIBS efficiently predicted fertility attributes in tropical soils. They achieved an RPD > 1.40 for eight out of the nine properties studied, being pH the one that showed the worst result. The best results were obtained for CEC, ex-Ca, ex-Mg, clay, OM and ex-K. The ex-P proved to be the most challenging. Although LIBS shows P emission lines, the relationship between extractable and pseudo total content of P is
complex, varying considerably in different agricultural areas. Therefore, further studies involving the prediction of P by combining LIBS with other direct analysis techniques are encouraged.

5.2.4. Soil infrared spectroscopy

5.2.4.1. Laboratory and field vis-NIR-SWIR and MIR spectroscopy

The most commonly used spectroscopy in soil science is in two main groups: vis-NIR-SWIR (vis: 400-780 nm; NIR: 780-1100 nm; SWIR: 1100-2500 nm), and middle infrared (MIR: 2500-25000 nm or 4000 – 400 cm⁻¹). In the first, electronic transitions, weak overtones, and combination tones are responsible for the presence of absorption features related to soil components such as organic matter, soil water, minerals and soil texture. In the MIR, fundamental vibrations of molecules (such as C-O, C-N, C-H) are common. Both spectral regions are probably the most well-known portions of the electromagnetic spectrum used to simultaneously characterize several soil properties, thanks to the presence of soil chromophores and soil components that interact with light (Escribano et al., 2017). The vis-NIR-SWIR and MIR spectra are obtained under laboratory conditions after basic sample preparation (drying, grinding, and sieving) and without pre-processing or chemical reactants. The information obtained is the reflectance factor (the ratio between the measured reflectance and a standard reflector), ranging between 0 and 1 with continuous spectral bands, usually every 1 to 3 nm. The result is a soil spectral signature (with >2000 spectral bands) in which the reflectance factor is plotted against wavelengths or wavenumbers in the x-axis and where main absorption features related to soil components can be distinguished.

Several soil properties can be estimated from a single spectrum. Before using soil spectra, they must undergo pre-processing techniques, which consist of mathematical procedures that seek to improve the visualization of spectral characteristics for further study (Angelopoulou et al., 2020). These procedures are used to enhance the signal, reduce noise and extract hidden information that is not visible in the raw spectra (Rinnan et al., 2009). After preprocessing, the corrected spectra can be used: i) to analyze absorption features related to soil compounds and ii) to empirically relate the soil spectra to the soil property (or properties) of interest. The first is a physically-based estimation, in which minerals’ relative abundances are calculated based on the measurement of the intensity of absorption features where these minerals are more likely to occur (Viscarra Rossel et al., 2010a). Commonly estimated minerals are iron oxides (hematite and goethite) and some aluminosilicates, such as kaolinite and gibbsite but montmorillonite, muscovite, illite, chlorite, and calcite can also be estimated. It is worth noting that this approach is more likely to estimate the relative abundances rather than the real amount of these minerals in the soil, which will only be possible to obtain if spectra of pure minerals or samples with known quantities of the mineral of interest are used. Viscarra Rossel et al. (2010a) derived a normalized iron oxide difference (NIODI) for Australia, in which absorption features of Haematite (Hm) and Goethite (Gt) at 880 and 920 nm. Silva et al. (2020) obtained spatial distributions of Hm and Gt in Central West Brazil by calculating the actual amount of these minerals relating NIR spectra to abundances obtained via X-Ray diffraction data. The authors used the approach of Scheinost et al. (1998), using the spectral amplitude between 415 and 445 nm and 535 and 580 nm for Gt and Hm, respectively. Fernandes et al. (2020) mapped the spatial variability of Kaolinite and Gibbsite in Central-West Brazil based on reflectances on specific regions in the NIR spectra. Other studies have demonstrated that various minerals can be mapped efficiently based on the spectra information, including Kaolinite, Gibbsite, montmorillonite, muscovite, illite, chlorite, and calcite (Poppiel et al. 2020; Mendes et al. 2021).

Soil colour is another property that can be calculated directly from soil reflectance values, since it is physically related to the visible portion of the electromagnetic spectrum. The Munsell chart is the standard book
used to describe soil colour (Schwertmann, 1993). However, it was considered subjective, as different soil mappers can describe a very different colour for the same soil. This subjectivity can be reduced in part by calculating the soil color directly from reflectance spectra, which can be converted to the color spaces of interest (RGB, CIELAB, Munsell, XYZ, Xxy, etc).

Soil colour can be considered as a pedoenvironmental indicator as other properties or processes can be inferred from it (Stockmann et al., 2018). Additionally, it is a criterion that allows estimating relative amounts of some compounds, such as organic matter that provide dark color to the soil (Baumann et al., 2016; Leger et al., 1979; Moritsuka et al., 2014; Spielvogel et al., 2004; Vodyanitskii and Savichev, 2017). Reddish to yellowish colours are also associated with the presence of Haematite and Goethite in soil. Field measurement of soil colour provides some clues about the predominant mineral, presence of organic components, and drainage/redox conditions (Barrett et al., 2002; Blavet et al., 2000; Malone et al., 2018; Zanetti et al., 2015).

Knowledge-based methods are useful but often soil spectra are difficult to interpret and the variation in mineral and organic matter content is not a linear function of a peak at certain wavelengths. Thus empirically-based methods have been extensively used to describe the relationship between reflectance spectra and soil properties. The soil spectra can be used as independent variables in regression analysis, to estimate the soil property of interest. This is performed using the full spectrum, only specific wavelengths, or even principal component analysis, which is used to reduce the multicollinearity between spectral channels. In most of the works, the models are first calibrated using a fraction of the total samples (usually 70%) and then validated with the remaining samples (30%). Despite the availability of many statistical techniques to describe the relationship between soil spectra and soil properties, the Partial Least Square Regression (PLSR) and Principal Component Regression (PCR) were used as a standard in the majority of the earlier works. More recently, sophisticated machine and deep learning algorithms have gained increasing attention as they have been shown to better describe the non-linear relationships between soil properties and spectra (Ding et al., 2018; Morellos et al., 2016; Viscarra Rossel and Behrens, 2010b; Yang et al., 2019; Padarian et al., 2019; Ng et al., 2019).

All of these approaches have proven to be useful in estimating soil properties. Clay, sand, and silt contents, organic matter (SOM), soil organic carbon (SOC), iron content, calcium carbonates, pH, CEC, total carbon and total nitrogen have been successfully estimated from reflectance spectra. Soil properties such as clay, SOM, SOC, and iron are more accurately described by soil spectra because they are spectrally active and produce absorption features that help describe their behavior. Soil texture consists of different particle size distributions, but especially the clay content and consequently, the clay minerals are the ones that help to describe it. Regarding SOC and SOM, their presence in the soil affects the albedo, by decreasing the reflectance spectra due to the absorption of light, which also gives a dark color to the soil. Soil pH and CEC are not spectrally active and their accuracies were very variable. In some cases, these soil properties were successfully described by soil spectra because of the influence of other spectrally active soil properties such as clay and SOM content. On the other hand, soil nutrients are more difficult to estimate from soil spectra due to their dynamic behavior in the soil and the absence of spectral signatures in the VIS-NIR-SWIR and MIR region. Therefore, their estimates by soil spectra are, in most cases, less accurate.

Vis-NIR-SWIR and MIR spectroscopy is also used directly in the field. Most sensors cover just the visible and near infrared region, with several or just a few bands. The most important issue with field reflectance spectroscopy is the significant influence that water, organic matter and iron forms can have on the spectra (Demattê et al. 2003, Silvero et al., 2020), being necessary some preprocessing techniques before the spectra is ready for use and analysis. This is one of the reasons why field spectroscopy presents lower accuracy than laboratory spectroscopy,
yet it has the advantage of providing real-time data. Nevertheless, algorithms such as External Parameter Orthogonalisation had been devised to remove unwanted field and moisture effects from the Vis-NIR-SWIR signals (Minasny et al., 2011). It is important to highlight that for the case of MIR, the emitted radiation from the earth would be part of the signal captured by the sensor, which provides a weak signal and low accuracy to characterize soils. This might be one of the reasons why only a few portable MIR systems were reported.

5.2.5. Remote sensing

5.2.5.1. Optical remote sensing

Satellites orbit the Earth at approximately 600 to 900 km away and acquire information from almost the entire electromagnetic spectrum – from ultraviolet to microwaves. Optical remote sensors measure the sunlight energy reflected in the visible, near, and short-wave infrared regions, i.e., 400 – 2500 nm or 0.4 - 2.5 μm (Escribano et al., 2017). Satellites provide reflectance values in the form of images in a few spectral ranges. These spectral ranges vary from 10 to 100 nm and are called spectral wavebands. Depending on the number of wavebands, remote sensors can be classified into multispectral (<20 bands) and hyperspectral (>100 bands).

Multispectral sensors are more popular than hyperspectral, which are generally used on an aircraft. The two most common hyperspectral satellites are the Hyperion-EO1 from NASA – decommissioned in 2017 – and PRISMA from the Italian Space Agency, launched in 2019, and DESIS on board Multi-User-System for Earth Sensing (MUSES) platform on the International Space Station. Other orbital hyperspectral sensors are under development (e.g., HyspIRI - NASA, EnMap – Germany, and SHALOM – Israel/Italy), scheduled to be launched in the next few years. Landsat missions are the most common multispectral satellites and also the most used for soil studies. However, in the last few years, a wide range of satellites that provide useful soil information at various scales are becoming available, either commercially or for free. PlanetScope, Ikonos and Quickbird are examples of commercial satellites that provide high-spatial-resolution images.

Despite its usefulness for large-scale studies, the major caveat of optical remote sensing is its susceptibility to atmospheric conditions, especially the presence of clouds and shadows in the images. The clouds appear opaque in optical imagery and can completely invalidate reflectance signals recorded by satellites (Meraner et al., 2020). The conditions of surface humidity, roughness, topographic position, and vegetation or cover crops also influence the spectral response recorded in optical satellite images (Ben-Dor et al., 2002). The exposure of the soil will depend on the growing season and the management strategies adopted. A few multitemporal techniques have been proposed to overcome this issue and enhance remote sensing products for soil monitoring by regularly providing spatially explicit information over large spans and over time. With the recent advances in remote sensing technologies, most of the newest sensors have improved capacities in terms of revisit time (i.e, <10 days for Sentinel-2 missions), which significantly increases the availability of images for soil surface monitoring. As the pixels in the images are not all bare soil, but rather a mixture of various land cover and uses, spectral indices are calculated (e.g., NDVI, SAVI, BSI, etc.) and are used to exclude the pixels that are non-bare soil, using threshold values to separate bare soil pixels from other. This results in images with just bare soil pixels that can later be aggregated to form a synthetic soil image. An example is given in Figure 3. For more details about multi-temporal techniques, the reader is referred to the works of Diek et al. (2017), Rogge et al. (2018), Demattê et al. (2018), Roberts et al. (2019) and Demattê et al. (2020).

Remote sensing products are used in several ways in soil studies, specifically as environmental covariates in digital soil mapping (DSM). DSM has become a standard practice for obtaining spatially explicit information of soils worldwide. Optical remote sensing data in conjunction with terrain attributes derived from digital elevation models
are used to represent one or more factors related to soil formation, especially vegetation, parent material or the soil itself (Boettinger et al., 2008). The most common way to do this is by enhancing the original image using band ratios that allow images to be visually scanned for subsequent analysis (Jensen, 2013). These band ratios are commonly known as spectral indices and are used to represent the vegetation (RVI: Ratio Vegetation Index; NDVI: Normalized Difference Vegetation Index; DVI: Difference Vegetation Index; GVI: Green Vegetation Index; EVI: Enhanced Vegetation Index, among many others), bare soil and its components (SAVI: Soil-adjusted Vegetation Index; BSI: Bare Soil Index; RI: Redness Index, etc.), and water (i.e., NDWI: Normalized Difference Water Index). However, spectral indices are not the only way remote sensing products are used to describe the variability of soil properties. All spectral bands of an image, either multispectral or hyperspectral can be directly used to empirically describe the spatial distribution of a soil property or soil class.

Figure 3. a) RGB 321 Landsat image from a single date, b) synthetic soil image obtained from a Landsat time series of ~30 years, also in RGB 321, after the GEOS3 method was applied (Dematté et al., 2018). The circles are indicating selected cases where the synthetic soil image helps to identify the soil spectral behavior that is not completely possible with the single date image-depicted in (a). Example adapted from Dematté et al. (2018).

Ben-Dor et al. (2002) used airborne hyperspectral data (DAIS-7915 instrument) to map soil moisture, soil salinity, soil saturated moisture and organic matter content in Israel. The authors used a spectral empirical model to predict soil properties directly from their reflectance spectra. Similarly, Dematté et al. (2007) used Landsat TM bands and multiple linear regression analysis to estimate several properties with reasonable accuracy in Brazil. In the last few years, soil scientists have been adopting more sophisticated machine learning algorithms which work better than simple linear models (Khaledian and Miller, 2020; Padarian et al., 2019). Soil scientists are also interested in presenting the uncertainties of soil properties estimates, which would give a better idea of the accuracies.

Clay content, sand content, texture, organic matter, calcium carbonate (CaCO3) and organic carbon (SOC) have shown good accuracy when predicted by remote sensing products in conjunction with other environmental covariates. Particularly, clay content and SOC mapping appear in most of the works because their relationship with the electromagnetic spectrum is well consolidated in the literature and their influence in many other soil properties
and processes (Loiseau et al., 2019). In addition, SOC mapping is also raising increasing attention by soil scientists who are concerned with the size of soil carbon pool and its sequestration potential as of paramount importance in climate change mitigation (Minasny et al., 2013).

5.2.5.2. Thermal remote sensing

Thermal remote sensing is based on the measurement of emitted electromagnetic radiation in the spectral intervals from 3 to 5 µm and 8 to 14 µm, where a few atmospheric windows allow the signal to pass. The spectral range from 8 to 14 µm is most commonly used in thermal remote sensors because the radiation emitted by the Earth’s surface is high. In thermal remote sensing, the source of radiation is the heat of the surface, which is related to its kinetic or true temperature. Since all objects with a temperature above absolute zero (−272.16 ºC) emit electromagnetic radiation, Planck’s radiation law, based on the theory of black bodies, can be used to measure the spectral radiant exitance (M) and generate what is called “blackbody graphs”. A blackbody is a theoretical (non-existent) object that fully absorbs all incident radiation, with zero reflectance and zero transmittance, and re-emits all energy. The total radiant exitance – also called radiant, apparent or brightness temperature – is related to the true kinetic temperature of an object, which is generally measured by a thermometer. However, the former is usually smaller than the latter. This happens because none of the terrestrial objects are true blackbodies, but objects that selectively emit a portion of the total radiation emitted by a blackbody, a property known as “emissivity”. Emissivity varies from 0 to 1 and can be obtained from reflected radiation following Kirchhoff’s law. Earth objects with the same kinetic temperature can exhibit very different radiant temperatures due to their different emissivity. This is the reason why emissivity should be considered when calculating the land surface temperature. Further details about thermal remote sensing can be found in Jensen (2013) and Kuenzer and Dech (2013).

There are several methods for obtaining land surface temperature (LST) from thermal remote sensing images, but a straightforward method is the inversion of a radiative transfer equation. LST retrieved from thermal bands is used for monitoring thermal changes that can take place in the soil due to land use changes. It was also used to explain the variability of other soil properties, specifically in low relief areas where other covariates such as terrain and vegetation do not spatially co-vary with soil conditions (Liu et al., 2020). Sayão and Dematte (2018a) used LST calculated from a single-data thermal image and another approach with three LST images from several dates to map soil texture and SOC. The authors found that significant correlations between soil texture/SOC and LST exist, but LST did not produce reliable estimates of these soil properties, recommending integrating with reflectance data to improve the accuracy. Similarly, Sayão et al. (2018b) used LST to map several soil properties in a small tropical area in Brazil. The LST as a covariate was unable to provide good estimates of soil properties variability, but it was useful to indicate soils with clayey texture, high OM and iron oxides contents. Wang et al. (2015) mapped soil texture in China based on the hypothesis that the rate of change of LST is related to soil texture, given similar starting soil moisture conditions. In this case, the authors did find the LST useful for mapping soil texture variability. Liu et al. (2020) proposed the solar radiation-based approach, which is supported in soil thermal changes during and after a solar radiation event. They reported good results for soil texture, SOM and pH but did not recommend it for use to estimate other soil properties that may not have a strong relationship with thermal characteristics.

Thermal remote sensing can also be used to estimate soil moisture content (SMC) by measuring the amplitude of the diurnal temperature change and developing a relationship between the temperature change and SMC (Petropoulos et al., 2015). However, radar remote sensing is the spectral region most commonly used to estimate SMC, as described in the next section.
5.2.5.3. Microwave remote sensing

Microwave remote sensing covers the region of the electromagnetic spectrum ranging from 0.5 to 100 cm (or 30 - 0.3 GHz), which is characterized by long wavelengths. In this spectral region, atmospheric conditions have little or no influence on the signal, allowing sensing at any time of the day, at night and with the presence of clouds. Depending on the mode of operation, microwave remote sensing is classified into passive or active. Active microwave remote sensors, also called radar (RAdio Detection And Ranging), do not rely on natural light. Instead, radar sensors use an antenna to generate their own pulses of microwave radiation sent to the Earth's surface. Passive microwave sensors, on the other hand, measure naturally emitted microwave radiation but are not used so much due to the weak signal. The wavelengths used in microwave remote sensing are much longer than those from optical and thermal remote sensing, which allows the signal to penetrate further in depth. The longer the wavelength in the specified spectral region, the greater the penetration of the radar signal. There are eight commonly used band designations for radar wavelengths (cm): Ka (0.75 – 1.18), K (1.199 – 1.67), Ku (1.67 – 2.4), X (2.4 – 3.8), C (3.9 – 7.5), S (7.5 – 15), L (15 – 30), and P (30 – 100), being X to P the most frequently used.

The radar antenna measures all, some, or none of the backscatter energy after actively sending pulses of radiation of specific wavelength and duration towards the Earth's surface from the side of the platform. The radar antenna can send and receive polarized energy, which is energy that vibrates only in one direction, either horizontal or vertical. A signal can be sent in one direction and return to the antenna in the same direction (VV or HH polarization) or can be sent in one direction being the returning signal in another direction (VH or HV polarization). Polarized energy is useful to better “see” the details of an object that may not be possible with unpolarized energy (Jensen, 2013).

The spatial resolution of a radar image is directly related to the antenna size; the longer the antenna, the better the spatial resolution. However, a huge antenna is required if a high spatial resolution is needed, which is not possible in space. This was resolved using Synthetic Aperture Radars (SAR), an approach in which the movement of the platform is used to produce a "synthetic aperture" considerably larger than the actual antenna, which allows very fine resolution images to be obtained over long distances. The returning radar signal recorded by the antenna is usually expressed as the backscattering coefficient ($\sigma^0$, measured in dB), whose values are dependent upon the radar system and terrain parameters. Radar system parameters are the incidence angle of the radar beam, wavelength, and polarization. Among the terrain parameters, dielectric constant, surface roughness, bulk density, soil texture, and land cover are the most common factors that influence the radar signal (Das and Paul, 2015).

Radar remote sensing is commonly used in soil science to estimate soil moisture content (SMC), by taking advantage of the large difference between the dielectric properties of dry soil (~4) and liquid water (~ 80) (Barrett and Petropoulos, 2013), which is expressed in the backscattering coefficient. Although all portions of the electromagnetic spectrum can be used to some degree to estimate SMC (Petropoulos et al., 2015) radar remote sensing is the most suitable for this task. There are three types of approaches that can be used to estimate SMC from radar remote sensing: theoretical or physical, empirical, and semi-empirical. The physical approach uses backscattering models capable of reproducing the radar-backscattering coefficient from the sensor configuration (wavelength, polarization, and incidence angle) and soil parameters (soil moisture and surface roughness for bare soils). The use of theoretical models for soil moisture retrieval over large areas is challenging because of the difficulty of describing the natural surface roughness and topography over such large areas (Barrett and Petropoulos, 2013). Empirical models use SMC collected in the field and relate it to the backscattering values of the radar signal. Semi-
empirical models, in turn, take advantage of the last two approaches. It starts from a physical background and then uses simulated or experimental data sets to simplify the theoretical backscattering model.

5.2.6. Electromagnetic induction

Electromagnetic induction (EMI) sensors measure the apparent electrical conductivity (ECa) of the soil subsurface (Doolittle and Brevik, 2014), which is a measurement of a soil’s ability to conduct electricity. EMI is a non-contact and active sensor that has a transmitter and a receiver installed on both ends of a non-conductive bar and uses low frequency (kHz) magnetic fields to induce currents in the soil. The currents are sent to the soil to induce an alternating primary magnetic field, which generates small currents, while the soil matrix induces a secondary magnetic field, weaker than the primary. This secondary magnetic field is directly linked to the ECa of the soil and is measured by the receiver. The ECa, is a product of the spatial variability of soil physical, chemical and mineralogical properties and is an invaluable tool for providing spatial information for precision agriculture applications, especially the delineation of site-specific management units. EMI can be attached to a vehicle and thus provide detailed spatial maps of soil properties from the surface to 1 or 3 m deep.

5.3. Soil properties as indicators of soil functions

So far, we have described the main characteristics of sensing technologies and how to obtain data on soil properties. In this section, we will describe how soil properties estimated from sensing technologies can be used to assess, estimate or describe soil functions. It is important to highlight that some soil functions are difficult or expensive to measure, even more so if constant monitoring of changes over time is required. This is one of the reasons why soil properties are commonly used as indicators of soil functions (Vogel et al., 2019). Such situations allow sensing technologies to contribute and provide reliable soil data in space and time for soil functional assessment.

Soil functions have been defined in several ways. For instance, as goods and services that depend on dynamic processes occurring in the soil (Robinson et al. 2014); as flows and transformations of mass, energy, and biodiversity within Earth’s critical zone (Banwart et al., 2019); as benefits that human populations get from soils (Baveye et al., 2020) or as an applied approach to estimate soil quality primarily for land use and administration purposes (Lehmann and Star, 2010). Here, we used the definition according to the European Commision (EC, 2006): soil can perform seven functions for human. The most well-known is the production of biomass but the soil also supports human infrastructure, is a source of raw materials, a habitat for a wide range of organisms, a physical and cultural environment for human and an engine for filtering and transforming substances and water (Table 2). Its most recently recognized role is as a carbon pool, to help fight climate change and reduce CO2 emissions to the atmosphere.
Table 2. Relations between soil functions and soil properties.

<table>
<thead>
<tr>
<th>Soil functions</th>
<th>Soil properties/Point indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Soil texture</td>
</tr>
<tr>
<td>Biomass production</td>
<td>X</td>
</tr>
<tr>
<td>Storing, filtering &amp; transforming nutrients</td>
<td>X</td>
</tr>
<tr>
<td>Storing, filtering &amp; transforming water</td>
<td>X</td>
</tr>
<tr>
<td>Biodiversity pool</td>
<td>X</td>
</tr>
<tr>
<td>Source of raw materials</td>
<td>X</td>
</tr>
</tbody>
</table>

Adapted from Dominati et al. (2010), Adhikari et al. (2016), Calzolari et al. (2016), Greiner et al. (2017); Vogel et al. (2019), and Jost et al. (2021).

All these functions are performed by the soil but not all soils can deliver these functions at the same time. Vogel et al. (2019) distinguished inherent and manageable soil properties. The inherent properties were inherited from parent material during soil formation processes and are unlikely to change in human time span (<100 years). The presence of gravel, the size of the particles (soil texture), and mineralogy are examples of inherent soil properties. While manageable soil properties such as soil pH, organic matter, soil carbon and nutrients, are characterized by their short-term variability due to the management adopted. Soil functions can be measured under two perspectives: potential or actual state. The first is considered as the potential that the soil can offer and can be studied by assuming soil properties under its natural condition or under minimum human influence. While the actual state, in turn, is what is being observed. An example of the soil's potential and actual state to support biomass production is provided in Dominati et al. (2014), who found that 64% (10.4 t DM/ha/year) of the pasture biomass produced with added N and P fertilizers was due solely to the natural potential of the soil. The actual state would be the total biomass produced by the adopted fertilizer strategies. Another way of looking at the potential and actual state is by using the concept of genosoils and phenosoils (Roman Dobarco et al., 2021). The concept considers that under the same soil forming factors, genosoils are soils of the same soil under remnant natural vegetation while phenosoils are soils under human management.

We have seen in previous sections that both inherent and dynamic soil properties can be obtained from sensing technologies. However, not all soil properties can be obtained from sensing, but most of the time, they can be inferred through pedotransfer functions (PTFs). Secondary soil properties that are more difficult to measure or not possible to measure with sensing technologies can be predicted via PTFs. Other soil properties can only be obtained through direct measurements in the field and neither sensing technologies nor PTFs are helpful for this. Table 2 shows soil properties that are more likely to be used as proxies of specific soil functions.
Here examples will be given on how soil properties estimated from sensing technologies can be used to describe four functions: biomass production, filtering and buffering, carbon pool and habitat for biodiversity. Later, two experiences in mapping soil functions in Brazil will be given.

### 5.3.1. Soil as a biomass producer

Soils support biomass production by providing physical structure, nutrients and water to plants (Dominati et al., 2014). The role of the soil as one of the fundamental factors for agricultural and forestry production is well known. Evaluating the soils’ potential to produce biomass through frameworks such as soil quality, has been on the agenda of soil science for centuries (Vogel et al., 2019). As depicted in Table 2, almost all inherent and dynamic soil properties affect biomass production. The soil texture, which refers to the distribution of particle sizes in the soil (Hillel, 1998), is one of the most important because of its direct effect on water and nutrient dynamics (He et al., 2014). It is also used to estimate other soil properties by using pedotransfer functions (PTFs), such as available water storage capacity.

Soil texture is the soil property that has been demonstrated to be very well predicted by sensing technologies. Its importance in the assessment of soil’s capability to sustain biomass production is supported by differences in yield productivity in soils with different textures. For example, the aboveground dry biomass yield of miscanthus grass averaged over three harvest dates was one order of magnitude lower in silty clay soils than in sandy loam (24.6 vs 3.9 Mg ha⁻¹) (Roncucci et al., 2015). In a similar study, He et al. (2014) demonstrated that soil texture influences wheat productivity because of its significant influence on water retention, ion exchange and nutrient cycling. They found that the wheat grown in clay soil had higher drought tolerance than that in the silt loam.

Soil texture and mineralogy can be used to represent the potential state of soil to produce biomass (e.g., Vogel et al., 2019). Although Vogel et al. (2019) stressed the importance of water and energy, they only considered soil texture in their scoring system. To improve this kind of scoring function, data on soil moisture and soil temperature, obtained from thermal and radar remote sensing, could also provide useful insights regarding the potential and actual state of the soil to provide biomass such as Champagne et al. (2012). The authors tested three different strategies to obtain spatially explicit information on soil moisture, and found that soil moisture map estimated using radar remote sensing was the most effective method to describe changes in canola and wheat yield in the Canadian prairies.

Another approach is the study of dynamic soil properties or elements related to the soil’s nutritional status, which is indirectly linked to its capability to produce biomass. We have seen that the elemental composition of the soil is more easily obtained from proximal sensors such as XRF and LIBS. Tavares et al. (2021) used a multi-sensor approach to study soil properties that are related to its fertility. They estimated soil nutrients (Ca, Mg, K, P) and other soil properties (pH, SOC, texture) that are useful to describe the actual state of soil fertility to support biomass production. Similarly, data obtained from EM sensors, which are easily obtained directly in the field, provide real-time data to describe the short-term variability of soils. With this information, production environments or management zones are delineated to provide insights on the potential of soil to produce biomass and where the efforts need to be concentrated to improve or increase this potential.

The use of soil properties obtained via sensing technologies in crop process-based modeling is another strategy to estimate the potential of the soil to provide biomass. Crop modelling is a particularly useful tool for understanding the likely productivity of crops in different environments, especially considering the climate as the main driving factor. Soil types and its variability can have even more influence on yield productivity than climate
That is one of the reasons why efforts have been concentrated in developing soil databases to aid crop modeling, especially at large scales (Han et al., 2019). The advantage of process-based models is that different scenarios can be tested to describe the outermost changes that might result from soil spatial variability. Besides that, with the inclusion of the adopted management strategies, such as fertilization or irrigation, the full potential of the soil due to its natural capital and those that were added can be described. For this purpose, soil properties estimated from sensing technologies, especially those from a spatial perspective, obtained from DSM approaches and remote sensing, have the advantage of providing spatially explicit information on crop yield productivity and, indirectly, how the soil is performing its function to provide biomass. These approaches are not necessarily applicable just to agricultural crops but also for forest and pastures (Tian et al., 2017; Insua et al., 2019).

More direct approaches to obtaining biomass production estimates from remote sensing products using spectral indices and radiative transfer models are also possible, but are beyond the scope of this paper. A meta-review of remote sensing applications in agriculture is provided in Weiss et al. (2020).

5.3.2. Soil as a carbon pool

Soils' key role in sequestering CO2 is receiving increasing attention, especially to mitigate climate change under the 4per1000 initiative (Minasny et al., 2017). The soil carbon sequestration, in the words of Olson (2010) is the “process of transferring CO2 from the atmosphere into the soil through plants, plant residues and other organic solids, which are stored or retained as part of the soil organic matter”. The interest in studying the potential of soil to sequester carbon responds to increasing awareness of greenhouse gas emissions (GHG) and climate change. As the amount of carbon in the soil system at 1 m depth (~1500 Pg) is more than twice that found in the biosphere (560 Pg) and almost twice that found in the atmosphere (867 Pg), the soil can easily become a source or a sink of carbon (Lal, 2018). The ability of soil to act as a carbon pool is important for climate change regulation and supporting other functions, such as biomass production, nutrient and water cycling.

Soil carbon stock mapping using sensing approaches have been widely studied and documented (e.g., Chen et al., 2021). However, we also need to know about soil carbon stock change and sequestration potential. Soil carbon sequestration can be increased by following the indications of good management practices; for example, by increasing plant residues in the soil or promoting the reduction of the turnover rates of SOC stocks. However, the soil has a limited capacity in sequestering carbon after its saturation capacity is reached (Wiesmeier et al., 2014), being extremely necessary to know this potential to guide management practices better. In this sense, the ability of soils to store carbon will rely on a set of physical, chemical, mineralogical, biological, climatic and topographic properties that can positively or negatively affect the soils’ potential to store carbon. Lal (2018) mentioned that soil C sink capacity depends on soil depth, clay content and mineralogy, and the antecedent SOC stock. Wiesmeir et al. (2019) also review indicators that are known to affect SOC storage at different spatial scales and found soil texture as one of the most promising factors to be used as indicator for SOC storage over a wider range of scales. They give examples of research that used the fine fraction (clay+silt) to estimate the C saturation capacity of soils, reinforcing that not just the quantity of the fine fraction is important but also its quality and mineralogy.

The importance of clay content and mineralogy relies on the great influence that they will have on the longevity and persistence of the carbon in the soil system, also known as mean residence time. Different types of minerals are present in the soil such as iron oxides, phyllosilicates, carbonates, gypsum and amorphous phases that will - to a great or lesser extent - protect the carbon in the soil (Barré et al., 2013). In general, soil minerals are able...
to form organomineral compounds, preventing microbial attack, decomposition and consequent release of the carbon in the form of CO₂ to the atmosphere (Barré et al., 2013; Schmidt et al., 2011, Baldock and Skjemstad, 2000).

Soil texture, SOC content, mineralogy and elemental composition estimated from one of the sensing technologies presented in previous sections could have a great potential for studies involving the functionality of soils to serve as a carbon pool. In fact, there are initiatives worldwide concerned with finding methods to study the sequestration potential of soils either by spectral methods in laboratory or from remote sensors, aiming large-scale monitoring of changes in soil C dynamics (Angelopoulou et al., 2020).

### 5.3.3. Soil as reservoir and a filtering and buffering engine

The soil naturally acts as a living - and limited - filtering and buffering entity. In the filtering process, soil prevents pathogens, toxins, solutes and contaminants from reaching groundwater, by chemically transforming pollutants into harmless components or retaining them in the soil matrix (Hillel, 1998; Jónsson et al., 2019). In the buffering process, soil is capable of preventing extreme pH changes and reducing acidifying impacts (Makó et al., 2017). These filtering and buffering processes are vital to purifying water, avoiding pollution and contributing to groundwater quality and water cycling (Dominatti et al., 2010; Comerford et al., 2013; Keesstra et al., 2012). Besides its filtering and buffering capacity, the electrical charge of the soil and the surface area of its particles contributes to the longer or shorter residence time of water molecules that would be extremely useful for plant uptake (Amundson et al., 2015), especially during drought periods and between rainfall events, where the water scarcity may compromise vegetative growth. These regulating roles are extremely important for the soil system’s well-functioning and avoiding soil and groundwater pollution (Blum, 2005).

The soil is not an infinite filter or buffering machine, nor an infinite water reservoir, however. Its capability to filter and buffering is strongly dependent on several factors such as climate, topography, plant cover, land use and biological, physical and chemical characteristics, specifically soil texture, pH, organic matter, cation exchange and base saturation (Makó et al., 2017). The soil type, lithology and mineralogy also have been found to have a profound effect (da Costa et al., 2013). Some soil types are inherently more prone to provide these regulatory services effectively. Fine-textured soils with high organic matter, for example, will have a higher cation exchange capacity (CEC), and therefore, will be more able to adsorb positive charged pollutants and pathogens and remove them from the soil solution. In coarse-textured soils, however, the water is less likely to be retained in the soil matrix when compared to fine-textured soil with high clay content because the latter can hold water molecules for longer periods in the spaces between the aggregates (Comerford et al., 2013; da Costa et al., 2013).

The filtering, buffering and water storing capacity of soils are not easy-to-measure functions. The majority of the works aimed at characterizing this function used either information contained in soil survey, soil properties or indicators. Calzolari et al. (2016), for example, used soil properties such as CEC and pH, and additional information such as coarse fragments and the depth to the water table to build an indicator of the filtering and buffering potential of soils (BUF). They found that the BUF is significantly higher in soils rich in organic matter. This was similar to that observed by Aslam et al. (2009), who stated that a soil with a high SOC content would improve the soil’s generic capacity to filter, in their case, pesticides. Here it is important to note that Aslam and collaborators did not actually measure this function but rather assumed that an increase in SOC would be beneficial only as long as no hydrophobicity occurs because SOC is a key sorbent for many pesticides. This is interesting because hydrophobicity is often developed in sandy soils due to their small specific surface area (Knadel et al., 2015), again texture can be an indicator of the filtering capacity of soils.
The last example is a study conducted by the European Commission that mapped the storing and filtering capacity of European soils based on available soil map information (Makó et al., 2017). For this, the authors used the European Soil Database, land use and land cover maps, climate data and pedotransfer functions. The authors found that soil's storing and filtering capacity may increase as the clay content and OM increases, but this will depend on the type of pollutants, being necessary to consider the effects of soil pH and mineralogy.

5.3.4. Soil as habitat for biodiversity

Soil can provide habitat to a wide range of organisms, being one of the most diverse habitats on Earth (Aksoy et al., 2017; Pulleman et al., 2012). Soil biodiversity refers to all organisms that live and interact in the soil, playing a key role in the delivery of other soil functions, including organic matter decomposition, nutrient cycling, soil structure formation, pest regulation and bioremediation of contaminants (van Leeuwen et al., 2019; Pulleman et al., 2012).

The actual potential of soils to host biodiversity is still poorly studied. Although the soil has the capability to host a huge diversity of microorganisms (bacteria, fungi, protists) and the micro- (rotifers, tardigrades, nematodes), meso- (collembolans, mites, enchytraeids) and macrofauna (ants, termites, earthworm); its suitability is governed by physicochemical properties (such as pH, soil texture, soil organic matter, organic carbon) and environmental factors (such as precipitation, temperature, evapotranspiration, among others) that play a key role in providing habitat and sources for these organisms (Aksoy et al., 2017). However, this suitability is not well-addressed in the research devoted to soil biodiversity, which most of the time deals only with the measurement of the DNA of microorganisms and fails to describe and interpret the soil environment in which they live (Baveye et al., 2016).

Soil physical and chemical characteristics can be beneficial to define the suitability hotspots for biodiversity. Soil organic matter (SOM) and pH are the two most important soil properties determining the prevailing conditions of the habitat, because they have a great influence on the availability of nutrients for microorganisms (Turbé et al., 2010; van Leeuwen et al., 2019; Xue et al., 2018). SOM decline can considerably compromise soil biodiversity (Orgiazzi, 2016; Xue et al., 2021), being important to follow-up its temporal variability to have an idea of where soil biodiversity is declining or enriching.

There are some examples where the potential of soil to support biodiversity of soil organisms was the main objective, and they are mostly concentrated in Europe. Such studies were not intended to assess soil biodiversity directly, but instead used environmental information to determine the most suitable potential habitats to host soil biodiversity. Aksoy et al. (2017), for instance, aimed at assessing the soil biodiversity potential of Europe and for this, they selected soil and environmental variables such as pH, soil texture, soil organic matter, potential evapotranspiration, average temperature, soil biomass productivity and land use, giving emphasis on the importance that some soil-forming factors can have as direct determinants of soil biodiversity. The authors used score indicators to define the variables that had more influence on soil biodiversity. They defined three potential levels (poor, average and good potential) and found that half of the European soils (47%) has an average soil biodiversity potential, 37% have poor and about 16% have good potential. In another very similar work, Stone et al. (2016), with the aim of developing and implementing a monitoring campaign to ascertain the range of soil biodiversity and associated ecosystem functions, used pan-European available databases of soil chemical and physical properties and a site selection approach to establish a transect with the variation of various soil properties and land use across Europe. Soil pH, texture, and land uses were used to define specific site environmental conditions that are considered to be suitable for most of the organisms. They defined 81 sites, where micro and meso fauna biodiversity, extracellular
enzyme activity, PLFA and community level physiological profiling (MicroRespTM and BiologTM) will be measured.

Other examples did measure specific organism groups and related their distribution to environmental factors. This is the case of Griffiths et al. (2016), who fitted environmental variables to bacterial communities and found a strong correlation across Europe. Generally speaking, bacterial community differences were highly correlated with change in soil chemistry and nutrient status, with soil pH showing the strongest relationship, confirming that across large spatial scales the structuring of soil bacterial communities is largely predictable by common soil physico-chemical parameters. Similar finding was given in Xue et al. (2018) for bacteria and fungi distribution in Australia. Rutgers et al. (2016), in turn, used digital soil mapping approaches to relate low density earthworm community data to soil characteristics, land use, vegetation and climate factors (covariables), assuming that macrofaunal groups respond strongly to their habitats and therefore, their geographical distribution can potentially be predicted from environmental data.

5.3.5. Soil as a source of raw materials

Soils also provide materials for infrastructure such as gravel, sand, and clay (Blum, 2005). In addition, soil can be a source of trace elements or rare earth elements (REE) that are used in electronics and technology equipment. Soil was commonly seen as a sink for these elements through industrial or waste disposal activities, which became soil pollutants (Ramos et al., 2016). However, soils could be the source of these REE through resource recovery (Lima and Ottosen, 2021) and sensors such as XRF, LIBS and MIR can measure the concentration of these elements in soil (Ng et al., 2022). Coupled with DSM, sensing can assess the potential of the soil to provide raw materials for infrastructure and manufacturing.

5.3.6. A few examples of the assessment of soil functions in Brazil

In the last section, we provided a general overview of how soil properties are used to study the potential or actual state of the soil to perform its functions. Herein we want to present examples of soil functional assessment of biomass production and soil carbon sequestration potential in Brazil, specifically in the Piracicaba region, by using data obtained from sensing technologies. This area has very high complexity and diversity in terms of parent materials and soil, where several research projects have been carried out to understand soil variability. Complete details about this variability can be found in Gallo et al. (2018), Mendes et al. (2021) and Bonfatti et al. (2020).

The work of Santos (2021) evaluated the usefulness of soil properties maps for defining crop production potential. They used soil maps from several sources at different spatial scales to evaluate the influence of soil data on modeling attainable sugarcane yield, which is defined as the potential yield limited by water supply (rainfall) (Cheeroo-Nayamuth et al., 2000). The DSSAT/Canegro process-based model was adapted to provide a spatial map of the attainable sugarcane yield. The authors used soil properties maps produced by digital soil mapping and remote sensing images. These maps were also used to derive hydraulic soil properties via PTFs. The authors found that the soil properties maps obtained from digital mapping approaches and remote sensing images outperformed all the other soil maps used. The worst result was obtained with a legacy soil map at 1:100000 scale, the best available soil map of the study area. The results highlighted the importance of using accurate maps of soil properties for better representing the potential of soils to produce biomass, in this example, sugarcane.

The following examples aimed at mapping SOC stock at regional and country levels. The work of Tayebi et al. (2021) sought to understand the main drivers of SOC stock variability. For this, the authors used a set of
environmental variables including maps of soil properties and terrain attributes. They also evaluated how the changes over time and for different land uses, considering agriculture, pasture and forests. The research presented in Safanelli et al. (2021) followed a similar approach but focused on cropland areas for entire Brazil. The authors used satellite images, PTFs and digital soil mapping approaches to map the SOC stock variability in the croplands. Both works serve as examples of how the soil function to sequester carbon can be assessed. The SOC stock represents, at some point, either a potential for the soil to be a sink or a source of CO2. Therefore, a SOC stock map obtained using sensing technologies can considerably help us understand where soils would potentially sequester more carbon or where they need to be maintained following best agronomic practices.

5.4. Advantages, limitations and way forward

So far, we have seen all the possibilities that sensing technologies offer us to obtain information about the soil and how this data can be used to study the functions it performs. However, it is important to note that the soil data accessed or estimated from sensing technologies is insufficient to fully understand how the soil works. There is a need to integrate this data with other more specific information collected in the field, to improve our understanding. The advantage of using sensing technologies to obtain more and more soil data is valuable but some other issues still need to be addressed before taking full advantage of them.

For example, one of the main disadvantages is the need to have well-trained people, who deeply understand the fundamentals of each technology and can use them properly in the study of the soil. It is not a secret anymore that sensing technologies are positioned themselves as suitable tools for qualitative and quantitative characterization of the soil. However, despite the great interest of the soil science community in these technologies, there are still no well-established protocols, especially for spectral measurement and processing using soil spectroscopy and field-based sensors (Ben-Dor et al., 2015).

Luckily, this is changing and some initiatives concerned with the development of protocols, specifically for soil spectroscopy, are rising. One of them is the “Standard Protocol and Scheme for Measuring Soil Spectroscopy”, which is a worldwide working group established in February 2020 under the IEEE SA umbrella. This international initiative aims to form an agreed-upon ISO standard and protocol to measure soil spectral data (https://sagroups.ieee.org/4005/). The Technical Group on Soil Spectroscopy of the FAO’s Global Soil Laboratory (GLOSOLAN) is another example, which was launched in 2020 and aims to “bring together institutions and experts around the world to join efforts to use this technology to support decision-making on soil protection globally”. Its main objectives are to contribute to protocols, guidelines, materials, and to coordinate useful calibration procedures for soil spectroscopy (http://www.fao.org/global-soil-partnership/glosolan/soil-analysis/dry-chemistry-spectroscopy/en/).

Aside from protocols and standards, soil scientists are also concerned with developing soil spectral assets, commonly known as soil spectral libraries (SSL). SSL is defined as the collection of reflectance spectra (vis-NIR-SWIR or MIR spectra, separately or both) along with traditional soil chemical and physical analyses to develop models to predict soil properties. So far, two SSLs were presented (vis-NIR-SWIR spectra): The global SSL introduced by Viscarra Rossel et al. (2016) with 23,631 soil spectra from 35 institutions and 90 countries, and the Brazilian SSL, presented by Demattê et al. (2019) with 39,284 soil spectra from 25 states and 41 institutions across the Brazilian territory. MIR SSLs are still scarce and just a few have been reported or used at the local or regional levels (Briedis et al., 2020; Gomez et al., 2020; Terra et al., 2015; Ng et al., 2019).
These SSLs are evolving to web platforms where several soil properties can be quantified using laboratory vis-NIR-SWIR and MIR spectra. This is the case of the Brazilian SSL (Dematté et al., 2022) and the Spectral platform for soil samples of the Democratic Republic of Congo (https://sae-interactive-data.ethz.ch/simplerspec.drc/). Both platforms have great potential to bridge the gap between scientists and public users, who can find in these platforms a better way to access data that sometimes is restricted to research institutions.

The proliferation of discrete countries or regions or institutions SSL is an example of the traditional central model where a single organization compiles the library with contributions from its partners. Data ownership and sharing are still a big issue. With the advancement in data science, spectra data can now follow a distributed model where each party retains their data ownership and can participate in building a global SSL via blockchain. Such a decentralized system ensures that users respect the data privacy of others and yet can take advantage of having global data to build better soil inference models (Padarian et al., 2020). We envision such a system for the future SSL.

Finally, to better quantify soil functions, data obtained from sensing technologies and digital soil mapping approaches can be put in process-based models (Lagacherie et al., 2022). These mechanistic models are used to simulate and represent a specific process under varying scenarios; for instance, for modeling crop yields, water availability and turnover of soil organic matter. Here, soil data obtained from sensing technologies can contribute to getting better results.

5.5. Conclusions

This review explores some of the possibilities sensing technologies offer us to obtain accurate information about the soil variability, in space and time to quantify soil functions. The following points can be highlighted from this review:

- Sensing technologies provide a range of useful data about the soil: texture, mineralogy, carbon stock, elemental composition.
- A combination of sensors provides more accurate prediction for a range of soil properties.
- Data obtained by sensing technologies can be spatialized via digital soil mapping approaches to understand the spatial distribution and variability of soil properties.
- Soil data can be used in two ways: as indicators of soil functions and as inputs in process models to quantify soil functions.

Soil sensing provides valuable inputs to quantifying and modelling soil functions as it allows for the estimation of a whole suite of inherent and dynamic soil properties. Laboratory spectroscopy can characterize a range of soil properties accurately. Proximal sensing with a wide range of available sensors is practical for field soil characterization. Remote sensing, in turn, is effective in the monitoring of soils over space and time. Thus, different sensing technologies can assess soil functions at local, regional, and global scales.
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6. GENERAL DISCUSSIONS AND CONCLUSIONS

In this thesis, four chapters were presented that deal with the use of sensing technologies to map topsoil properties, application of these maps in strategies for defining drainage classes and a review of the possibilities that sensors offer to study soils and their functions.

Our main objective with these chapters was to present, analyze and discuss how sensing technologies, machine learning and digital soil mapping can aid soil studies. In the first study (Chapter 2) we found that, at the farm scale, satellite images at different spatial, spectral and temporal resolutions can provide a different soil property map. These differences were subtle but are key to define strategies for soil management or for the delineation of soil mapping units and soil classification. At the farm level, it was thought that high-resolution images are better than medium-resolution ones to represent the variability of the area. However, we found that satellites with 30 or 20 m pixel size such as Sentinel-2 and Landsat-8 are suitable to represent the variability of soil properties and are even better than the PlanetScope images. This happened because the PlanetScope images had low spectral resolution (i.e., less spectral bands) and lack spectral bands in the SWIR region, which are very important to represent clay minerals. Therefore, with this chapter we learned how to use satellite images at different spatial, spectral and temporal resolution to map topsoil properties at the farm level.

Chapter 3, in which the second study is presented, is similar to the first study but with the difference that it was tested in a larger area with the aim to describe the influence on soil mapping of satellite images with differences in bare soil coverage. It was found that the combined use of images from different satellites, in this case, Sentinel-2 and Landsat-8 were more suitable to represent the variability of soil properties. However, this came with a caveat, which is the loss of a better spatial resolution or pixel size, because the Sentinel-2 image was resampled to 30m, similar to the Landsat-8. Nevertheless, as shown in the first study, a better spatial resolution does not always provide the best result and we learned with this chapter that, at the regional level, the combination of images from different satellites are more useful for soil studies. The only problem was the time studied, which was just four years because the Sentinel-2 is a new satellite which has been available since 2015. Future studies can include other satellites with better spatial resolutions.

The third study, in Chapter 4, considered the applicability of available maps of soil class or soil properties to define the best strategy for mapping soil drainage classes in tropical regions. It used two strategies based on expert knowledge and one based on machine learning. After analyzing the main results of each strategy, the best map selected was the one obtained using expert knowledge and maps of soil color and soil texture. This map was selected considering the simplicity, transferability, transparency and applicability of the strategy. Soil color and texture maps are easily obtained from sensing technologies and we demonstrated here how the maps obtained from them can be useful to define simple rules to map soil drainage classes in tropical environments.

Finally, Chapter 5 brings a general review of the possibilities of sensing technologies for soil studies and soil functions assessments. This chapter showed the main characteristics of each technology, from soil spectroscopy to remote and proximal sensors and how soil data can be obtained from them to aid the assessment of soil functions. Sensing technologies are powerful tools that can provide direct data on soil properties or be used to estimate other soil properties that are more difficult to obtain or measure. Although we provided useful examples on how soil data obtained from sensing technologies can be used to measure soil functions, we reinforced the idea that integration with other tools, data or information is mandatory to obtain a full picture on the potential of soil to provide a specific function.
Figure S1. Decision tree from the C5.0 models
Figure S2: Topsoil and subsoil color and texture maps used to define the final soil drainage map by expert knowledge.
Figure S3. Mean absolute contribution of each covariate in each soil drainage class represented by the Shapley's value.
Table S1. Soil drainage classes by soil classes

<table>
<thead>
<tr>
<th>Soil class</th>
<th>Drainage class</th>
<th>WRB</th>
<th>Soil class</th>
<th>Drainage class</th>
<th>WRB</th>
</tr>
</thead>
<tbody>
<tr>
<td>CX1</td>
<td>3</td>
<td>Cambisol</td>
<td>PA1</td>
<td>4</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>CX2</td>
<td>3</td>
<td>Cambisol</td>
<td>PA2</td>
<td>3</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>CX3</td>
<td>2</td>
<td>Cambisol</td>
<td>PA3</td>
<td>3</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>CX4</td>
<td>2</td>
<td>Cambisol</td>
<td>PA4</td>
<td>2</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>CXL3</td>
<td>3</td>
<td>Cambisol</td>
<td>PAL3</td>
<td>3</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>GX2</td>
<td>5</td>
<td>Gleysol</td>
<td>PV1</td>
<td>4</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>GX3</td>
<td>5</td>
<td>Gleysol</td>
<td>PV2</td>
<td>3</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>GX4</td>
<td>5</td>
<td>Gleysol</td>
<td>PV3</td>
<td>3</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>LA3</td>
<td>3</td>
<td>Ferralsol</td>
<td>PV4</td>
<td>2</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>LA4</td>
<td>3</td>
<td>Ferralsol</td>
<td>PVA1</td>
<td>4</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>LH2</td>
<td>4</td>
<td>Ferralsol</td>
<td>PVA2</td>
<td>3</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>LH3</td>
<td>3</td>
<td>Ferralsol</td>
<td>PVA3</td>
<td>3</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>LV1</td>
<td>3</td>
<td>Ferralsol</td>
<td>PVA4</td>
<td>2</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>LV2</td>
<td>3</td>
<td>Ferralsol</td>
<td>PVA5</td>
<td>1</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>LV3</td>
<td>2</td>
<td>Ferralsol</td>
<td>PVAL1</td>
<td>4</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>LV4</td>
<td>2</td>
<td>Ferralsol</td>
<td>PVfl</td>
<td>3</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>LVA2</td>
<td>3</td>
<td>Ferralsol</td>
<td>PVL2</td>
<td>4</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>LVA3</td>
<td>3</td>
<td>Ferralsol</td>
<td>PVL3</td>
<td>3</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>LVA4</td>
<td>2</td>
<td>Ferralsol</td>
<td>PVL4</td>
<td>2</td>
<td>Acrisol/Lixisol</td>
</tr>
<tr>
<td>LVAf1</td>
<td>4</td>
<td>Ferralsol</td>
<td>RL1</td>
<td>5</td>
<td>Regosol</td>
</tr>
<tr>
<td>LVAf2</td>
<td>3</td>
<td>Ferralsol</td>
<td>RL2</td>
<td>5</td>
<td>Regosol</td>
</tr>
<tr>
<td>LVP2</td>
<td>3</td>
<td>Ferralsol</td>
<td>RL3</td>
<td>5</td>
<td>Regosol</td>
</tr>
<tr>
<td>LVP3</td>
<td>2</td>
<td>Ferralsol</td>
<td>RL4</td>
<td>4</td>
<td>Regosol</td>
</tr>
<tr>
<td>LVP4</td>
<td>2</td>
<td>Ferralsol</td>
<td>RL5</td>
<td>4</td>
<td>Regosol</td>
</tr>
<tr>
<td>NV1</td>
<td>3</td>
<td>Nitisol</td>
<td>RQ5</td>
<td>1</td>
<td>Arenosol</td>
</tr>
<tr>
<td>NV2</td>
<td>3</td>
<td>Nitisol</td>
<td>RQ6</td>
<td>1</td>
<td>Arenosol</td>
</tr>
<tr>
<td>NVf1</td>
<td>3</td>
<td>Nitisol</td>
<td>RQP5</td>
<td>1</td>
<td>Arenosol</td>
</tr>
<tr>
<td>NVf2</td>
<td>3</td>
<td>Nitisol</td>
<td>RQP6</td>
<td>1</td>
<td>Arenosol</td>
</tr>
<tr>
<td>NVL1</td>
<td>3</td>
<td>Nitisol</td>
<td>RR5</td>
<td>2</td>
<td>Arenosol</td>
</tr>
<tr>
<td>NVL2</td>
<td>3</td>
<td>Nitisol</td>
<td>RR6</td>
<td>2</td>
<td>Arenosol</td>
</tr>
<tr>
<td>NVLf1</td>
<td>3</td>
<td>Nitisol</td>
<td>TX2</td>
<td>4</td>
<td>Planosol</td>
</tr>
<tr>
<td>NVLf2</td>
<td>3</td>
<td>Nitisol</td>
<td>TX3</td>
<td>3</td>
<td>Planosol</td>
</tr>
<tr>
<td>NX2</td>
<td>3</td>
<td>Nitisol</td>
<td>TX4</td>
<td>3</td>
<td>Planosol</td>
</tr>
</tbody>
</table>
Table S2. Soil drainage classes by soil color

<table>
<thead>
<tr>
<th>Drainage</th>
<th>Hue</th>
<th>Value</th>
<th>Chroma</th>
<th>Red</th>
<th>Green</th>
<th>Blue</th>
<th>Drainage</th>
<th>Hue</th>
<th>Value</th>
<th>Chroma</th>
<th>Red</th>
<th>Green</th>
<th>Blue</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10R</td>
<td>2</td>
<td>2</td>
<td>67</td>
<td>48</td>
<td>45</td>
<td>5</td>
<td>7.5YR</td>
<td>2</td>
<td>2</td>
<td>62</td>
<td>45</td>
<td>35</td>
</tr>
<tr>
<td>1</td>
<td>10R</td>
<td>2</td>
<td>4</td>
<td>78</td>
<td>43</td>
<td>38</td>
<td>1</td>
<td>7.5YR</td>
<td>2</td>
<td>4</td>
<td>72</td>
<td>47</td>
<td>24</td>
</tr>
<tr>
<td>1</td>
<td>10R</td>
<td>2</td>
<td>6</td>
<td>87</td>
<td>36</td>
<td>32</td>
<td>4</td>
<td>7.5YR</td>
<td>4</td>
<td>2</td>
<td>112</td>
<td>93</td>
<td>79</td>
</tr>
<tr>
<td>4</td>
<td>10R</td>
<td>4</td>
<td>2</td>
<td>114</td>
<td>92</td>
<td>86</td>
<td>2</td>
<td>7.5YR</td>
<td>4</td>
<td>4</td>
<td>123</td>
<td>90</td>
<td>61</td>
</tr>
<tr>
<td>2</td>
<td>10R</td>
<td>4</td>
<td>4</td>
<td>129</td>
<td>86</td>
<td>75</td>
<td>2</td>
<td>7.5YR</td>
<td>4</td>
<td>6</td>
<td>131</td>
<td>88</td>
<td>44</td>
</tr>
<tr>
<td>2</td>
<td>10R</td>
<td>4</td>
<td>6</td>
<td>141</td>
<td>81</td>
<td>65</td>
<td>4</td>
<td>7.5YR</td>
<td>6</td>
<td>2</td>
<td>164</td>
<td>144</td>
<td>128</td>
</tr>
<tr>
<td>4</td>
<td>10R</td>
<td>6</td>
<td>2</td>
<td>165</td>
<td>142</td>
<td>136</td>
<td>3</td>
<td>7.5YR</td>
<td>6</td>
<td>4</td>
<td>175</td>
<td>141</td>
<td>109</td>
</tr>
<tr>
<td>1</td>
<td>10R</td>
<td>6</td>
<td>4</td>
<td>182</td>
<td>137</td>
<td>123</td>
<td>3</td>
<td>7.5YR</td>
<td>6</td>
<td>6</td>
<td>186</td>
<td>138</td>
<td>88</td>
</tr>
<tr>
<td>1</td>
<td>10R</td>
<td>6</td>
<td>6</td>
<td>196</td>
<td>131</td>
<td>111</td>
<td>5</td>
<td>10YR</td>
<td>2</td>
<td>2</td>
<td>60</td>
<td>46</td>
<td>33</td>
</tr>
<tr>
<td>5</td>
<td>2.5YR</td>
<td>2</td>
<td>2</td>
<td>66</td>
<td>48</td>
<td>43</td>
<td>2</td>
<td>10YR</td>
<td>2</td>
<td>4</td>
<td>68</td>
<td>44</td>
<td>13</td>
</tr>
<tr>
<td>1</td>
<td>2.5YR</td>
<td>2</td>
<td>4</td>
<td>77</td>
<td>43</td>
<td>34</td>
<td>4</td>
<td>10YR</td>
<td>4</td>
<td>2</td>
<td>110</td>
<td>94</td>
<td>76</td>
</tr>
<tr>
<td>1</td>
<td>2.5YR</td>
<td>2</td>
<td>6</td>
<td>86</td>
<td>38</td>
<td>24</td>
<td>3</td>
<td>10YR</td>
<td>4</td>
<td>4</td>
<td>119</td>
<td>92</td>
<td>57</td>
</tr>
<tr>
<td>4</td>
<td>2.5YR</td>
<td>4</td>
<td>2</td>
<td>114</td>
<td>92</td>
<td>84</td>
<td>3</td>
<td>10YR</td>
<td>4</td>
<td>6</td>
<td>126</td>
<td>90</td>
<td>37</td>
</tr>
<tr>
<td>2</td>
<td>2.5YR</td>
<td>4</td>
<td>4</td>
<td>128</td>
<td>87</td>
<td>70</td>
<td>4</td>
<td>10YR</td>
<td>6</td>
<td>2</td>
<td>161</td>
<td>145</td>
<td>125</td>
</tr>
<tr>
<td>2</td>
<td>2.5YR</td>
<td>4</td>
<td>6</td>
<td>138</td>
<td>83</td>
<td>57</td>
<td>3</td>
<td>10YR</td>
<td>6</td>
<td>4</td>
<td>171</td>
<td>143</td>
<td>104</td>
</tr>
<tr>
<td>4</td>
<td>2.5YR</td>
<td>6</td>
<td>2</td>
<td>166</td>
<td>143</td>
<td>133</td>
<td>3</td>
<td>10YR</td>
<td>6</td>
<td>6</td>
<td>181</td>
<td>141</td>
<td>81</td>
</tr>
<tr>
<td>1</td>
<td>2.5YR</td>
<td>6</td>
<td>4</td>
<td>181</td>
<td>138</td>
<td>118</td>
<td>5</td>
<td>5Y</td>
<td>2</td>
<td>2</td>
<td>55</td>
<td>48</td>
<td>31</td>
</tr>
<tr>
<td>3</td>
<td>2.5YR</td>
<td>6</td>
<td>6</td>
<td>194</td>
<td>134</td>
<td>103</td>
<td>5</td>
<td>5Y</td>
<td>2</td>
<td>4</td>
<td>61</td>
<td>47</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>5Y</td>
<td>2</td>
<td>2</td>
<td>65</td>
<td>49</td>
<td>41</td>
<td>4</td>
<td>5Y</td>
<td>4</td>
<td>2</td>
<td>104</td>
<td>96</td>
<td>74</td>
</tr>
<tr>
<td>1</td>
<td>5Y</td>
<td>2</td>
<td>4</td>
<td>75</td>
<td>45</td>
<td>29</td>
<td>3</td>
<td>5Y</td>
<td>4</td>
<td>4</td>
<td>110</td>
<td>96</td>
<td>52</td>
</tr>
<tr>
<td>1</td>
<td>5Y</td>
<td>2</td>
<td>6</td>
<td>82</td>
<td>35</td>
<td>3</td>
<td>3</td>
<td>5Y</td>
<td>4</td>
<td>6</td>
<td>115</td>
<td>94</td>
<td>21</td>
</tr>
<tr>
<td>4</td>
<td>5Y</td>
<td>4</td>
<td>2</td>
<td>113</td>
<td>93</td>
<td>81</td>
<td>4</td>
<td>5Y</td>
<td>6</td>
<td>2</td>
<td>155</td>
<td>147</td>
<td>121</td>
</tr>
<tr>
<td>2</td>
<td>5Y</td>
<td>4</td>
<td>4</td>
<td>126</td>
<td>89</td>
<td>65</td>
<td>3</td>
<td>5Y</td>
<td>6</td>
<td>4</td>
<td>161</td>
<td>147</td>
<td>97</td>
</tr>
<tr>
<td>2</td>
<td>5Y</td>
<td>4</td>
<td>6</td>
<td>135</td>
<td>85</td>
<td>50</td>
<td>3</td>
<td>5Y</td>
<td>6</td>
<td>6</td>
<td>167</td>
<td>146</td>
<td>70</td>
</tr>
<tr>
<td>4</td>
<td>5Y</td>
<td>6</td>
<td>2</td>
<td>165</td>
<td>143</td>
<td>130</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5Y</td>
<td>6</td>
<td>4</td>
<td>179</td>
<td>139</td>
<td>113</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5Y</td>
<td>6</td>
<td>6</td>
<td>190</td>
<td>136</td>
<td>95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table S3. Soil drainage classes by soil color and texture – final code. The columns colored in brown represents the first code obtained considering the color and texture values. The fourth column correspond to the soil drainage for each layer, considering these two properties. The columns in pink represents the final soil drainage, considering the drainage previously defined in both topsoil and subsoil.

<table>
<thead>
<tr>
<th>Textural class</th>
<th>Color group</th>
<th>Color/texture Code</th>
<th>Drainage class for each layer</th>
<th>Drainage Topsoil</th>
<th>Drainage Subsoil</th>
<th>Final drainage code</th>
<th>Final drainage class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1/1</td>
<td>1</td>
<td>1</td>
<td>1/1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1/2</td>
<td>1</td>
<td>1</td>
<td>2/2</td>
<td>1/2</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>1/3</td>
<td>2</td>
<td>1</td>
<td>1/3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>1/4</td>
<td>3</td>
<td>1</td>
<td>1/4</td>
<td>1/4</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>1/5</td>
<td>3</td>
<td>1</td>
<td>1/5</td>
<td>1/5</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2/1</td>
<td>1</td>
<td>1</td>
<td>2/1</td>
<td>1/2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2/2</td>
<td>1</td>
<td>2</td>
<td>2/2</td>
<td>2/2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2/3</td>
<td>2</td>
<td>2</td>
<td>2/3</td>
<td>2/3</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>2/4</td>
<td>2</td>
<td>4</td>
<td>2/4</td>
<td>2/4</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>2/5</td>
<td>3</td>
<td>2</td>
<td>2/5</td>
<td>2/5</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3/1</td>
<td>2</td>
<td>1</td>
<td>3/1</td>
<td>3/1</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3/2</td>
<td>3</td>
<td>3</td>
<td>3/2</td>
<td>3/2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3/3</td>
<td>3</td>
<td>3</td>
<td>3/3</td>
<td>3/3</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>3/4</td>
<td>4</td>
<td>3</td>
<td>3/4</td>
<td>3/4</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>3/5</td>
<td>4</td>
<td>5</td>
<td>3/5</td>
<td>3/5</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4/1</td>
<td>3</td>
<td>3</td>
<td>4/1</td>
<td>4/1</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>4/2</td>
<td>3</td>
<td>4</td>
<td>4/2</td>
<td>4/2</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>4/3</td>
<td>3</td>
<td>4</td>
<td>4/3</td>
<td>4/3</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4/4</td>
<td>4</td>
<td>4</td>
<td>4/4</td>
<td>4/4</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>4/5</td>
<td>5</td>
<td>5</td>
<td>4/5</td>
<td>4/5</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>5/1</td>
<td>5</td>
<td>5</td>
<td>5/1</td>
<td>5/1</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>5/2</td>
<td>5</td>
<td>5</td>
<td>5/2</td>
<td>5/2</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>5/3</td>
<td>5</td>
<td>4</td>
<td>5/3</td>
<td>5/3</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>5/4</td>
<td>5</td>
<td>5</td>
<td>5/4</td>
<td>5/4</td>
<td>5</td>
</tr>
</tbody>
</table>
**Table S4.** Confusion matrix between the reference soil drainage classes and those predicted by the ML model. The test dataset was used for this confusion matrix.

<table>
<thead>
<tr>
<th>Predicted soil drainage class</th>
<th>Reference soil drainage class</th>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
<th>Class 4</th>
<th>Class 5</th>
<th>Total</th>
<th>UA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>41</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>52</td>
<td>79%</td>
<td></td>
</tr>
<tr>
<td>Class 2</td>
<td>50</td>
<td>219</td>
<td>60</td>
<td>11</td>
<td>3</td>
<td>343</td>
<td>64%</td>
<td></td>
</tr>
<tr>
<td>Class 3</td>
<td>5</td>
<td>68</td>
<td>124</td>
<td>34</td>
<td>6</td>
<td>237</td>
<td>52%</td>
<td></td>
</tr>
<tr>
<td>Class 4</td>
<td>0</td>
<td>2</td>
<td>9</td>
<td>50</td>
<td>0</td>
<td>61</td>
<td>82%</td>
<td></td>
</tr>
<tr>
<td>Class 5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0%</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>96</td>
<td>295</td>
<td>195</td>
<td>97</td>
<td>10</td>
<td>693</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Accuracy**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>UA</td>
<td>0.33</td>
</tr>
<tr>
<td>PA</td>
<td>43%</td>
</tr>
<tr>
<td>Accuracy</td>
<td>74%</td>
</tr>
<tr>
<td>kappa</td>
<td>0.58-0.56</td>
</tr>
</tbody>
</table>

UA: User’s accuracy, PA: Producer’s accuracy, CI: confidence interval