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"Out of the night that covers me, Black as the pit from pole to pole, I thank whatever gods may be For my unconquerable soul.

In the fell clutch of circumstance
I have not winced nor cried aloud. Under the bludgeonings of chance My head is bloody, but unbowed.

Beyond this place of wrath and tears Looms but the Horror of the shade, And yet the menace of the years Finds and shall find me unafraid.

It matters not how strait the gate, How charged with punishments the scroll.
I am the master of my fate;
I am the captain of my soul."
Invictus - William Ernest Henley
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#### Abstract

This work is dedicated to the study of the structure of attractors of dynamical systems with the objective of estimating their fractal dimension. First we study the case of exponential global attractors of some generalized gradient-like semigroups in a general Banach space, and estimate their fractal dimension in terms of the maximum of the dimension of the local unstable manifolds of the isolated invariant sets, Lipschitz properties of the semigroup and rate of exponential attraction. We also generalize this result for some special evolution processes, introducing a concept of Morse decomposition with pullback attractivity. Under suitable assumptions, if ( $A, A^{*}$ ) is an attractor-repeller pair for the attractor $\mathscr{A}$ of a semigroup $\{T(t): t \geq 0\}$, then the fractal dimension of $\mathscr{A}$ can be estimated in terms of the fractal dimension of the local unstable manifold of $A^{*}$, the fractal dimension of $A$, the Lipschitz properties of the semigroup and the rate of the exponential attraction. The ingredients of the proof are the notion of generalized gradient-like semigroups and their regular attractors, Morse decomposition and a fine analysis of the structure of the attractors. Also, making use of the skew product semiflow and its Morse decomposition, we give some estimates of the fractal dimension of the pullback attractors of non-autonomous dynamical systems.


## Resumo

Este trabalho é dedicado ao estudo da estrutura dos atratores de sistemas dinâmicos com o objetivo de obter estimativas de suas dimensões fractais. Primeiramente estudamos o caso de atratores globais exponenciais de alguns semigrupos gradient-like generalizados em um espaço de Banach geral, e estimamos suas dimensões fractais em termos da máxima dimensão das variedades instáveis locais dos conjuntos invariantes isolados, a propriedades de Lipschitz do semigrupo e da taxa de atração exponencial. Também generalizamos este resultado para alguns processos de evoluções especiais, introduzindo um conceito de decomposição de Morse com atração pullback. Sob hipóteses apropriadas, se ( $A, A^{*}$ ) é um par atrator-repulsor para o atrator $\mathscr{A}$ de um semigrupo $\{T(t): t \geq 0\}$, então a dimensão fractal de $\mathscr{A}$ pode ser estimada em termos da dimensão fractal da variedade instável de $A^{*}$, a dimensão fractal de $A$, as propriedades de Lipschitz do semigrupo e a taxa de atração exponencial. Os ingredientes da demonstração são a noção de semigrupos gradient-like e seus atratores regulares, decomposição de Morse e uma análise fina da estrutura dos atratores. Além disto, fazendo uso do skew product semiflow e sua decomposição de Morse, damos estimativas da dimensão fractal dos atratores pullback de sistêmas dinâmicos não-autônomos.
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## Introduction

Over the last forty years, the study of qualitative properties of semigroups in Banach spaces has received very much attention (see for instance [2], [15], [17], [25] and [46]). In particular, the study of global attractors has created a deep area of research and greatly improved the understanding of qualitative properties of solutions for these infinite dimensional dynamical systems.

A particular aspect that has called the attention of many researchers, and for which a very nice theory has been developed, is the fractal dimension of attractors. Starting with the pioneering works [30] and [31], the theory has grown considerably and new strategies to find bounds for the fractal dimension have been proposed (see for example [46, 18, 25, 15] and references therein).

If we consider a compact set $K$ in a metric space ( $X, d_{X}$ ) we have the notions of topological dimension $\left(\operatorname{dim}_{T}(K)\right.$ ), Hausdorff dimension $\left(\operatorname{dim}_{H}(K)\right)$ and of the fractal dimension $\left(c(K)\right.$ ) of $K$ (we will define all these notions in Chapter (3), and we know that $\operatorname{dim}_{T}(K) \leqslant$ $\operatorname{dim}_{H}(K) \leqslant c(K)$. Then one might ask why to study the fractal dimension, since it is the worst estimate for the dimensions of the same compact set $K$, and one particular result that makes the fractal dimension a very interesting object of research is the following result (see [31]):

Theorem 0.0.1. Given a Banach space $X$, a compact subset $K$ of $X$ with fractal dimension $c(K)<\infty$ and a finite dimensional subspace $Y$ with $\operatorname{dim} Y>2 c(K)+1$, if $\mathscr{P}(X, Y)$ is the subspace of $\mathscr{L}(X, Y)$ of the projections with range $Y$, the set $\left\{P \in \mathscr{P}(X, Y):\left.P\right|_{K}\right.$ is injective $\}$ is of second category in $\mathscr{P}(X, Y)$.

The inverse of the projection restricted to $K$ is continuous. In fact, in some situations, this inverse is Hölder continuous (see [20, 41]). Another aspect is that the fractal dimension computation is fairly easy when we compare it with the computation of the Hausdorff and
topological dimensions.
If a gradient semigroup $\{T(n): n \in \mathbb{N}\}$ has a global attractor $\mathscr{A}$ and its set of stationary solutions $\mathscr{E}$ is finite, then

$$
\mathscr{A}=\bigcup_{e \in \mathscr{E}} W^{u}(e),
$$

where we recall that
$W^{u}(e)=\{x \in X:$ there is a global solution $\phi: \mathbb{Z} \rightarrow X$ through $x$ such that $\phi(n) \xrightarrow{n \rightarrow-\infty} e\}$.

For gradient semigroups we know that the local unstable set $W_{\text {loc }}^{u}(e)$ is the intersection of $W^{u}(e)$ with a neighborhood of $e$. Assume that $W_{\text {loc }}^{u}(e)$ is the graph of a Lipschitz map with domain in a finite dimensional afine linear manifold $e+Q_{e}(X)$ where $Q_{e}$ is a projection with finite dimensional rank.

We know (following [12]) that, using the results on the Hausdorff dimension $\operatorname{dim}_{H}(\cdot)$, we have

$$
\begin{aligned}
& \operatorname{dim}_{H}\left(W_{\mathrm{loc}}^{u}(e)\right)=\operatorname{rank}\left(Q_{e}\right)<\infty, \text { for each } e \in \mathscr{E}, \\
& \operatorname{dim}_{H}\left(T(n) W_{\operatorname{loc}}^{u}(e)\right) \leqslant \operatorname{dim}_{H}\left(W_{\mathrm{loc}}^{u}(e)\right), n \geq 0 .
\end{aligned}
$$

It is not difficult to see that $W^{u}(e)=\cup_{n=0}^{\infty} T(n) W_{\text {loc }}^{u}(e)$ and, from the $\sigma$-sub-additivity property of the Hausdorff measure it follows that

$$
\begin{aligned}
\operatorname{rank}\left(Q_{e}\right) & =\operatorname{dim}_{H}\left(W_{\mathrm{loc}}^{u}(e)\right) \\
& \leqslant \operatorname{dim}_{H}\left(W^{u}(e)\right) \\
& =\operatorname{dim}_{H}\left(\bigcup_{n=0}^{\infty} T(n) W_{\mathrm{loc}}^{u}(e)\right) \\
& \leqslant \sup _{n \in \mathbb{N}} \operatorname{dim}_{H}\left(T(n) W_{\mathrm{loc}}^{u}(e)\right) \\
& \leqslant \operatorname{dim}_{H}\left(W_{\mathrm{loc}}^{u}(e)\right) \\
& =\operatorname{rank}\left(Q_{e}\right),
\end{aligned}
$$

and therefore $\operatorname{dim}_{H}\left(W^{u}(e)\right)=\operatorname{rank}\left(Q_{e}\right)$, for all $e \in \mathscr{E}$. Hence, since $\mathscr{A}=\cup_{e \in \mathscr{E}} W^{u}(e)$, we have that

$$
\begin{equation*}
\operatorname{dim}_{H}(\mathscr{A})=\max _{e \in \mathscr{E}} \operatorname{rank}\left(Q_{e}\right) \tag{*}
\end{equation*}
$$

In particular $\mathscr{A}$ is homeomorphic to a subset of $\mathbb{R}^{N}$ where $N=2 \max _{e \in \mathscr{E}} \operatorname{rank}\left(Q_{e}\right)+1$.
It would be very nice to be able to prove a similar result to (*) for the fractal dimension,
and this will be indeed one of our main objective in this work. Nonetheless, such result would not be expected since the manner in which the unstable manifold of a given equilibria accumulates on other equilibria may be at a slow rate causing the dimension to increase (like it happens with the set $\left\{\frac{1}{n}: n \in \mathbb{N}^{*}\right\} \cup\{0\}$ ). However, if we take the sequence $\left\{\frac{1}{2^{n}}: n \in \mathbb{N}\right\} \cup\{0\}$, it is not difficult to see that the Hausdorff and fractal dimension coincide. Inspired by this, we seek a bound for the fractal dimension of regular attractors with exponentially attracting local unstable manifolds.

The result will be proved for generalized gradient-like semigroups in Chapter 3 and will make use of the Morse decomposition of a generalized gradient-like semigroup. In Section 1.4.1 we introduce the basic concepts and results needed to prove the main result. Section 3.1 is dedicated to obtain an estimate on the fractal dimension of global attractors for generalized gradient-like Lipschitz semigroups for which the local unstable set of an isolated invariant set is the graph of a Lipschitz map over a finite dimensional subspace of the phase space.

In Chapters 1 and 2 we give a brief introduction to the theory of semigroups and evolution processes, respectively. Some of the results are quite recent, as the stability of gradient semigroups under perturbations, and can be found in [1].

In Chapter[4 we will apply the estimates seen on Chapter 3 to non-autonomous dynamical systems, and to this end we will study the skew product semiflows and the behavior of a Morse decomposition for this object. More precisely in Section4.1]we recall and state some of the basic definitions and set the notation we will use throughout the chapter.

In Section 4.2 we construct a Morse decomposition for the global attractor of the skew product semiflow $\{\Pi(t): t \geqslant 0\}$ given a Morse decomposition for the global attractor of the driving system $\{\Theta(t): t \geqslant 0\}$, using the lift of this Morse decomposition. We also verify under which conditions a given Morse decomposition in the global attractor of the skew product semiflow $\{\Pi(t): t \geqslant 0\}$ generates a Morse decomposition in the global attractor of the driving system $\{\Theta(t): t \geqslant 0\}$.

In Section 4.3 we construct a Morse decomposition for the pullback attractor of a nonautonomous dynamical system and we obtain some dynamical properties of this Morse decomposition, such as forward convergence, pullback convergence and the existence of a Lyapunov function.

In Section 4.4 we describe how a Morse Decomposition of a pullback attractor is stable under perturbation on the parameter of the associated driving system.

Finally, in Section4.5]we present some applications of our theory, such as a non-autonomous
differential equation defined only for $t \geqslant 0$

$$
\left\{\begin{array}{l}
\dot{x}=f(t, x), t>0, \\
x(0)=x_{0} \in \mathbb{R}^{n},
\end{array}\right.
$$

an asymptotically autonomous (backward and forwards) non-autonomous differential equation, i.e.

$$
\left\{\begin{array}{l}
\dot{x}=f(t, x), \quad t \in \mathbb{R}, \\
x(0)=x_{0} \in \mathbb{R}^{n},
\end{array}\right.
$$

where

$$
\sup _{x \in \mathbb{R}^{n}}\left\|f(t, x)-f_{2}(x)\right\|_{\mathbb{R}^{n}} \xrightarrow{t \rightarrow \infty} 0, \quad \text { and } \quad \sup _{x \in \mathbb{R}^{n}}\left\|f(t, x)-f_{1}(x)\right\|_{\mathbb{R}^{n}} \xrightarrow{t \rightarrow-\infty} 0,
$$

for suitable functions $f_{1}$ and $f_{2}$, and also a master-slave example, i.e. a system of partially coupled equations

$$
\left\{\begin{array}{l}
\dot{v}=f(u, v) \quad t>0 \\
\dot{u}=g(u), \quad t>0 \\
u(0)=u_{0} \in \mathbb{R}^{n}, \quad v(0)=v_{0} \in \mathbb{R}^{n}
\end{array}\right.
$$

in which the second equation for $u(t)$ acts as a driving system for the unknown $v(t)$. Finally we present a more concrete example to illustrate the use of the abstract theory, studying the behavior of an planar system of ODE's given by

$$
\frac{d}{d t}(x, y)=F(t,(x, y)), \quad t \in \mathbb{R}
$$

where $F: \mathbb{R} \times \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ has some special properties.
It is worth to point out that Chapters 3 and 4 describe the results obtained during the development of this thesis.

## Chapter

## Semigroups

In this first chapter our goal is to introduce the concept of semigroups and its properties. This concept is very common in the literature, and it has been extensively studied by many authors (see [2, 15, 17, 18, 25, 36]). We can see in these references that the object that plays a fundamental role in the study of asymptotic dynamics for a semigroup is the global attractor, which we will see in the following section. Our purpose here (and also in Chapter 2) is to make a brief introduction to the theory of semigroups (evolutions processes in Chapter (2) and therefore we will not give the proof of all the results, only the ones that are essential for the purpose of this work.

### 1.1 Attractors for semigroups

In this section we introduce the basic concepts and results that lead us to the characterization of the semigroups which possess a global attractor.

Let $X$ be a metric space and $d: X \times X \rightarrow[0, \infty)$ its metric. Denote by $\mathscr{C}(X)$ the set of all continuous maps from $X$ into itself.

We will write $\mathbb{T}$ to denote either the set of the integers $\mathbb{Z}$ or the set of real numbers $\mathbb{R}$, $\mathbb{T}^{+}=\{t \in \mathbb{T}: t \geqslant 0\}, \mathbb{T}^{-}=\{t \in \mathbb{T}: t \leqslant 0\}, \mathbb{T}_{t}^{-}=t+\mathbb{T}^{-}$and $\mathbb{T}_{t}^{+}=t+\mathbb{T}^{+}$.

Given $K \subset X$ and $r>0$, the $r$-neighborhood of $K$ is the set defined by $\mathscr{O}_{r}(K):=\{x \in X$ : $d(x, K)<r\}$.

Definition 1.1.1. A semigroup is a family $\left\{T(t): t \in \mathbb{T}^{+}\right\} \subset \mathscr{C}(X)$ such that
(i) $T(0) x=x$, for all $x \in X$,
(ii) $T(t+s)=T(t) T(s)$, for all $t, s \in \mathbb{T}^{+}$,
(iii) $\mathbb{T}^{+} \times X \ni(t, x) \mapsto T(t) x \in X$ is continuous.

In the case that $\mathbb{T}=\mathbb{Z}$, the third condition is automatically satisfied and, since $T(n)=$ $T(1)^{n}$, taking $T:=T(1)$, the semigroup can be rewritten as $\left\{T^{n}: n \in \mathbb{N}\right\}$ and will be simply the family of operators $\left\{T^{n}: n \in \mathbb{N}\right\} \subset \mathscr{C}(X)$.

Given a semigroup $\left\{T(t): t \in \mathbb{T}^{+}\right\} \subset \mathscr{C}(X)$ and a subset $B$ of $X$, we define:
(a) For each $t \in \mathbb{T}^{+}$, the image of $B$ under $T(t)$ by

$$
T(t) B \doteq\{T(t) x: x \in B\} ;
$$

(b) The positive orbit of $B$ by

$$
\gamma^{+}(B) \doteq \bigcup_{t \in \mathbb{T}^{+}} T(t) B ;
$$

(c) The partial orbit between two numbers $t, t^{\prime} \in \mathbb{T}^{+}$with $t<t^{\prime}$ by

$$
\gamma_{\left[t, t^{\prime}\right]}^{+}(B) \doteq \bigcup_{s \in\left[t, t^{\prime}\right] \cap \mathbb{T}^{+}} T(s) B ;
$$

(d) The orbit of $T(t) B$ by

$$
\gamma_{t}^{+}(B) \doteq \bigcup_{s \in \mathbb{T}^{+}} T(s+t) B=\bigcup_{s \in \mathbb{U}_{t}^{+}} T(s) B .
$$

For each $x \in X$, the function $\mathbb{T}^{+} \ni t \mapsto T(t) x \in X$ is the solution through $x$ of the semigroup $\left\{T(t): t \in \mathbb{T}^{+}\right\}$.

Definition 1.1.2. A semigroup $\left\{T(t): t \in \mathbb{T}^{+}\right\}$is said eventually bounded iffor every bounded set $B \subset X$ there exists a $t_{B} \in \mathbb{T}^{+}$such that $\gamma_{t_{B}}^{+}(B)$ is bounded. We say that $\left\{T(t): t \in \mathbb{T}^{+}\right\}$is a bounded semigroup if $\gamma^{+}(B)$ is bounded for all bounded sets $B \subset X$.

Remark 1.1.3. The fact that $T \in \mathscr{C}(X)$ does not imply that $T$ takes bounded subsets of $X$ into bounded subsets of $X$, since bounded subsets of $X$ are not necessarily precompact. If we assume that $T$ is bounded in bounded subsets of $X$, considering the semigroup $\left\{T^{n}: n \in \mathbb{N}\right\}$, we have that $\gamma_{\left[n, n^{\prime}\right]}^{+}(B)$ is bounded for each bounded subset $B$ of $X$ and $n, n^{\prime} \in \mathbb{N}$. In the case
that $\mathbb{T}^{+}=\mathbb{R}^{+}$, to obtain that $\{T(t): t \geqslant 0\}$ is bounded, we need to assume that $\{T(t): t \geqslant 0\}$ is eventually bounded and that $\gamma_{\left[0, T_{B}\right]}^{+}(B)$ is bounded for all $T_{B} \geqslant 0$ and for all $B \subset X$ bounded.

The set where the orbit of $B$ accumulates is called $\omega$-limit set and plays an important role in the study of the asymptotic behavior of a semigroup.

Definition 1.1.4. The $\omega$-limit set of a subset B of $X$ is defined by

$$
\omega(B)=\bigcap_{t \in \mathbb{T}^{+}} \overline{\gamma_{t}^{+}(B)}
$$

Remark 1.1.5. Here, for a subset $K \subset X, \bar{K}$ denotes the closure of $K$ in $X$.
Definition 1.1.6. A global solution of $\left\{T(t): t \in \mathbb{T}^{+}\right\}$through $x \in X$ is a continuous function $\phi: \mathbb{T} \rightarrow X$ such that $\phi(0)=x$ and $T(t) \phi(s)=\phi(t+s)$, for all $t \in \mathbb{T}^{+}$and $s \in \mathbb{T}$. A constant global solution will be called stationary solution and its value is called an equilibrium point or a fixed point. Since $T(t)$ is not necessarily injective, if there exists a global solution, it does not need to be unique. When a global solution $\phi: \mathbb{T} \rightarrow X$ through $x \in X$ exists, we define the global orbit of $x$ relative to the global solution $\phi$ by $\gamma_{\phi}(x):=\{\phi(t): t \in \mathbb{T}\}$. In this case, for $t \in \mathbb{T}$ we write $\left(\gamma_{\phi}\right)_{t}^{-}(x):=\{\phi(s): s \leqslant t, s \in \mathbb{T}\}$ and define the $\alpha$-limit set of $x$ relative to $\phi$ by

$$
\alpha_{\phi}(x)=\bigcap_{t \in \mathbb{T}^{+}} \overline{\left(\gamma_{\phi}\right)_{t}^{-}(x)} .
$$

The following characterization for the $\omega$-limit set will be frequently used in the upcoming results and its proof is very straightforward.

Proposition 1.1.7. If $B \subset X$, then $\omega(B)$ is closed and

$$
\begin{gathered}
\omega(B)=\left\{y \in X: \text { there exist sequences }\left\{t_{n}\right\}_{n \in \mathbb{N}} \text { in } \mathbb{T}^{+} \text {and }\left\{x_{n}\right\}_{n \in \mathbb{N}} \text { in } B\right. \\
\text { such that } \left.t_{n} \xrightarrow{n \rightarrow \infty} \infty \text { and } y=\lim _{n \rightarrow \infty} T\left(t_{n}\right) x_{n}\right\} .
\end{gathered}
$$

If $\phi: \mathbb{T} \rightarrow X$ is a global solution of the semigroup $\left\{T(t): t \in \mathbb{T}^{+}\right\}$through $x \in X$, then $\alpha_{\phi}(x)$ is closed and

$$
\alpha_{\phi}(x)=\left\{v \in X: \text { there exists a sequence }\left\{t_{n}\right\}_{n \in \mathbb{N}} \text { in } \mathbb{T}^{+} \text {such that } t_{n} \xrightarrow{n \rightarrow \infty} \infty \text { and } \phi\left(-t_{n}\right) \rightarrow v\right\} .
$$

In what follows we define the notions of attraction, absorption and invariance under the action of the semigroup $\left\{T(t): t \in \mathbb{T}^{+}\right\}$. To this end, we remember the definition of the Hausdorff semidistance $\mathrm{d}_{H}(A, B)$ between two subsets $A$ and $B$ of $X$

$$
\mathrm{d}_{H}(A, B) \doteq \sup _{x \in A} \inf _{y \in B} d(x, y) .
$$

We will denote by $\operatorname{dist}(A, B)$ the usual distance between sets; that is,

$$
\operatorname{dist}(A, B) \doteq \inf _{x \in A} \inf _{y \in B} d(x, y)
$$

Let $X$ be a metric space and $\left\{T(t): t \in \mathbb{T}^{+}\right\} \subset \mathscr{C}(X)$ be a semigroup.
Definition 1.1.8. If $A$ and $B$ are subsets of $X$, we say that $A$ attracts $B$ under the action of $\left\{T(t): t \in \mathbb{T}^{+}\right\}$if

$$
\lim _{t \rightarrow \infty} \mathrm{~d}_{H}(T(t) B, A)=0
$$

If there exists $t_{0} \in \mathbb{T}^{+}$such that $T(t) B \subset A$ for all $t \geqslant t_{0}, t \in \mathbb{T}^{+}$, we say that $A$ absorbs $B$. In particular, if $A$ absorbs $B$ then $A$ attracts $B$ (the converse is not true).

The notion of invariance, given below, plays an important role on the study of the asymptotical dynamics of semigroups.

Definition 1.1.9. We say that a subset $A$ of $X$ is invariant (or positively invariant) under the action of $\left\{T(t): t \in \mathbb{T}^{+}\right\}$if $T(t) A=A($ or $T(t) A \subset A)$ for all $t \in \mathbb{T}^{+}$. An invariant unitary set corresponds to an equilibrium point of $\left\{T(t): t \in \mathbb{T}^{+}\right\}$; that is, a point $x^{*} \in X$ such that $T(t) x^{*}=x^{*}$ for all $t \in \mathbb{T}^{+}$.

Finally, we are in condition to define the global attractor for a semigroup.
Definition 1.1.10. A set $\mathscr{A}$ is called a global attractor for $\left\{T(t): t \in \mathbb{T}^{+}\right\}$if it is compact, invariant and attracts bounded subsets of $X$ under the action of $\left\{T(t): t \in \mathbb{T}^{+}\right\}$.

Note that the global attractor for a semigroup $\left\{T(t): t \in \mathbb{T}^{+}\right\}$is unique. Indeed, if $\mathscr{A}$ and $\hat{\mathscr{A}}$ are global attractors for this semigroup,

$$
\operatorname{dist}_{H}(\mathscr{A}, \hat{\mathscr{A}})=\operatorname{dist}_{H}(T(t) \mathscr{A}, \hat{\mathscr{A}}) \xrightarrow{t \rightarrow \infty} 0,
$$

and thus $\mathscr{A} \subset \hat{\mathscr{A}}$. Analogously $\hat{\mathscr{A}} \subset \mathscr{A}$ and we have the result.

Remark 1.1.11. Let $\left\{T(t): t \in \mathbb{T}^{+}\right\}$be a semigroup in a metric space $X$. Assume that $\{T(t): t \in$ $\left.\mathbb{T}^{+}\right\}$has a global attractor $\mathscr{A}$. We claim that, given $x \in \mathscr{A}$, there exists a bounded global solution $\phi_{x}: \mathbb{T} \rightarrow X$ such that $\phi_{x}(0)=x$. Indeed, $\mathbb{T}^{+} \ni t \mapsto \phi(t):=T(t) x \in X$ is always well-defined, now let $x \in \mathscr{A}=T(1) \mathscr{A}$, hence there exists $x_{-1} \in \mathscr{A}$ such that $T(1) x_{-1}=x$ and proceeding inductively, we obtain a sequence $\left\{x_{-n}: n \in \mathbb{N}\right\}$ such that $x_{0}=x$ and $T(1) x_{-n-1}=x_{-n}$ for all $n \in \mathbb{N}$ (remember that the sequence $\left\{x_{-n}\right\}_{n \in \mathbb{N}}$ is not uniquely determined). Define

$$
\phi_{x}(t)=\left\{\begin{array}{l}
T(t) x, t \geqslant 0 \\
T(j+t) x_{-j}, t \in[-j,-j+1) \cap \mathbb{T}, j=1,2,3, \cdots
\end{array}\right.
$$

which is a bounded global solution in $\mathscr{A}$ through $x$ in $t=0$.
Conversely, each bounded global solution $\phi: \mathbb{R} \rightarrow X$ for $\left\{T(t): t \in \mathbb{T}^{+}\right\}$is such that $\phi(\mathbb{T}) \subset$ $\mathscr{A}$. Having this, we conclude that

$$
\begin{equation*}
\mathscr{A}=\{x \in X: \text { there exists a bounded global solution through } x\} . \tag{1.1.1}
\end{equation*}
$$

The next concepts are crucial in the characterization of the semigroups that possess a global attractor.

Definition 1.1.12. A semigroup $\left\{T(t): t \in \mathbb{T}^{+}\right\}$is said asymptotically compact if, for any nonempty, closed and bounded subset $B \subset X$, such that $T(t) B \subset B$, for all $t \in \mathbb{T}^{+}$, there exists a compact set $J \subset B$ which attracts $B$.

Definition 1.1.13. We say that a semigroup $\left\{T(t): t \in \mathbb{T}^{+}\right\}$is point dissipative (bounded dissipative/compact dissipative) if there exists a bounded subset $B \subset X$ which attracts points (bounded subsets/compact subsets) of $X$.

Remark 1.1.14. In the definition above, we can change the word attracts by the word absorbs without changing the meaning of the concepts.

The following theorem characterizes the semigroups which have global attractors.

Theorem 1.1.15. A semigroup $\left\{T(t): t \in \mathbb{T}^{+}\right\}$is eventually bounded, point dissipative and asymptotically compact if and only if $\left\{T(t): t \in \mathbb{T}^{+}\right\}$has a global attractor $\mathscr{A}$.

### 1.1.1 Upper and lower semicontinuity of attractors

In this section we define the continuity of attractors relative to some perturbations of the semigroup.

Definition 1.1.16. Let $X$ be a metric space, $d(\cdot, \cdot): X \times X \rightarrow \mathbb{R}^{+}$its metric, $\Lambda$ a metric space and $\left\{\mathcal{A}_{\lambda}\right\}_{\lambda \in \Lambda}$ a family of subsets of $X$ and $\lambda_{0} \in \Lambda$.
(i) We say that $\left\{\mathscr{A}_{\lambda}\right\}_{\lambda \in \Lambda}$ is upper semicontinuous at $\lambda_{0}$ if

$$
\mathrm{d}_{H}\left(\mathscr{A}_{\lambda}, \mathscr{A}_{\lambda_{0}}\right)=\sup _{x_{\lambda} \in \mathscr{A}_{\lambda}} \operatorname{dist}\left(x_{\lambda}, \mathscr{A}_{\lambda_{0}}\right) \xrightarrow{\lambda \rightarrow \lambda_{0}} 0 .
$$

(ii) We say that $\left\{\mathscr{A}_{\lambda}\right\}_{\lambda \in \Lambda}$ is lower semicontinuous at $\lambda_{0}$ if

$$
\mathrm{d}_{H}\left(\mathscr{A}_{\lambda_{0}}, \mathscr{A}_{\lambda}\right)=\sup _{x \in \mathscr{A} \lambda_{\lambda_{0}}} \operatorname{dist}\left(x, \mathscr{A}_{\lambda}\right) \xrightarrow{\lambda \rightarrow \lambda_{0}} 0 .
$$

To prove the upper and lower semicontinuity we often use the following characterization result:

Lemma 1.1.17. Let $\Lambda$ a metric space and $\left\{\mathscr{A}_{\lambda}\right\}_{\lambda \in \Lambda}$ a family of subsets of $X$.

1. If any sequence $\left\{x_{\lambda_{n}}\right\}$ with $x_{\lambda_{n}} \in \mathscr{A}_{\lambda_{n}}, \lambda_{n} \xrightarrow{n \rightarrow \infty} \lambda_{0}$, has a convergent subsequence with the limit belonging to $\mathscr{A}_{\lambda_{0}}$, then $\left\{\mathscr{A}_{\lambda}\right\}_{\lambda \in \Lambda}$ is upper semicontinuous at $\lambda_{0}$. Conversely, if $\left\{\mathscr{A}_{\lambda}\right\}_{\lambda_{\in \Lambda}}$ is upper semicontinuous at $\lambda_{0}$, any sequence $\left\{x_{\lambda_{n}}\right\}$ with $x_{\lambda_{n}} \in \mathscr{A}_{\lambda_{n}}$ has a convergente subsequence with the limit belonging to $\mathscr{A}_{0}$.
2. If $\mathscr{A}_{\lambda_{0}}$ is compact and, for any $x \in \mathscr{A}_{\lambda_{0}}$ and $\lambda_{n} \xrightarrow{n \rightarrow \infty} \lambda_{0}$, there exists a sequence $\lambda_{n_{k}} \xrightarrow{k \rightarrow \infty}$ $\lambda_{0}$, and sequence $\left\{x_{\lambda_{n_{k}}}\right\}$ with $x_{\lambda_{n_{k}}} \in \mathscr{A}_{\lambda_{n_{k}}}$ which converges to $x$, then $\left\{\mathscr{A}_{\lambda}\right\}_{\lambda \in \Lambda}$ is lower semicontinuous at $\lambda_{0}$. Conversely, if $\left\{\mathscr{A}_{\lambda}\right\}_{\lambda \in \Lambda}$ is lower semicontinuous at $\lambda_{0}, \lambda_{n}{ }^{n \rightarrow \infty} \lambda_{0}$ and $x \in \mathscr{A}_{0}$, there exist subsequence $\lambda_{n_{k}} \xrightarrow{k \rightarrow \infty} \lambda_{0}$ and sequence $\left\{x_{{\lambda_{n}}_{k}}\right\}$ with $x_{\lambda_{n_{k}}} \in \mathscr{A}_{\lambda_{n_{k}}}$ which converges to $x$.

Definition 1.1.18. We say that the family of semigroups $\left\{T_{\eta}(t): t \in \mathbb{T}^{+}\right\}, \eta \in[0,1]$, is continuous at $\eta=0$ if $T_{\eta}(t) x \xrightarrow{\eta \rightarrow 0} T_{0}(t) x$ uniformly for $(t, x)$ in compact subsets of $\mathbb{T}^{+} \times X$.

The upper semicontinuity of attractors is true in almost every case, as we can see with the next result.

Theorem 1.1.19 (Upper semicontinuity). Let $\left\{T_{\eta}(t): t \in \mathbb{T}^{+}\right\}, \eta \in[0,1]$, be a continuous family of semigroups at $\eta=0$. If $\left\{T_{\eta}(t): t \in \mathbb{T}^{+}\right\}$has a global attractor $\mathscr{A}_{\eta}$ for each $\eta \in[0,1]$ and $\overline{U_{\eta \in[0,1]} \mathscr{A}_{\eta}}$ is compact, then the family $\left\{\mathscr{A}_{\eta}: \eta \in[0,1]\right\}$ is upper semicontinuous at $\eta=0$.

The lower semicontinuity is not as common as the upper semicontinuity, and it is also harder to verify in the applications. It requires a finer study of local structures (the local unstable sets of invariant sets), in particular of the local unstable sets of equilibria, as we will see below.

Given a semigroup $\left\{T(t): t \in \mathbb{T}^{+}\right\}$and $A$ an invariant bounded set under the action of $\left\{T(t): t \in \mathbb{T}^{+}\right\}$, we have already seen that there exists a bounded global solution through $a$, for each $a \in A$. The simplest global solutions are the constants; that is, the equilibrium points. The class of global solutions that converge to an equilibrium $y^{*}$ as $t$ goes to $-\infty$ form a set that we call unstable set $W^{u}\left(y^{*}\right)$ of $y^{*}$; that is,

$$
\begin{aligned}
& W^{u}\left(y^{*}\right)=\left\{y \in X: \text { there exists a global solution } \phi_{y}: \mathbb{T} \rightarrow X\right. \\
& \text { such that, } \left.\phi_{y}(0)=y \text { and } \phi_{y}(t) \xrightarrow{t \rightarrow-\infty} y^{*}\right\} .
\end{aligned}
$$

Given a neighborhood $V$ of $y^{*}$, the set of points $y$ of $V$ such that there exists a global solution $\phi_{y}: \mathbb{T} \rightarrow X$ such that $\phi_{y}(0)=y, \phi_{y}(t) \xrightarrow{t \rightarrow-\infty} y^{*}$ and $\phi_{y}(t) \in V$ for all $t \in \mathbb{T}^{-}$is called a local unstable set of $y^{*}$ and is denoted by $W_{\text {loc }}^{u}\left(y^{*}\right)$.

With this object and some additional assumptions, we can obtain the lower semicontinuity of attractors.

Theorem 1.1.20 (Lower semicontinuity). Let $\left\{T_{\eta}(t): t \in \mathbb{T}^{+}\right\}, \eta \in[0,1]$, be a continuous family of semigroups at $\eta=0$ which satisfies
(a) $\left\{T_{\eta}(t): t \in \mathbb{T}^{+}\right\}$has a global attractor $\mathscr{A}_{\eta}$, for each $\eta \in[0,1]$.
(b) If $\mathscr{E}_{\eta}$ denotes the set of the stationary solutions of $\left\{T_{\eta}(t): t \in \mathbb{T}^{+}\right\}$, there exists $a \mathfrak{p} \in \mathbb{N}$ such that $\mathscr{E}_{\eta} \supset\left\{y_{1}^{*, \eta}, \cdots, y_{\mathfrak{p}}^{*, \eta}\right\}$, for all $\eta \in[0,1]$.
(c) $\operatorname{If} W_{\delta}^{u}\left(y_{j}^{*, \eta}\right)=\left\{y \in \mathscr{O}_{\delta}\left(y_{j}^{*, \eta}\right)\right.$ : there exists a global solution $\phi_{y}: \mathbb{T} \rightarrow X$ such that, $\phi_{y}(0)=y$, $\phi_{y}(t) \xrightarrow{t \rightarrow-\infty} y^{*}$ and $\phi_{y}(t) \in \mathscr{O}_{\delta}\left(y_{j}^{*, \eta}\right)$ for all $\left.t \in \mathbb{T}^{-}\right\}$. Assume that, for some $\delta>0$ suffi-
ciently small,

$$
\left\{W_{\delta}^{u}\left(y_{j}^{*, \eta}\right): \eta \in[0,1]\right\}
$$

is lower semicontinuous at $\eta=0$, for each $j=1, \cdots, \mathfrak{p}$.
(d) $\mathscr{A}_{0}=\cup_{j=1}^{\mathfrak{p}} W^{u}\left(y_{j}^{*, 0}\right)$

Then, $\left\{\mathscr{A}_{\eta}: \eta \in[0,1]\right\}$ is lower semicontinuous at $\eta=0$.

### 1.2 Gradient semigroups

In this section we will consider the gradient semigroups. This class of semigroups appear naturally in several applications and its characteristics allow us to describe with great accuracy the structure of its attractors.

We remember that $y^{*} \in X$ is an equilibrium point for the semigroup $\left\{T(t): t \in \mathbb{T}^{+}\right\}$if the set $\left\{y^{*}\right\}$ is the orbit of a constant global solution; that is, $T(t) y^{*}=y^{*}$, for all $t \in \mathbb{T}^{+}$. We denote by $\mathscr{E}$ the set of equilibrium points of the semigroup $\left\{T(t): t \in \mathbb{T}^{+}\right\}$.

Definition 1.2.1. A semigroup $\left\{T(t): t \in \mathbb{T}^{+}\right\}$is said to be a gradient semigroup if it possesses a Lyapunov function; that is, if there exists a continuous function $V: X \rightarrow \mathbb{R}$ with the following properties:
(i) $\mathbb{T}^{+} \ni t \mapsto V(T(t) x)$ is decreasing for each $x \in X$;
(ii) If $x$ is such that $V(T(t) x)=V(x)$ for all $t \in \mathbb{T}^{+}$, then $x \in \mathscr{E}$.

For gradient semigroups we have the following characterization result:

Lemma 1.2.2. If $\left\{T(t): t \in \mathbb{T}^{+}\right\}$is a gradient semigroup, then $\omega(x)$ is a subset of $\mathscr{E}$ for each $x \in X$. If there exists a global solution $\phi: \mathbb{T} \rightarrow X$ through $x$ then $\alpha_{\phi}(x)$ is a subset of $\mathscr{E}$.

If $\left\{T(t): t \in \mathbb{T}^{+}\right\}$is gradient, has a global attractor $\mathscr{A}$ and $\mathscr{E}$ has only isolated points, then $\mathscr{E}$ is finite and for each $x \in X, \omega(x)$ is an unitary set. In this case, if $x \in \mathscr{A}$ and $\phi: \mathbb{T} \rightarrow \mathscr{A}$ is a global solution through $x$, then $\alpha_{\phi}(x)$ is an unitary set.

In a gradient semigroup the innner structure of the global attractor is known and it is given in the next theorem.

Theorem 1.2.3. Assume that $\left\{T(t): t \in \mathbb{T}^{+}\right\}$is a gradient semigroup, eventually bounded and asymptotically compact for which the set of equilibrium points $\mathscr{E}$ is bounded. Then $\{T(t): t \in$ $\left.\mathbb{T}^{+}\right\}$has a global attractor $\mathscr{A}=W^{u}(\mathscr{E})$, where

$$
\begin{array}{r}
W^{u}(\mathscr{E}):=\{y \in X: \text { there exists a global solution } \phi(\cdot): \mathbb{T} \rightarrow X \\
\\
\text { through } y(\phi(0)=y) \text { such that } \phi(t) \xrightarrow{t \rightarrow-\infty} \mathscr{E}\}
\end{array}
$$

is called the unstable set of $\mathscr{E}$. If $\mathscr{E}=\left\{e_{1}^{*}, \cdots, e_{n}^{*}\right\}$ is finite, then $\mathscr{A}=\cup_{i=1}^{n} W^{u}\left(e_{i}^{*}\right)$.

### 1.3 Generalized gradient-like semigroups

We introduce now the concept of generalized gradient-like semigroups using the essential dynamical properties of gradient semigroups with a disjoint family of isolated invariants, and as a particular case, we obtain the gradient-like semigroups (see Carvalho-Langa [10]). We state similar results as in Carvalho-Langa [10], which prove that the properties defining gradient-like semigroups are stable under small perturbations.

Definition 1.3.1. We say that $\Psi=\left\{\Xi_{1}^{*}, \cdots \Xi_{\mathfrak{p}}\right\}$ is a disjoint family of isolated invariants if there exists $\delta>0$ such that $\mathscr{O}_{\delta}\left(\Xi_{i}\right) \cap \mathscr{O}_{\delta}\left(\Xi_{j}\right)=\varnothing, 1 \leqslant i<j \leqslant \mathfrak{p}$, and $\Xi_{i}$ is the maximal invariant set of $\mathscr{O}_{\delta}\left(\Xi_{i}\right):=\left\{z \in X: \operatorname{dist}\left(z, \Xi_{i}\right)<\delta\right\}$.

Let $\left\{T(t): t \in \mathbb{T}^{+}\right\}$be a semigroup with a global attractor $\mathscr{A}$ which contains a disjoint family of isolated invariant sets $\Psi=\left\{\Xi_{1}, \cdots \Xi_{\mathfrak{p}}\right\}$. We define:

Definition 1.3.2. Let $\delta$ be as in Definition 1.3.1 and fix $\epsilon_{0} \in(0, \delta)$. For $\Xi \in \Psi$ and $\epsilon \in\left(0, \epsilon_{0}\right)$, a $\epsilon$-chain from $\Xi$ to $\Xi$ is a sequence $\left\{\Xi_{\ell_{i}}, \cdots, \Xi_{\ell_{k}}\right\} \subset \Psi$, a sequence $t_{1}, \sigma_{1}, \cdots, t_{k}, \sigma_{k}$, with $t_{i}>\sigma_{i}$, $1 \leqslant i \leqslant k, k \leqslant \mathfrak{p}$, along with a sequence of points $u_{i}, 1 \leqslant i \leqslant k$, such that $u_{i} \in \mathscr{O}_{\epsilon}\left(\Xi_{\ell_{i}}\right), T\left(\sigma_{i}\right) u_{i} \notin$ $\mathscr{O}_{\epsilon_{0}}\left(\cup_{i=1}^{k}\left(\Xi_{\ell_{i}}\right)\right)$ and $T\left(t_{i}\right) u_{i} \in \mathscr{O}_{\epsilon}\left(\Xi_{\ell_{i+1}}\right), 1 \leqslant i \leqslant k$, with $\Xi=\Xi_{\ell_{k+1}}=\Xi_{\ell_{1}}$. We say that $\Xi \in \Psi$ is chain recurrent if there exist $\epsilon_{0} \in(0, \delta)$ and $\epsilon$-chains from $\Xi$ to $\Xi$ for each $\epsilon \in\left(0, \epsilon_{0}\right)$.

Definition 1.3.3. Let $\left\{T(t): t \in \mathbb{T}^{+}\right\}$be a semigroup with a global attractor $\mathscr{A}$. We say that $\left\{T(t): t \in \mathbb{T}^{+}\right\}$is gradient-like relative to a disjoint family of isolated invariants $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{p}\right\}$ (or a generalized gradient-like semigroup) if,
(GG1) For each global solution $\xi: \mathbb{T} \rightarrow X$ in $\mathscr{A}$ there exist $1 \leqslant i, j \leqslant \mathfrak{p}$ such that

$$
\lim _{t \rightarrow-\infty} \operatorname{dist}\left(\xi(t), \Xi_{i}\right)=0 \text { and } \lim _{t \rightarrow \infty} \operatorname{dist}\left(\xi(t), \Xi_{j}\right)=0 .
$$

(GG2) No element of $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{\mathfrak{p}}\right\}$ is chain recurrent.
We introduce the definitions of unstable and stable sets.

Definition 1.3.4. Let $\left\{T(t): t \in \mathbb{T}^{+}\right\}$be a semigroup. The unstable set of an isolated invariant set $\Xi$ is given by

$$
\begin{aligned}
W^{\mathrm{u}}(\Xi)= & \{\zeta \in X: \text { there exists a global solution } \xi: \mathbb{T} \rightarrow X \\
& \text { such that } \left.\xi(0)=\zeta \text { and } \lim _{t \rightarrow-\infty} \operatorname{dist}(\xi(t), \Xi)=0\right\} .
\end{aligned}
$$

The stable set of an isolated invariant set $\Xi$ for $\left\{T(t): t \in \mathbb{T}^{+}\right\}$is given by

$$
W^{\mathrm{s}}(\Xi)=\left\{\zeta \in X: \lim _{t \rightarrow+\infty} \operatorname{dist}(T(t) \zeta, \Xi)=0\right\} .
$$

Given a neighborhood $V$ of $\Xi$, the set of points $y$ of $V$ for which there exists a global solution $\phi_{y}: \mathbb{T} \rightarrow X$ through $y$ such that $\phi_{y}(t) \xrightarrow{t \rightarrow-\infty} \Xi$ and $\phi_{y}(t) \in V$ for all $t \in \mathbb{T}^{-}$is called $a$ local unstable set of $\Xi$ and it is denoted by $W_{\mathrm{loc}}^{u}(\Xi)$. Analogously we define a local stable set.

The hypotheses (GG1) and (GG2) carry important dynamical properties of a semigroup with a Lyapunov function and a family of isolated invariants (see also Lemmas 1.3 .7 and 1.3.8 below). From ( $G G 1$ ), we have that $\mathscr{A}=\cup_{i=1}^{\mathfrak{p}} W^{u}\left(\Xi_{i}\right)$, since if $x \in \mathscr{A}$ then there exists a global solution $\xi: \mathbb{T} \rightarrow X$ in $\mathscr{A}$ and thus $x \in W^{u}\left(\Xi_{i}\right)$, for some $1 \leqslant i \leqslant \mathfrak{p}$ and conversely, if $x \in W^{u}\left(\Xi_{i}\right)$ for some $1 \leqslant i \leqslant \mathfrak{p}$ then, since $\mathscr{A}$ attracts points, there exists a bounded global solution through $x$, hence $x \in \mathscr{A}$. Also, hypothesis (GG2) says that no collection of orbits can produce a closed path.

The following results are fundamental for the upcoming theory of gradient-like semigroups.

The first lemma is an immediate consequence of the continuity of the semigroups and it ensures that, given an isolated invariant $\Xi$ of a semigroup $\left\{T(t): t \in \mathbb{T}^{+}\right\}$and a point $y$ near $\Xi$, the finite orbit $\gamma_{[0, t]}(t)=\{T(s) y: 0 \leqslant s \leqslant t\}$ remains near $\Xi$ for large values of $t$.

Lemma 1.3.5. Let $\left\{T(t): t \in \mathbb{T}^{+}\right\}$be a semigroup and $\Xi$ an isolated invariant in $\Psi$. Given $t \in \mathbb{T}^{+}$and $\epsilon>0$ there exists $\delta>0$ such that $\left\{T(s) y: 0 \leqslant s \leqslant t, y \in \mathscr{O}_{\delta}(\Xi)\right\} \subset \mathscr{O}_{\epsilon}(\Xi)$.

The second of them in an important result which is used in several occasions to obtain properties for there semigroups.

Proposition 1.3.6. Assume that $\left\{T(t): t \in \mathbb{T}^{+}\right\}$is an asymptotically compact semigroup. Let $\left\{\sigma_{k}\right\}_{k \in \mathbb{N}}$ be a sequence in $\mathbb{T}^{+}$with $\sigma_{k} \xrightarrow{k \rightarrow \infty} \infty,\left\{u_{k}\right\}_{k \in \mathbb{N}}$ a bounded sequence in $X$ and, for $\rrbracket_{k}=$ $\left\{s \in \mathbb{T}:-\sigma_{k} \leqslant s<\infty\right\}$, define $\xi^{k}: J_{k} \rightarrow X$ by $\xi^{k}(s)=T\left(s+\sigma_{k}\right) u_{k}, s \in \mathbb{J}_{k}$. If $\left\{T(s) u_{k}: k \in\right.$ $\left.\mathbb{N}, s \in \mathbb{T}^{+}\right\}$is bounded, there exists a bounded global solution $\xi: \mathbb{T} \rightarrow X$ of $\left\{T(t): t \in \mathbb{T}^{+}\right\}$and a subsequence of $\left\{\xi^{k}\right\}_{k \in \mathbb{N}}$ (which we again denote by $\left\{\xi^{k}\right\}_{k \in \mathbb{N}}$ ) such that

$$
\lim _{k \rightarrow \infty} \xi^{k}(s) \rightarrow \xi(s), \quad \forall s \in \mathbb{T}
$$

The third result guarantees that, for a generalized gradient-like semigroup $\left\{T(t): t \in \mathbb{T}^{+}\right\}$, given a bounded set $B$ of $X$ and a neighborhood $\mathscr{O}(\Psi)$ of the disjoint family of isolated invariants $\Psi$, there exists $t_{0}=t_{0}(B, \mathscr{O}(\Psi)) \in \mathbb{T}^{+}$such that all the solutions which begin in points of $B$, must reach $\mathscr{O}(\Psi)$ before the time $t_{0}$.

Lemma 1.3.7. Let $\left\{T(t): t \in \mathbb{T}^{+}\right\}$be a semigroup with a disjoint family of isolated invariants $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{\mathfrak{p}}\right\}$ and a global attractor $\mathscr{A}$. If $\left\{T(t): t \in \mathbb{T}^{+}\right\}$satisfies (GG1), given $\delta<\delta_{0}=$ $\frac{1}{2} \min _{\substack{1 \leq i, j \leq \mathrm{p} \\ i \neq j}} \operatorname{dist}\left(\Xi_{i}, \Xi_{j}\right)$ and $B \subset X$ bounded, there exists a $t_{0}=t_{0}(\delta, B)>0$ such that $\left\{T(t) u_{0}: 0 \leqslant\right.$ $\left.t \leqslant t_{0}\right\} \cap \cup_{i=1}^{\mathfrak{p}} \mathscr{O}_{\delta}\left(\Xi_{i}\right) \neq \varnothing$ for all $u_{0} \in B$.

Finally, the fourth result establishes that, if $\left\{T(t): t \in \mathbb{T}^{+}\right\}$is a generalized gradient-like semigroup, given a neighborhood $\mathscr{O}_{2}(\Xi)$ of an invariant set $\Xi \in \Psi$, there exists another neighborhood $\mathscr{O}_{1}(\Xi)$ of $y^{*}$ such that if a solution starts in $\mathscr{O}_{1}(\Xi)$ and leaves $\mathscr{O}_{2}(\Xi)$, then it never returns to $\mathscr{O}_{1}(\Xi)$.

Lemma 1.3.8. Let $\left\{T(t): t \in \mathbb{T}^{+}\right\}$be a generalized gradient-like semigroup. If $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{p}\right\}$ is the disjoint family of isolated invariants and $\mathscr{A}$ its global attractor, given $0<\delta<\delta_{0}$, there exists $\delta^{\prime}>0$ such that, iffor some $1 \leqslant i \leqslant \mathfrak{p}$, $\operatorname{dist}\left(u_{0}, \Xi_{i}\right)<\delta^{\prime}$ and, for some $t_{1}>0, \operatorname{dist}\left(T\left(t_{1}\right) u_{0}, \Xi_{i}\right) \geqslant$ $\delta$, then $\operatorname{dist}\left(T(t) u_{0}, \Xi\right)>\delta^{\prime}$ for all $t \geqslant t_{1}$.

Now we prove that, for a generalized gradient-like semigroup, the $\omega$-limit set of a point lies in one single isolated invariant. We note that condition (GG1) is imposed only for solutions in the attractor.

Lemma 1.3.9. Assume that $\left\{T(t): t \in \mathbb{T}^{+}\right\}$is a generalized gradient-like semigroup with a disjoint family of isolated invariants $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{p}\right\}$ and a global attractor $\mathscr{A}$. Given $u \in X$ there exists $\Xi_{i} \in \Psi$ such that

$$
T(t) u \xrightarrow{t \rightarrow \infty} \Xi_{i} .
$$

Proof: It follows from Lemma 1.3.8 that, given $\delta \in\left(0, \delta_{0}\right)$ there exists $\delta^{\prime} \in(0, \delta)$ such that $d\left(\nu, \Xi_{i}\right)<\delta^{\prime}$ and if for some $t_{\nu, \delta}>0, d\left(T\left(t_{\nu, \delta}\right) \nu, \Xi_{i}\right) \geqslant \delta$, then $\operatorname{dist}\left(T(t) \nu, \Xi_{i}\right)>\delta^{\prime}$ for all $t \geqslant t_{v, \delta}$. On the other hand, since $\gamma^{+}(u)$ is bounded, it follows from Lemma 1.3.7that, given $\delta^{\prime}$ there exists a $t_{\delta^{\prime}}=t_{\delta^{\prime}}\left(\gamma^{+}(u)\right) \in \mathbb{T}$ such that, for each $v \in \gamma^{+}(u)$,

$$
\left\{T(t) v: 0 \leqslant t \leqslant t_{\delta^{\prime}}\right\} \cap \cup_{i=1}^{\mathfrak{p}} \mathscr{O}_{\delta^{\prime}}\left(\Xi_{i}\right) \neq \varnothing \text {. }
$$

From the fact that $\Psi$ is finite follows that there exist an $\Xi_{j} \in \Psi$ and, for each $\delta \in\left(0, \delta_{0}\right)$, a $s_{\delta} \in \mathbb{T}^{+}$such that $T(s) u \in \mathscr{O}_{\delta}\left(\Xi_{j}\right)$ for all $s \geqslant s_{\delta}$. This completes the proof.

Definition 1.3.10. Let $\left\{T(t): t \in \mathbb{T}^{+}\right\}$be a semigroup with a disjoint family of isolated invariants $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{\mathfrak{p}}\right\}$ and a global attractor $\mathscr{A}$. A homoclinic structure in $\mathscr{A}$ is a set $\left\{\Xi_{\ell_{1}}, \cdots, \Xi_{\ell_{k}}\right\} \subset \Psi$ along with a set of global solutions $\left\{\xi^{(i)}: \mathbb{T} \rightarrow X, 1 \leqslant i \leqslant k\right\}$ in $\mathscr{A}$ such that, taking $\Xi_{\ell_{k+1}} \doteq \xi_{\ell_{1}}$,

$$
\lim _{t \rightarrow-\infty} \xi^{(i)}(t)=\Xi_{\ell_{i}}, \quad \lim _{t \rightarrow+\infty} \xi^{(i)}(t)=\Xi_{\ell_{i+1}}, \quad 1 \leqslant i \leqslant k
$$

Now we can prove the following result, which relates (GG1) and (GG2) to the non-existence of homoclinic structures.

Lemma 1.3.11. Let $\left\{T(t): t \in \mathbb{T}^{+}\right\}$be a semigroup with a disjoint family of isolated invariants $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{\mathfrak{p}}\right\}$ and a global attractor $\mathscr{A}$. If $\left\{T(t): t \in \mathbb{T}^{+}\right\}$satisfies (GG1), then (GG2) is satisfied if and only if $\mathscr{A}$ does not possess homoclinic structures.

Proof: If $\mathscr{A}$ has a homoclinic structure and $\Xi$ is an isolated invariant in this structure it is easy to see that $\Xi$ is chain recurrent.

On the other hand, if $\Xi \in \Psi$ is chain recurrent, there exist $\delta<\delta_{0},\left\{\Xi_{\ell_{1}}, \cdots, \Xi_{\ell_{r+1}}\right\} \subset \Psi$ and for each $\mathbb{N} \ni k>\frac{1}{\delta}$, points $y_{1}^{k}, \cdots, y_{r+1}^{k}, t_{1}^{k}>\tau_{1}^{k}, \cdots, t_{r}^{k}>\tau_{r}^{k}$ such that

$$
\operatorname{dist}\left(y_{i}^{k}, \Xi_{\ell_{i}}\right)<\frac{1}{k}, \operatorname{dist}\left(T\left(\tau_{i}^{k}\right) y_{i}^{k}, \Psi\right)>\delta, \operatorname{dist}\left(T\left(t_{i}^{k}\right) y_{i}^{k}, \Xi_{\ell_{i+1}}\right)<\frac{1}{k}, 1 \leqslant i \leqslant r .
$$

Choose $\sigma_{i}^{k}>0$ such that $\operatorname{dist}\left(T\left(\sigma_{i}^{k}\right) y_{i}^{k}, \Xi_{\ell_{i}}\right) \geqslant \delta$ and $\operatorname{dist}\left(T(t) y_{i}^{k}, \Xi_{\ell_{i}}\right)<\delta$, for all $0 \leqslant t<\sigma_{i}^{k}$. From Lemmal.3.5it follows that $\sigma_{i}^{k} \xrightarrow{k \rightarrow \infty}+\infty$.

For $t \in\left[-\sigma_{i}^{k}, \infty\right)$ let $\xi^{i, k}(t)=T\left(\sigma_{i}^{k}+t\right) y_{i}^{k}$.
From Proposition 1.3.6, there exists a global solution $\xi^{(i)}: \mathbb{T} \rightarrow X$. Since each $\xi^{(i)}$ must converge to an isolated invariant as $t \rightarrow+\infty$ and as $t \rightarrow-\infty$ and since $\xi^{(i)}(t) \in \mathscr{O}_{\delta}\left(\Xi_{\ell_{i}}\right)$ for all $t<0$ we have that $\xi^{(i)}(t) \rightarrow \Xi_{\ell_{i}}$ as $t \rightarrow-\infty$. We can assume that, between $-\sigma_{k}^{i}$ and $t_{k}^{i}-\sigma_{k}^{i}$, the solution $\xi^{k, i}$ remains away from $\Psi \backslash\left\{\Xi_{\ell_{i}}, \Xi_{\ell_{i+1}}\right\}$ otherwise we could insert more points in the $\epsilon$-chains until this holds. From Lemma 1.3.8, $\xi^{(i)}(t) \xrightarrow{t \rightarrow \infty} \Xi_{\ell_{i+1}}$.

The set $\left\{\Xi_{\ell_{1}}, \cdots, \Xi_{\ell_{k}}\right\} \subset \Psi$ and the set of global solutions $\left\{\xi^{(i)}: \mathbb{T} \rightarrow X, 1 \leqslant i \leqslant k\right\}$ are such that,

$$
\lim _{t \rightarrow-\infty} \operatorname{dist}\left(\xi_{n}^{(i)}, \Xi_{\ell_{i}}\right)=0, \quad \lim _{t \rightarrow+\infty} \operatorname{dist}\left(\xi_{n}^{(i)}, \Xi_{\ell_{i+1}}\right)=0, \quad 1 \leqslant i \leqslant k
$$

with $\Xi_{\ell_{k+1}} \doteq \Xi_{\ell_{1}}$. Therefore $\mathscr{A}$ has a homoclinic structure.

Corollary 1.3.12. If $\left\{T(t): t \in \mathbb{T}^{+}\right\}$is a generalized gradient-like semigroup and $\mathscr{A}$ its attractor, there exist isolated invariants $\Xi_{\alpha}$ and $\Xi_{\omega}$ such that $\Xi_{\alpha}$ has a trivial stable set in $\mathscr{A}$; that is, $W_{\mathscr{A}}^{s}\left(\Xi_{\alpha}\right)=\Xi_{\alpha}$ where

$$
W_{\mathscr{A}}^{s}\left(\Xi_{\alpha}\right) \doteq\left\{y \in \mathscr{A}: \text { such that } T(t) y \xrightarrow{t \rightarrow \infty} \Xi_{\alpha}\right\}
$$

and $\Xi_{\omega}$ has a trivial unstable set; that is, $W^{u}\left(\Xi_{\omega}\right)=\Xi_{\omega}$.
In the following we consider a family of semigroups $\left\{T_{\eta}(t): t \in \mathbb{T}^{+}\right\}_{\eta \in[0,1]}$. We denote by $\mathscr{E}_{\eta}$ the set of equilibrium points of $\left\{T_{\eta}(t): t \in \mathbb{T}^{+}\right\}$for each $\eta \in[0,1]$.

Definition 1.3.13. We say that a family of semigroups $\left\{T_{\eta}(t): t \in \mathbb{T}^{+}\right\}_{\eta \in[0,1]}$ is collective asymptotically compact at $\eta=0$ if, given sequences $\left\{\eta_{k}\right\}_{k \in \mathbb{N}}$ with $\eta_{k} \xrightarrow{k \rightarrow \infty} 0$, a bounded sequence $\left\{u_{k}\right\}_{k \in \mathbb{N}}$ in $X$ and a sequence $\left\{t_{k}\right\}_{k \in \mathbb{N}}$ in $\mathbb{T}^{+}$with $t_{k} \xrightarrow{k \rightarrow \infty} \infty$ and $\left\{T_{\eta_{k}}\left(t_{k}\right) u_{k}: k \in \mathbb{N}\right\}$ bounded, then $\left\{T_{\eta_{k}}\left(t_{k}\right) u_{k}: k \in \mathbb{N}\right\}$ is precompact.

Now we state the result of stability of the generalized gradient-like semigroups under some kind of perturbations, as done in [10]. This allows us to characterize the attractors of semigroups given as a small perturbation of generalized gradient-like semigroups, and if we perturbe again the resulting semigroup we are still able to give a characterization of the attractors.

Theorem 1.3.14. Let $\left\{T_{\eta}(t): t \in \mathbb{T}^{+}\right\}, \eta \in[0,1]$, be a continuous and collective asymptotically compact family of semigroups at $\eta=0$. Suppose that
(a) $\left\{T_{\eta}(t): t \in \mathbb{T}^{+}\right\}$has a global attractor $\mathscr{A}_{\eta}$ for each $\eta \in[0,1]$ and $\cup_{\eta \in[0,1]} \mathscr{A}_{\eta}$ is bounded.
(b) There exists $\mathfrak{p} \in \mathbb{N}$ such that $\mathscr{A}_{\eta}$ has $\mathfrak{p}$ isolated invariant sets $\Psi_{\eta}=\left\{\Xi_{1, \eta}, \cdots, \Xi_{\mathfrak{p}, \eta}\right\}$ for all $\eta \in[0,1]$ and $\sup _{1 \leqslant i \leqslant p}\left[\mathrm{~d}_{H}\left(\Xi_{i, \eta}, \Xi_{i, 0}\right)+\mathrm{d}_{H}\left(\Xi_{i, 0}, \Xi_{i, \eta}\right)\right] \xrightarrow{\eta \rightarrow 0} 0$.
(c) $\left\{T_{0}(t): t \in \mathbb{T}^{+}\right\}$is a gradient-like semigroup relative to the disjoint family of isolated invariants $\Psi_{0}=\left\{\Xi_{1,0}, \cdots, \Xi_{\mathfrak{p}, 0}\right\}$.

Then there exists $\eta_{0}>0$ such that, for all $\eta \leqslant \eta_{0},\left\{T_{\eta}(t): t \in \mathbb{T}^{+}\right\}$is a gradient-like semigroup relative to the disjoint family of isolated invariants $\Psi_{\eta}$. Consequently, there exists $\eta_{0}>0$ such that

$$
\mathscr{A}_{\eta}=\cup_{i=1}^{\mathfrak{p}} W^{u}\left(\Xi_{i, \eta}\right), \forall \eta \in\left[0, \eta_{0}\right] .
$$

In the case where each $\Xi_{i}$ consists of a single point; that is $\Xi_{i}=\left\{y_{i}^{*}\right\}$, it is clear that each $y_{i}^{*}$ is an equilibrium point of the semigroup $\left\{T(t): t \in \mathbb{T}^{+}\right\}$and we say simply that the semigroup is gradient-like.

### 1.4 Gradient-like semigroups are gradient semigroups

The Fundamental Theorem on Dynamical Systems, suggested in [34] from the results in [16], establishes that in any compact metric space an attractor can be described by isolated invariant sets and the connections between them. In the terminology of [16], this decomposition is called Morse decomposition (see Definition 1.4.8), and it was considered in different contexts, in the case of groups by [16] and in the case of semigroups by [44], or even in a topological space, compact or not, in [21, 35, 36]. For a complete understanding of the subject, we refer to [1], where all these results are proven in detail.

### 1.4.1 Morse decomposition of gradient-like semigroups

Let $X$ be a metric space with metric $d: X \times X \rightarrow \mathbb{R}^{+}$. In what follows we present the notion of a Morse decomposition for a global attractor $\mathscr{A}$ of a gradient-like semigroup $\{T(t): t \geqslant 0\}$. We begin with the notion of attractor-repeller pair.

Definition 1.4.1. Let $\{T(t): t \geqslant 0\}$ be a semigroup with a global attractor $\mathscr{A}$. We say that a non-empty subset $\Xi$ of $\mathscr{A}$ is a local attractor if there exists $\epsilon>0$ such that $\omega\left(\mathscr{O}_{\epsilon}(\Xi)\right)=\Xi$. The repeller $\Xi^{*}$ associated with the local attractor $\Xi$ is the set defined by

$$
\Xi^{*}=\{x \in \mathscr{A}: \omega(x) \cap \Xi=\varnothing\} .
$$

The pair $\left(\Xi, \Xi^{*}\right)$ is called an attractor-repeller pair of $\{T(t): t \geqslant 0\}$.

Remark 1.4.2. Note that, if $\Xi$ is a local attractor, then $\Xi^{*}$ is closed, invariant and $\Xi \cap \Xi^{*}=\varnothing$.

Observe that $\Xi$ is a local attractor if and only if it is invariant and attracts $\mathscr{O}_{\epsilon}(\Xi)$ for some $\epsilon>0$. Also, the above definition differ a little from the usual definition since we require that the local attractor attracts a neighborhood of $\Xi$ in $X$ and not in $\mathscr{A}$ as in [16, 44]. We prove that both definitions coincide.

Lemma 1.4.3. Let $\{T(t): t \geqslant 0\}$ be a semigroup in $X$ with global attractor $\mathscr{A}$. If $\Xi$ is a compact and invariant set for $\{T(t): t \geqslant 0\}$ and there exists $\epsilon>0$ such that $\Xi$ attracts $\mathscr{O}_{\epsilon}(\Xi) \cap$ $\mathscr{A}$ then, given $\delta>0$ there exists $\delta^{\prime}>0$ such that $\gamma^{+}\left(\mathscr{O}_{\delta^{\prime}}(\Xi)\right) \subset \mathscr{O}_{\delta}(\Xi)$, where $\gamma^{+}\left(\mathscr{O}_{\delta^{\prime}}(\Xi)\right)=$ $\bigcup_{x \in \mathscr{O}_{\delta^{\prime}}(\Xi)} \bigcup_{t \geqslant 0} T(t) x$.

Proof: Given $0<\delta<\epsilon$ if there is no $\delta^{\prime}>0$ such that $\gamma^{+}\left(\mathscr{O}_{\delta^{\prime}}(\Xi)\right) \subset \mathscr{O}_{\delta}(\Xi)$, there exist $x \in \Xi$, $X \ni x_{n} \xrightarrow{n \rightarrow \infty} x$ and $\mathbb{R} \ni t_{n} \xrightarrow{n \rightarrow \infty} \infty$ such that $d\left(T\left(t_{n}\right) x_{n}, \Xi\right)=\delta$ and $T(t) x_{n} \in \mathscr{O}_{\delta}(\Xi), t \in\left[0, t_{n}\right]$. Since $\{T(t): t \geqslant 0\}$ has a global attractor, it is not hard to see that there exists a global solution $\xi: \mathbb{R} \rightarrow X$ such that $\xi_{n}:\left[-t_{n}, \infty\right) \rightarrow X$ given by $\xi_{n}(t)=T\left(t_{n}+t\right) x_{n}$ satisfying $\xi_{n}(t) \xrightarrow{n \rightarrow \infty} \xi(t)$ for each $t \in \mathbb{R}$. Clearly $\xi(t) \in \overline{\mathscr{O}_{\delta}(\Xi)} \cap \mathscr{A} \subset \mathscr{O}_{\epsilon}(\Xi) \cap \mathscr{A}$ for all $t \leqslant 0, d(\xi(0), \Xi)=\delta$, and consequently $\Xi$ cannot attract $\mathscr{O}_{\epsilon}(\Xi) \cap \mathscr{A}$.

Lemma 1.4.4. If $\{T(t): t \geqslant 0\}$ is a semigroup in $X$ with a global attractor $\mathscr{A}$ and $\left.S(t) \doteq T(t)\right|_{\mathscr{A}}$, clearly $\{S(t): t \geqslant 0\}$ is a semigroup in the metric space $\mathscr{A}$. If $\Xi$ is a local attractor for $\{S(t): t \geqslant 0\}$ in the metric space $\mathscr{A}$ and $K$ is a compact subset of $\mathscr{A}$ such that $K \cap \Xi^{*}=\varnothing$, then $\Xi$ attracts $K$. Moreover $\Xi$ is a local attractor for $\{T(t): t \geqslant 0\}$ in $X$.

Proof: Let $K$ be a compact subset of $\mathscr{A}$ such that $K \cap \Xi^{*}=\varnothing$. If $\Xi=\omega\left(\mathscr{O}_{\epsilon}(\Xi) \cap \mathscr{A}\right)$ does not attract $K$ and $0<\delta<\epsilon$, there exist a $\delta^{\prime} \in(0, \delta)$, a sequence $\left\{t_{n}\right\}_{n \in \mathbb{N}}$ in $\mathbb{T}^{+}$with $t_{n} \xrightarrow{n \rightarrow \infty} \infty, x \in K$
and $K \ni x_{n} \xrightarrow{n \rightarrow \infty} x$ such that $d\left(T(t) x_{n}, \Xi\right) \geqslant \delta^{\prime}, 0 \leqslant t \leqslant t_{n}$. This implies that $d(T(t) x, \Xi) \geqslant \delta^{\prime}$ for all $t \geqslant 0$ and, consequently, $\omega(x) \cap \Xi=\varnothing$ and therefore $x \in \Xi^{*}$ which is a contradiction.

For the remaining part of the result, note that, from Lemma 1.4.3, there exists a $\delta^{\prime} \in(0, \epsilon)$ such that $\omega\left(\mathscr{O}_{\delta^{\prime}}(\Xi)\right) \subset \mathscr{O}_{\epsilon}(\Xi) \cap \mathscr{A}$ and hence $\omega\left(\mathscr{O}_{\delta^{\prime}}(\Xi)\right) \cap \Xi^{*}=\varnothing$. From the invariance of $\omega\left(\mathscr{O}_{\delta^{\prime}}(\Xi)\right.$ ) and from the property that $\Xi$ attracts $\mathscr{O}_{\epsilon}(\Xi) \cap \mathscr{A}$, we have that $\omega\left(\mathscr{O}_{\delta^{\prime}}(\Xi)\right) \subset \Xi$. Since $\omega\left(\mathscr{O}_{\delta^{\prime}}(\Xi)\right)$ attracts $\mathscr{O}_{\delta^{\prime}}(\Xi)$ the result follows.

Lemma 1.4.5. Let $\{T(t): t \geqslant 0\}$ be a semigroup in $X$ with a global attractor $\mathscr{A}$ and an attractorrepeller pair $\left(\Xi, \Xi^{*}\right)$.

1. A global solution $\xi: \mathbb{R} \rightarrow X$ of $\{T(t): t \geqslant 0\}$ with the property that $\overline{\xi(\mathbb{R})} \cap \Xi^{*} \neq \varnothing$ must satisfy $d\left(\xi(t), \Xi^{*}\right) \xrightarrow{t \rightarrow-\infty} 0$.
2. A global solution $\xi: \mathbb{R} \rightarrow X$ of $\{T(t): t \geqslant 0\}$ with the property that $\xi(t) \in \mathscr{O}_{\delta}\left(\Xi^{*}\right)$ for all $t \leqslant 0$ and some $\delta>0$ such that $\mathscr{O}_{\delta}\left(\Xi^{*}\right) \cap \Xi=\varnothing$ must satisfy $d\left(\xi(t), \Xi^{*}\right) \xrightarrow{t \rightarrow-\infty} 0$.

Proof: If the conclusion of $\mathbf{1}$ is not true, there exist a $\delta^{\prime}>0$ and a sequence $t_{n} \xrightarrow{n \rightarrow \infty} \infty$ such that $d\left(\xi\left(-t_{n}\right), \Xi^{*}\right) \geqslant \delta^{\prime}$ and, for some $t \in\left[-t_{n}-1,-t_{n}\right), d\left(\xi(t), \Xi^{*}\right)<\delta^{\prime}$. This contradicts the fact that $\Xi$ attracts the compact set $K=\left\{z \in \mathscr{A}: d\left(z, \Xi^{*}\right) \geqslant \delta^{\prime}\right\}$ of $\mathscr{A}$.

To prove 2 we observe that if $\overline{\xi(\mathbb{R})} \cap \Xi^{*}=\varnothing$, from Lemma 1.4 .4 we have that $\overline{\xi(\mathbb{R})} \subset \Xi$ which lead us to a contradiction. On the other hand, if $\overline{\xi(\mathbb{R})} \cap \Xi^{*} \neq \varnothing$, it follows from $\mathbf{1}$ that $d\left(\xi(t), \Xi^{*}\right) \xrightarrow{t \rightarrow-\infty} 0$. This completes the proof.

Lemma 1.4.6. $\operatorname{Let}\{T(t): t \geqslant 0\}$ be a semigroup in $X$ with global attractor $\mathscr{A}$ and an attractorrepeller pair $\left(\Xi, \Xi^{*}\right)$. If $\xi: \mathbb{R} \rightarrow X$ is a bounded global solution for $\{T(t): t \geqslant 0\}$ through $x \notin$ $\Xi \cup \Xi^{*}$, then $\xi(t) \xrightarrow{t \rightarrow \infty} \Xi$ and $\xi(t) \xrightarrow{t \rightarrow-\infty} \Xi^{*}$. Moreover, if $x \in X \backslash \mathcal{A}$ then, $T(t) x \xrightarrow{t \rightarrow \infty} \Xi \cup \Xi^{*}$.

Proof: Since $x \notin \Xi^{*}$ we have that $\omega(x) \cap \Xi$ is non-empty and, from the fact that $\Xi$ is a local attractor, we have that $\xi(t) \xrightarrow{t \rightarrow \infty} \Xi$. On the other hand, if $\xi(t)$ does not converge to $\Xi^{*}$ as $t \rightarrow-\infty$ we divide the proof in two steps: if $\overline{\xi(\mathbb{R})} \cap \Xi^{*}=\varnothing$, then $\xi(\mathbb{R})$ is invariant and, from Lemma 1.4.4 is attracted by $\Xi$ which is a contradiction. Thus, $\overline{\xi(\mathbb{R})} \cap \Xi^{*}$ is non-empty and from Lemma 1.4.5 we have that $d\left(\xi(t), \Xi^{*}\right) \xrightarrow{t \rightarrow-\infty} 0$.

For $x \in X \backslash \mathscr{A}$ we prove that $T(t) x \xrightarrow{t \rightarrow \infty} \Xi \cup \Xi^{*}$. If $\overline{\gamma^{+}(x)} \cap \Xi \neq \varnothing$ we have that $T(t) x \xrightarrow{t \rightarrow \infty} \Xi$. On the other hand, if there exists $\delta>0$ with $\gamma^{+}(z) \cap \mathscr{O}_{\delta}(\Xi)=\varnothing$ we state that $T(t) x \xrightarrow{t \rightarrow \infty} \Xi^{*}$. If
our statement is false, there exist a $v>0$ and a sequence $t_{n} \xrightarrow{n \rightarrow \infty} \infty$ such that $d\left(T\left(t_{n}\right) x, \Xi^{*}\right) \geqslant$ $v$. Considering the sequence of functions $\xi_{n}:\left[-t_{n}, \infty\right) \rightarrow X$ defined by $\xi_{n}(t)=T\left(t+t_{n}\right) x$, $t \geqslant-t_{n}$, we construct a global solution $\xi: \mathbb{R} \rightarrow \mathscr{A}$ such that $d\left(\xi(0), \Xi^{*}\right) \geqslant v$ and $d(\xi(t), \Xi) \geqslant \delta$ for all $t \in \mathbb{R}$. Therefore $\omega(\xi(0)) \cap \Xi=\varnothing$ and $\xi(0) \in \Xi^{*}$ which is a contradiction.

Corollary 1.4.7. $\operatorname{If}\{T(t): t \geqslant 0\}$ is a semigroup in $X$ with a global attractor $\mathscr{A}$ and $\left(\Xi, \Xi^{*}\right)$ is an attractor-repeller pair for $\{T(t): t \geqslant 0\}$, then $\{T(t): t \geqslant 0\}$ is a gradient-like semigroup relative to the disjoint family of isolated invariants $\left\{\Xi, \Xi^{*}\right\}$.

With this we can begin the construction of a Morse decomposition for the attractor of a gradient-like semigroup relative to an invariant family of isolated invariant sets. We begin fixing the definition of Morse decomposition we will use here.

Definition 1.4.8. Given an increasing family $\varnothing=A_{0} \subset A_{1} \subset \cdots \subset A_{n}=\mathscr{A}$, of $n+1$ local attractors, define $\Xi_{j}:=A_{j} \cap A_{j-1}^{*}$, for $j=1, \cdots, n$. The ordered $n$-tuple $\Psi \doteq\left\{\Xi_{1}, \Xi_{2}, \cdots, \Xi_{n}\right\}$ is called $a$ Morse decomposition of $\mathscr{A}$.

In what follows, our goal is to show that if $\{T(t): t \geqslant 0\}$ is a gradient-like semigroup relative to a disjoint family of isolated invariants $\Xi=\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$ and with a global attractor $\mathscr{A}$, then some reordering of $\Xi$ is a Morse decomposition of $\mathscr{A}$. The next result plays an important role in this process and its proof is straightforward.

Lemma 1.4.9. Let $\{T(t): t \geqslant 0\}$ be a semigroup with global attractor $\mathscr{A}$ and $\Xi \subset \mathscr{A}$ an isolated invariant set. Then $\Xi$ is a local attractor if and only if $W^{\mathrm{u}}(\Xi)=\Xi$.

Lemma 1.4.10. Let $\{T(t): t \geqslant 0\}$ be a gradient-like semigroup relative to a disjoint family of isolated invariants $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$. Then there exists $1 \leqslant k \leqslant n$ such that $\Xi_{k}$ is a local attractor for $\{T(t): t \geqslant 0\}$ in $X$.

Let $\{T(t): t \geqslant 0\}$ be a gradient-like semigroup relative to a disjoint family of isolated invariants $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$. If (after a possible reordering) $\Xi_{1}$ is a local attractor for $\{T(t): t \geqslant 0\}$ and

$$
\Xi_{1}^{*}=\left\{a \in \mathscr{A}: \omega(a) \cap \Xi_{1}=\varnothing\right\},
$$

then each $\Xi_{i}, i>1$ is contained in $\Xi_{1}^{*}$ and for each $a \in \mathscr{A} \backslash\left\{\Xi_{1} \cup \Xi_{1}^{*}\right\}$ and global solution $\phi: \mathbb{R} \rightarrow \mathscr{A}$ with $\phi(0)=a$ we have that

$$
\Xi_{1}^{*} \stackrel{t \rightarrow-\infty}{\longleftrightarrow} \phi_{j}(t) \xrightarrow{t \rightarrow \infty} \Xi_{1} .
$$

Considering the restriction $T_{1}(t)$ of $T(t)$ to $\Xi_{1,0}^{*} \doteq \Xi_{1}^{*}$ we have that $T_{1}(t)$ is a gradient-like semigroup $\Xi_{1}^{*}$ relative to the disjoint family of isolated invariants $\left\{\Xi_{2}, \cdots, \Xi_{n}\right\}$ and we can assume, without loss of generality, that $\Xi_{2}$ is a local attractor for $\left\{T_{1}(t): t \geqslant 0\right\}$ in $\Xi_{1}^{*}$. If $\Xi_{2,1}^{*}$ is the repeller associated with the isolated invariant set $\Xi_{2}$ of $\left\{T_{1}(t): t \geqslant 0\right\}$ in $\Xi_{1}^{*}$ we can proceed and consider the restriction $\left\{T_{2}(t): t \geqslant 0\right\}$ of the semigroup $\left\{T_{1}(t): t \geqslant 0\right\}$ to $\Xi_{2,1}^{*}$ and $\left\{T_{2}(t): t \geqslant 0\right\}$ is a gradient-like semigroup in $\Xi_{2,1}^{*}$ relative to the family of isolated invariants $\left\{\Xi_{3}, \cdots, \Xi_{n}\right\}$.

Proceeding with this reasoning, after a finite number of steps, we obtain a reordering of $\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$ in such a way that $\Xi_{j}$ is a local attractor for the restriction of $\{T(t): t \geqslant 0\}$ to $\Xi_{j, j-1}^{*}$ $\left(\Xi_{0,-1}^{*} \doteq \mathscr{A}\right)$.

With this construction, if a global solution $\xi: \mathbb{R} \rightarrow \mathscr{A}$ satisfies

$$
\begin{equation*}
\Xi_{\ell} \stackrel{t \rightarrow-\infty}{\rightleftarrows} \xi(t) \xrightarrow{t \rightarrow \infty} \Xi_{k} \tag{1.4.1}
\end{equation*}
$$

then $\ell \geqslant k$.
In order to see this, firstly we observe that if $\left(\Xi, \Xi^{*}\right)$ is an attractor-repeller pair, any global solution $\zeta: \mathbb{R} \rightarrow X$ with $\xi(0) \in \Xi^{*}$ satisfies $\xi(t) \in \Xi^{*}$ for all $t \in \mathbb{R}$. From the convergence of $\xi(\cdot)$ to $\Xi_{k}$, necessarily $\xi(0) \in \Xi_{k-1, k-2}^{*}$. But $\Xi_{k-1, k-2}^{*}$ in invariant and contains only the isolated invariants $\left\{\Xi_{k}, \Xi_{k+1}, \ldots, \Xi_{n}\right\}$. Thus it follows immediately that $\ell \geqslant k$.

We prove now that this reordering of $\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$ (which we denote the same way) is a Morse decomposition for $\mathscr{A}$ with a sequence carefully chosen $A_{0} \subset A_{1} \subset A_{2} \subset \ldots \subset A_{n}$ of local attractors.

Define $A_{0}=\varnothing, A_{1}=\Xi_{1}$ and for $j=2,3, \cdots, n$

$$
\begin{equation*}
A_{j}=A_{j-1} \cup W^{\mathrm{u}}\left(\Xi_{j}\right)=\cup_{i=1}^{j} W^{\mathrm{u}}\left(\Xi_{i}\right) \tag{1.4.2}
\end{equation*}
$$

It is clear that $A_{n}=\mathscr{A}$ and each $A_{j}$ is compact.

Theorem 1.4.11. Let $\{T(t): t \geqslant 0\}$ be a gradient-like semigroup relative to a disjoint family of isolated invariants $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$ reordered in such a way that $\Xi_{j}$ is a local attractor for the restriction of $\{T(t): t \geqslant 0\}$ to $\Xi_{j-1, j-2}^{*}$. Then $A_{j}$ defined in (1.4.2) is a local attractor for $\{T(t): t \geqslant 0\}$ in $X$,

$$
\Xi_{j}=A_{j} \cap A_{j-1}^{*}
$$

and $\Psi$ is a Morse decomposition of $\mathscr{A}$.

Proof: From Lemma 1.4.4 is sufficient to prove that $A_{j}=A_{j-1} \cup W^{\mathrm{u}}\left(\Xi_{j}\right)$ is a local attractor for $\{T(t): t \geqslant 0\}$ restricted to the global attractor $\mathscr{A}$.

Choose $d>0$ such that $\mathscr{O}_{d}\left(\cup_{i=1}^{j} W^{u}\left(\Xi_{i}\right)\right) \cap\left(\cup_{i=j+1}^{n} \Xi_{i}\right)=\varnothing$. If there exist $\delta<d$ and $\delta^{\prime}<\delta$ such that $\gamma^{+}\left(\mathscr{O}_{\delta^{\prime}}\left(A_{j}\right) \cap \mathscr{A}\right) \subset \mathscr{O}_{\delta}\left(A_{j}\right) \cap \mathscr{A}$, then $\omega\left(\mathscr{O}_{\delta^{\prime}}\left(A_{j}\right) \cap \mathscr{A}\right)$ attracts $\mathscr{O}_{\delta^{\prime}}\left(A_{j}\right) \cap \mathscr{A}$ and (since $\left.\omega\left(\mathscr{O}_{\delta^{\prime}}\left(A_{j}\right)\right) \cap \mathscr{A}\right)$ is invariant) is contained in $A_{j}$, proving that $A_{j}$ is a local attractor in $\mathscr{A}$. If this is not the case, there exist a sequence $\left\{x_{k}\right\}$ in $\mathscr{A} \backslash A_{j}$ with $d\left(x_{k}, A_{j}\right) \xrightarrow{k \rightarrow \infty} 0$, for each $x_{k}$ a global solution $\xi_{k}: \mathbb{R} \rightarrow \mathscr{A}$ through $x_{k}$ and a sequence $t_{k} \xrightarrow{k \rightarrow \infty} \infty$, such that $d\left(\xi_{k}(t), A_{j}\right) \leqslant \delta$ for all $t \in\left[0, t_{k}\right]$ and $d\left(\xi_{k}\left(t_{k}\right), A_{j}\right)=\delta$. In this way, we construct a global solution $\xi: \mathbb{R} \rightarrow \mathscr{A}$ such that $d\left(\xi(t), A_{j}\right) \leqslant \delta$ for all $t \leqslant 0$ and $d\left(\xi(0), A_{j}\right)=\delta$. This gives us a contradiction.

To prove that $\Xi_{j}=A_{j} \cap A_{j-1}^{*}$ note that $A_{j} \supset \bigcup_{i=1}^{j} \Xi_{i}$ (see (1.4.2)) and $A_{j-1}^{*}=\{z \in \mathscr{A}$ : $\left.\omega(z) \cap A_{j-1}=\varnothing\right\} \supset \bigcup_{i=j}^{n} \Xi_{i}$. Therefore, given $z \in A_{j} \cap A_{j-1}^{*}$ we have that a global solution $\xi: \mathbb{R} \rightarrow \mathscr{A}$ through $z$ must satisfy

$$
\Xi_{\ell} \stackrel{t \rightarrow-\infty}{\longleftrightarrow} \xi(t) \xrightarrow{t \rightarrow \infty} \Xi_{k} .
$$

with $k \leqslant \ell \leqslant j$ (from the fact that $z \in A_{j}$ ) and $j \leqslant k \leqslant \ell$ (from the fact that $z \in A_{j}^{*}$ ). This and from the fact that $\{T(t): t \geqslant 0\}$ is a gradient-like semigroup relative to the disjoint family of invariants $\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$, we obtain that $z \in \Xi_{j}$. Thus $A_{j} \cap A_{j-1}^{*} \subset \Xi_{j}$. The other inclusion is straightforward from the definition of $A_{j}$ and $A_{j-1}^{*}$.

Proposition 1.4.12. Let $\{T(t): t \geqslant 0\}$ be a gradient-like semigroup relative to the disjoint family of isolated invariants $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$ reordered in such a way that it is a Morse decomposition of $\mathscr{A}$. Then,

$$
\bigcap_{j=0}^{n}\left(A_{j} \cup A_{j}^{*}\right)=\bigcup_{j=1}^{n} \Xi_{j} .
$$

Proof: Clearly $\bigcup_{j=1}^{n} \Xi_{j} \subset \bigcap_{j=0}^{n}\left(A_{j} \cup A_{j}^{*}\right)$. Now, let $z \in \bigcap_{j=0}^{n}\left(A_{j} \cup A_{j}^{*}\right)$ and $k \in\{1, \cdots, n\}$ such that $z \in A_{j}, k \leqslant j \leqslant n$, and $z \in A_{j}^{*}, 1 \leqslant j \leqslant k-1$. It follows from Theorem 1.4.11that $z \in A_{k} \cap A_{k-1}^{*}=$ $\Xi_{k}$. This completes the proof.

### 1.4.2 Lyapunov functions and stability for gradient semigroups

Inspired in the work of Conley (see [16, 44]) we state the equivalence between gradient semigroups and gradient-like semigroups relative to a disjoint family of isolated invariants $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$. The gradient-like semigroups relative to $\Psi$ were presented in Definition
1.3.3 and now we present the gradient semigroups relative to $\Psi$.

Definition 1.4.13. We say that a semigroup $\{T(t): t \geqslant 0\}$ with a global attractor $\mathscr{A}$ and $a$ disjoint family of isolated invariants $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$ is a gradient semigroup relative to $\Psi$ if there exists a continuous function $V: X \rightarrow \mathbb{R}$ such that $[0, \infty) \ni t \mapsto V(T(t) x) \in \mathbb{R}$ is decreasing for each $x \in X, V$ is constant in $\Xi_{i}$ for each $1 \leqslant i \leqslant n$, and $V(T(t) x)=V(x)$ for all $t \geqslant 0$ if and only if $x \in \bigcup_{i=1}^{n} \Xi_{i}$. A function $V$ with such properties is called $a$ Lyapunov function for $\{T(t): t \geqslant 0\}$.

We have the following equivalence between generalized gradient semigroups and generalized gradient-like semigroups.

Theorem 1.4.14. Let $\{T(t): t \geqslant 0\}$ be a semigroup with a global attractor $\mathscr{A}$ and a disjoint family os isolated invariants $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$. Then $\{T(t): t \geqslant 0\}$ is a gradient semigroup relative to $\Psi$ if and only if it is a gradient-like semigroup relative to $\Psi$. Moreover, the Lyapunov function $V: X \rightarrow \mathbb{R}$ of a gradient-like semigroup relative to $\Psi$ can be chosen such that $V\left(\Xi_{m}\right)=$ $m-1, m=1, \cdots, n$.

The equivalence between gradient semigroups and gradient-like semigroups relative to a disjoint family of isolated invariants along with Theorem 1.3.14, prove that the gradient semigroups relative to a disjoint family of isolated invariants are stable under certain perturbations; that is:

Theorem 1.4.15. Let $\left\{T_{\eta}(t): t \in \mathbb{T}^{+}\right\}, \eta \in[0,1]$, be a continuous and collective asymptotically compact family of semigroups at $\eta=0$. Assume that
(a) $\left\{T_{\eta}(t): t \geqslant 0\right\}$ has a global attractor $\mathscr{A}_{\eta}$ for each $\eta \in[0,1]$ and $\cup_{\eta \in[0,1]} \mathscr{A}_{\eta}$ is bounded.
(b) There exists $n \in \mathbb{N}$ such that $\mathscr{A}_{\eta}$ has $n$ isolated invariant sets $\Xi_{\eta}=\left\{\Xi_{1, \eta}^{*}, \cdots, \Xi_{n, \eta}^{*}\right\}$ for all $\eta \in[0,1]$ and $\sup _{1 \leqslant i \leqslant n}\left[\mathrm{~d}_{H}\left(\Xi_{i, \eta}^{*}, \Xi_{i, 0}^{*}\right)+\mathrm{d}_{H}\left(\Xi_{i, 0}^{*}, \Xi_{i, \eta}^{*}\right)\right] \xrightarrow{\eta \rightarrow 0} 0$.
(c) $\left\{T_{0}(t): t \geqslant 0\right\}$ is a gradient semigroup relative to $\Xi_{0}$.

Then there exists $\eta_{0}>0$ such that, for all $\eta \leqslant \eta_{0},\left\{T_{\eta}(t): t \in \mathbb{T}^{+}\right\}$is a gradient semigroup relative to $\Xi_{\eta}$.

### 1.5 Exponential global attractors

In this section, we will consider a class of semigroups $\{T(t): t \geqslant 0\}$ with a global attractor $\mathscr{A}$ and a disjoint family of isolated invariants $\Xi=\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$. If the unstable sets of these isolated invariants have the property of exponential local attraction and a Lipschitz condition (uniform in bounded sets and exponential growth in $t$ ), then the global attractor $\mathscr{A}$ exponentially attracts bounded sets of $X$. The results presented here extend the results in [2] for gradient semigroups and they can be found in [9].

In [2] the authors consider a $C^{1+\mu}$ gradient semigroup with global attractor $\mathscr{A}$ for which the set of equilibrium points $\mathscr{E}$ is composed only by hyperbolic equilibrium points (therefore, a finite set). For this semigroup, they prove that $\mathscr{A}$ attracts compact subsets exponentially (see Section 5.7 and Remark 7.11 in [2]).

In what follows, we extend the results of [2] in a broad perspective since we do not assume that the isolated invariant are equilibrium points and not even assume hyperbolicity.

### 1.5.1 Gradient-like semigroups with exponential global attractors

The next result is a simple consequence of the definition of gradient semigroups relative to a disjoint family of isolated invariants were firstly proven in [9].

Lemma 1.5.1. Let $\left\{T(t): t \in \mathbb{T}^{+}\right\}$be a gradient semigroup relative to the disjoint family of isolated invariants $\Xi=\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$. If $V: X \rightarrow \mathbb{R}$ is the associated Lyapunov function, $\Xi \in \Xi$ and $V(\Xi)$ is not a minimum value for $V$ in any neighborhood of $\Xi$, then there exists a global solution $\xi: \mathbb{T} \rightarrow X$ such that $\xi(\mathbb{T}) \not \subset \Xi$ and $\xi(t) \in W^{u}(\Xi)$ for all $t \in \mathbb{T}$.

The two following lemmas are natural extensions of Lemmas 1.3.7 and 1.3.8 for gradientlike semigroups relative to a disjoint family of isolated invariants.

Lemma 1.5.2. Let $\left\{T(t): t \in \mathbb{T}^{+}\right\}$be a gradient-like semigroup relative to a disjoint family of isolated invariants $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$.

Given $\Xi \in \Psi$ and $\epsilon>0$, there exists $\delta>0$ such that, if $v \in \mathscr{O}_{\delta}(\Xi)$ and for some $t_{1}>0, T\left(t_{1}\right) \nu \notin$ $\mathscr{O}_{\epsilon}(\Xi)$, then $T(t) v \notin \mathscr{O}_{\delta}(\Xi)$ for all $t \geqslant t_{1}$.

Proof: Assume that there exist an $\epsilon>0$, a sequence $\left\{\nu_{k}\right\}$ in $X$ with $\nu_{k} \xrightarrow{n \rightarrow \infty} \Xi$, sequences $\left\{\tau_{k}\right\}$ and $\left\{t_{k}\right\}$ in $\mathbb{T}^{+}$with $\tau_{k}>t_{k}>0, \operatorname{dist}\left(T\left(\tau_{k}\right) v_{k}, \Xi\right) \xrightarrow{k \rightarrow \infty} 0$ and $\operatorname{dist}\left(T\left(t_{k}\right) v_{k}, \Xi\right) \geqslant \epsilon$. Then $\Xi$ is
chain recurrent in $\Psi$, which is a contradiction.

Lemma 1.5.3. Let $\left\{T(t): t \in \mathbb{T}^{+}\right\}$be a gradient-like semigroup relative to a disjoint family of isolated invariants $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$. If $B$ is a bounded subset of $X$, given $\epsilon>0$ there exists $t_{0} \in \mathbb{T}^{+}$such that

$$
\left\{T(t) x: t \in 0 \leqslant t \leqslant t_{0}\right\} \cap \mathscr{O}_{\epsilon}\left(\cup_{i=1}^{n} \Xi\right) \neq \varnothing \text {, for all } x \in B .
$$

Proof: Assume that there exist sequences $\left\{x_{k}\right\} \subset B, t_{k} \xrightarrow{k \rightarrow \infty} \infty$ such that $\left\{T(s) x_{k}: 0 \leqslant s \leqslant\right.$ $\left.t_{k}\right\} \cap \mathscr{O}_{\epsilon}\left(\bigcup_{i=1}^{n} \Xi\right)=\varnothing$.

Choose $\tau_{k} \doteq$ the largest integer less than or equal $\frac{t_{k}}{2}$. Then there exists a subsequence of $\left\{T\left(\tau_{k}\right) x_{k}\right\}$ (which we will denote the same way) convergent to a certain $x_{0} \in X$. It is easy to see that $\left\{T(t) x_{0}: t \in \mathbb{T}^{+}\right\} \cap \mathscr{O}_{\epsilon}\left(\bigcup_{i=1}^{n} \Xi\right)=\varnothing$ and this contradicts the fact that $\bigcup_{i=1}^{n} \Xi$ attracts points.

Definition 1.5.4. Let $\left\{T(t): t \in \mathbb{T}^{+}\right\}$be a gradient-like semigroup relative to the disjoint family of isolated invariants $\Xi=\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$. We say that a local unstable set of $\Xi \in \Psi$ is exponentially attracting if there exist positive constants $C_{0}, \varrho_{0}$ and $\delta_{0}$ such that

$$
\begin{equation*}
\operatorname{dist}\left(T(t) u_{0}, W_{\operatorname{loc}}^{u}(\Xi)\right) \leqslant C_{0} e^{-\varrho_{0} t} \tag{1.5.1}
\end{equation*}
$$

when $u_{0} \in \mathscr{O}_{\delta_{0}}(\Xi), t \in \mathbb{T}^{+}$and $\left\{T(s) u_{0}: 0 \leqslant s \leqslant t\right\} \subset \mathscr{O}_{\delta_{0}}(\Xi)$.

Theorem 1.5.5. Let $\left\{T(t): t \in \mathbb{T}^{+}\right\}$be a gradient-like semigroup relative to the disjoint family of isolated invariants $\Psi=\left\{\Xi_{1}, \ldots, \Xi_{p}\right\}$ and with a global attractor $\mathcal{A}$. Let $V$ be a closed, bounded and positively invariant neighborhood of $\mathscr{A}$ and assume that the restriction $\left.T(t)\right|_{V}$ of $T(t)$ to $V$ is a Lipschitz continuous function with Lipschitz constant ce ${ }^{L t}(L>0)$, for each $t \in \mathbb{T}^{+}$. Assume that each set $\Xi \in \Psi$ has an exponentially attracting unstable set.

Then, there exist a constant $\tilde{\gamma}>0$ and, for each $v \in V$, a function $\mathbb{T}^{+} \ni t \mapsto \tilde{u}(t) \in \mathscr{A}$ and $a$ constant $\tilde{c}>0$, such that

$$
\begin{equation*}
d(T(t) v, \tilde{u}(t)) \leqslant \tilde{c} e^{-\tilde{\gamma} t}, t \in \mathbb{T}^{+} . \tag{1.5.2}
\end{equation*}
$$

Furthermore, the constant $\tilde{c}$ can be chosen independently of $v$ in bounded sets of $X$ and, consequently, for each $B \subset X$ bounded there exists a $c(B)>0$ such that

$$
\begin{equation*}
\mathrm{d}_{H}(T(t) B, \mathscr{A}) \leqslant c(B) e^{-\tilde{\gamma} t}, t \in \mathbb{T}^{+} . \tag{1.5.3}
\end{equation*}
$$

Proof: We know that

$$
\begin{equation*}
d\left(T(t) w_{1}, T(t) w_{2}\right) \leqslant c e^{L t} d\left(w_{1}, w_{2}\right), \quad \forall w_{1}, w_{2} \in V, t \in \mathbb{T}^{+} . \tag{1.5.4}
\end{equation*}
$$

Choose $\delta, \gamma>0$ and $c>0$, such that

$$
\begin{equation*}
d\left(T(t) w, W_{l o c}^{u}\left(\Xi_{j}\right)\right) \leqslant c e^{-\gamma t} \text { for all } j=1, \ldots, p \tag{1.5.5}
\end{equation*}
$$

when $t \in \mathbb{T}^{+} \mathrm{e}\{T(s) w: 0 \leqslant s \leqslant t\} \subset \mathscr{O}_{\delta}\left(\Xi_{j}\right)$.
From Lemma 1.5.2, choose $\delta^{\prime}<\delta$ such that, if $v \in \mathscr{O}_{\delta^{\prime}}\left(\Xi_{j}\right)$, and for some $t_{1} \in \mathbb{T}^{+}$,

$$
T\left(t_{1}\right) v \notin \mathscr{O}_{\delta}\left(\Xi_{j}\right)
$$

then

$$
T(t) v \notin \mathscr{O}_{\delta^{\prime}}\left(\Xi_{j}\right), \text { for all } t \geqslant t_{1} .
$$

Now, from Lemma 1.5.3, there exists $t_{0} \in \mathbb{T}^{+}$such that, for all $v \in V$

$$
\left\{T(t) v: 0 \leqslant t \leqslant t_{0}\right\} \cap \bigcup_{j=1}^{p} \mathscr{O}_{\delta^{\prime}}\left(\Xi_{j}\right) \neq \varnothing .
$$

Therefore, given $v \in V$, there exist sequences $\left\{t_{i(j)}^{-}\right\}_{j=1}^{m},\left\{t_{i(j)}^{+}\right\}_{j=1}^{m}$ and $\left\{\Xi_{i(j)}\right\}_{j=1}^{m}$ such that $i(j) \in\{1, \ldots, p\}, 1 \leqslant j \leqslant m \leqslant p$,

$$
t_{i(1)}^{-} \leqslant t_{0}, \quad 0<t_{i(j)}^{-}-t_{i(j-1)}^{+} \leqslant t_{0}, 2 \leqslant j \leqslant m, \quad t_{i(m)}^{+}=+\infty,
$$

$T(t) \nu \in \mathscr{O}_{\delta}\left(\Xi_{i(j)}\right)$ for all $t_{i(j)}^{-} \leqslant t<t_{i(j)}^{+}, T\left(t_{i(j)}^{+}\right) v \notin \mathscr{O}_{\delta}\left(\Xi_{i(j)}\right)$ and $j \in\{1, \ldots, m\}$.
Given $v \in V$, the positive orbit of $v$ visits neighborhoods of the invariant sets belonging to $\Psi$. We reorder and rename this sets $\Xi_{1}, \ldots, \Xi_{m}, m \leqslant p$, using the order in which the $\delta^{\prime}$ neighborhood of them is visited by the orbit of $\nu$.

Now choose a point $y_{1} \in \Xi_{1}$ and for each $t_{j}^{-} \leqslant t \leqslant t_{j}^{+}$choose $\psi(t)$ such that

$$
\operatorname{dist}\left(T(t) v, \overline{W_{\mathrm{loc}}^{\mathrm{u}}\left(\Xi_{j}\right)}\right)=d(T(t) v, \psi(t)), \quad 1 \leqslant j \leqslant m
$$

Define $\tilde{u}: \mathbb{T}^{+} \rightarrow \mathscr{A}$ by

$$
\tilde{u}(t)=\left\{\begin{array}{l}
y_{1}, 0 \leqslant t<t_{1}^{-} \\
\psi(t), t_{1}^{-} \leqslant t \leqslant t_{1}^{+} \\
T\left(t-t_{j-1}^{+}\right) \tilde{u}\left(t_{j-1}^{+}\right), t_{j-1}^{+} \leqslant t \leqslant \kappa_{j}^{0}, 2 \leqslant j \leqslant n \\
\psi(t), \kappa_{j}^{0}<t \leqslant t_{j}^{+}, 2 \leqslant j \leqslant n
\end{array}\right.
$$

where $k_{j}^{0} \in\left(t_{j}^{-}, t_{j}^{+}\right]$is given by

$$
\begin{equation*}
\gamma_{1}:=\gamma, \quad \gamma_{j}=\frac{\gamma_{j-1}^{2}}{L+2 \gamma_{j-1}} \quad \text { e } \quad \kappa_{j}^{0}=\min \left\{\frac{L+2 \gamma_{j-1}}{L+\gamma_{j-1}} t_{j}^{-}, t_{j}^{+}\right\}, \quad j=2, \ldots, m \tag{1.5.6}
\end{equation*}
$$

By hypothesis we have that

$$
\begin{aligned}
& d(T(t) v, \tilde{u}(t)) \leqslant \sup _{v \in V} d\left(v, y_{1}\right) e^{\gamma t_{0}} e^{-\gamma t} \doteq \tilde{c}_{1} e^{-\gamma t}, 0 \leqslant t<t_{1}^{-} \\
& d(T(t) v, \tilde{u}(t)) \leqslant c e^{-\gamma\left(t-t_{1}^{-}\right)} \leqslant c e^{\gamma t_{0}} e^{-\gamma t} \doteq \hat{c}_{1} e^{-\gamma t}, t_{1}^{-} \leqslant t \leqslant t_{1}^{+}
\end{aligned}
$$

Let $c_{1}=\max \left\{\tilde{c}_{1}, \hat{c}_{1}\right\}$. We show that, for each $j=2, \ldots, m$, the following statement is true

$$
\begin{aligned}
& \text { if (i) } d(T(t) v, \tilde{u}(t)) \leqslant c_{j-1} e^{-\gamma_{j-1} t}, t_{j-2}^{+} \leqslant t<t_{j-1}^{+} \text {with some } c_{j-1}>0 \\
& \text { then(ii) } d(T(t) v, \tilde{u}(t)) \leqslant c_{j} e^{-\gamma_{j} t}, t_{j-1}^{+} \leqslant t<t_{j}^{+} \text {with some } c_{j}>0
\end{aligned}
$$

Firstly note that, by hypothesis, if $t_{j-1}^{+} \leqslant t \leqslant \kappa_{j}^{0}$,

$$
\begin{align*}
d(T(t) v, \tilde{u}(t)) & \leqslant c e^{L\left(t-t_{j-1}^{+}\right)} d\left(T\left(t_{j-1}^{+}\right) v, \tilde{u}\left(t_{j-1}^{+}\right)\right) \\
& \stackrel{(\mathrm{i})}{\leqslant} c c_{j-1} e^{L\left(t-t_{j-1}^{+}\right)-\gamma_{j-1} t_{j-1}^{+}}  \tag{1.5.7}\\
& \leqslant c c_{j-1} e^{(L+\gamma) t_{0}} e^{L\left(t-t_{j}^{-}\right)-\gamma_{j-1} t_{j}^{-}}
\end{align*}
$$

and for $\kappa_{j}^{0} \leqslant t \leqslant t_{j}^{+}$,

$$
\begin{equation*}
d(T(t) v, \psi(t)) \leqslant c e^{-\gamma\left(t-t_{j}^{-}\right)} \leqslant c e^{-\gamma_{j-1}\left(t-t_{j}^{-}\right)} \tag{1.5.8}
\end{equation*}
$$

Taking a closer look at (1.5.7) and (1.5.8) we can note that, if $t_{j}^{-}<\kappa_{j}^{0}<t_{j}^{+}$, we have that

$$
\begin{equation*}
L\left(\kappa_{j}^{0}-t_{j}^{-}\right)-\gamma_{j-1} t_{j}^{-}=-\gamma_{j-1}\left(\kappa_{j}^{0}-t_{j}^{-}\right)=-\gamma_{j} \kappa_{j}^{0} \tag{1.5.9}
\end{equation*}
$$
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Indeed, we claim that

$$
\begin{gather*}
L\left(t-t_{j}^{-}\right)-\gamma_{j-1} t_{j}^{-} \leqslant-\gamma_{j} t, \quad t_{j}^{-} \leqslant t \leqslant \kappa_{j}^{0} .  \tag{1.5.10}\\
-\gamma_{j-1}\left(t-t_{j}^{-}\right) \leqslant-\gamma_{j} t, \quad \kappa_{j}^{0}<t \leqslant t_{j}^{+} . \tag{1.5.11}
\end{gather*}
$$

Now we are ready to complete the estimate. From (1.5.7) and (1.5.10) we obtain that, for $t_{j}^{-} \leqslant t \leqslant \kappa_{j}^{0}$

$$
d(T(t) v, \tilde{u}(t)) \leqslant c c_{j-1} e^{(L+\gamma) t_{0}} e^{-\gamma_{j} t}
$$

while (1.5.8) and (1.5.11) ensure that, for $\kappa_{j}^{0}<t \leqslant t_{j}^{+}$,

$$
d(T(t) v, \tilde{u}(t)) \leqslant c e^{-\gamma_{j-1}\left(t-t_{j}^{-}\right)} \leqslant c e^{-\gamma_{j} t}
$$

[^1]From (1.5.7), for $t_{j-1}^{+} \leqslant t \leqslant t_{j}^{-}$,

$$
\begin{equation*}
d(T(t) v, \tilde{u}(t)) \leqslant c c_{j-1} e^{L\left(t-t_{j-1}^{+}\right)-\gamma_{j-1}\left(t_{j-1}^{+}-t+t\right)} \leqslant c c_{j-1} e^{(L+\gamma) t_{0}} e^{-\gamma_{j} t} \tag{1.5.12}
\end{equation*}
$$

and (ii) holds with

$$
c_{j}=\max \left\{c, c c_{j-1} e^{(L+\gamma) t_{0}}\right\}
$$

and completes the proof.

## Chapter

## Evolution processes

Let $X$ be a metric space and $\mathrm{d}(\cdot, \cdot): X \times X \rightarrow[0, \infty)$ its metric. Recall that $\mathbb{T}$ denotes $\mathbb{R}$ or $\mathbb{Z}\left(\mathbb{T}_{t}^{+}=\{s \in \mathbb{T}: s \geq t\}\right.$, $\left.\mathbb{T}_{t}^{-}=\{s \in \mathbb{T}: s \leq t\}\right), \mathscr{C}(X)$ denotes the set of continuous maps from $X$ into itself and $\mathscr{P}=\left\{(t, s) \in \mathbb{T}^{2}: t \geqslant s\right\}$. An evolution process in $X$ is a family of maps $\{S(t, s):(t, s) \in \mathscr{P}\}$ in $\mathscr{C}(X)$ with the following properties

1. $S(t, t)=I$, for all $t \in \mathbb{T}$,
2. $S(t, s)=S(t, \tau) S(\tau, s)$, for all $t \geqslant \tau \geqslant s$,
3. $\mathscr{P} \times X \ni(t, s, x) \mapsto S(t, s) x \in X$ is continuous.

If $X$ is a normed vector space and $S(t, s)$ is linear for each $(t, s) \in \mathscr{P}$ we say that $\{S(t, s): t \geqslant$ $s \in \mathbb{T}\}$ is a linear evolution process. This chapter is done following basically [6] and the reader can also check [7] for more details.

### 2.1 Pullback attractors

In this section we present the notion of pullback attractors, the notions necessary to present this concept and its relation to the global attractors of semigroups. For an evolution process $\{S(t, s):(t, s) \in \mathscr{P}\}$ and a subset $B \subset X$, we define:
(a) For each $(t, s) \in \mathscr{P}$, the image of $B$ under $S(t, s)$,

$$
S(t, s) B \doteq\{S(t, s) b: b \in B\} .
$$

(b) The orbit of $B$ starting at time $s \in \mathbb{T}$

$$
\gamma^{s}(B) \doteq \bigcup_{t \geqslant s} S(t, s) B
$$

(c) The pullback orbit of $B$ at time $t \in \mathbb{T}$,

$$
\gamma_{p}(B, t) \doteq \bigcup_{s \leqslant t} S(t, s) B
$$

Definition 2.1.1. Let $\{S(t, s):(t, s) \in \mathscr{P}\}$ be an evolution process. Given $t \in \mathbb{T}$, we say that a set $B(t) \subset X$ pullback attracts (pullback absorbs) bounded subsets of $X$ at time $t$ under the action of $\{S(t, s):(t, s) \in \mathscr{P}\}$ if

$$
\lim _{s \rightarrow-\infty} \operatorname{dist}_{H}(S(t, s) D, B(t))=0 \quad(\exists T=T(t, D) \leqslant t \text { such that } S(t, s) D \subset B(t), \forall s \leqslant T)
$$

for each bounded subset $D$ of $X$. A family $\{B(t): t \in \mathbb{T}\}$ pullback attracts (pullback absorbs) bounded subsets of $X$ under the action of $\{S(t, s):(t, s) \in \mathscr{P}\}$ if $B(t)$ pullback attracts (pullback absorbs) bounded subsets of $X$ at time $t$ under the action of $\{S(t, s):(t, s) \in \mathscr{P}\}$, for each $t \in \mathbb{T}$.

If the exists a family $\{B(t): t \in \mathbb{R}\}$ of bounded subsets which pullback attracts (pullback absorbs) bounded subsets of $X$ we say that $\{S(t, s):(t, s) \in \mathscr{P}\}$ is pullback bounded dissipative.

Remark 2.1.2. In this definition, the final time is fixed while the initial time goes to $-\infty$. Note that this is not the same that go back in time. The evolution is always until the future instant $t$ starting at an initial time s going to $-\infty$.

Note that, if a set pullback absorbs bounded sets at time $t$ then it pullback attracts bounded sets at time $t$.

Definition 2.1.3. Let $\{B(t): t \in \mathbb{R}\}$ a family of subsets of $X$. We say that this family is invariant under the evolution process $\{S(t, s):(t, s) \in \mathscr{P}\}$ if

$$
S(t, s) B(s)=B(t), \text { for all }(t, s) \in \mathscr{P}
$$

Definition 2.1.4. Let $\{S(t, s):(t, s) \in \mathscr{P}\}$ be an evolution process in a metric space $X$. We say that a family $\{\mathscr{A}(t): t \in \mathbb{R}\}$ of compact subsets of $X$ is a pullback attractor for $\{S(t, s):(t, s) \in \mathscr{P}\}$ if it is invariant, pullback attracts bounded sets of $X$ and is the family of closed sets which is minimal with the property of pullback bounded dissipation; that is, if another family $\{C(t)$ : $t \in \mathbb{R}\}$ of closed sets pullback attracts bounded subsets of $X$, then $A(t) \subseteq C(t)$, for all $t \in \mathbb{R}$.

## Remark 2.1.5.

1. We remark that the requirement of minimality in Definition 2.1.4 is additional relative to the theory of global attractors for semigroups. This requirement is essential to ensure the uniqueness of pullback attractors. The addition of the requirement is related to the weakening of the invariance property imposed by the non-autonomous nature of the evolution processes along with the possibility of the pullback attractor being unbounded at $-\infty$; that is, we allow that $\cup_{s \leqslant t} \mathcal{A}(s)$ is unbounded for all $t \in \mathbb{R}$. If $\{T(t): t \geqslant 0\}$ and $\{T(t-s):(t, s) \in \mathscr{P}\}$ is the associated non-autonomous evolution process, there might be a family $\{\mathscr{A}(t): t \in \mathbb{T}\}$ of compact invariant sets which pullback attracts bounded subsets of $X$ and it is not minimal. In fact, if $T(t-s)=e^{-(t-s)} x_{0}, x_{0} \in \mathbb{T},(t, s) \in \mathscr{P}$, the family $\left\{\left[-e^{-t}, e^{-t}\right]: t \in \mathbb{T}\right\}$ is invariant, $\left[-e^{-t}, e^{-t}\right]$ is compact and pullback attracts bounded subsets of $\mathbb{T}$ at time $t$ for each $t \in \mathbb{T}$.
2. The requirement of minimality in Definition 2.1.4 may be eliminated if we ask that $\cup_{s \leqslant t} \mathcal{A}(s)$ is bounded for all $t \in \mathbb{T}$.

Definition 2.1.6. We say that a solution $\xi: \mathbb{T} \rightarrow X$ of an evolution process $\{S(t, s):(t, s) \in \mathscr{P}\}$ is bounded backwards if there exists $\tau \in \mathbb{T}$ such that the set $\{\xi(t): t \leqslant \tau\}$ is bounded.

## Remark 2.1.7.

1. It is not hard to see that if an evolution process $\{S(t, s):(t, s) \in \mathscr{P}\}$ has a pullback attractor $\{\mathscr{A}(t): t \in\}$ and $\xi: \mathbb{T} \rightarrow X$ is a bounded backwards solutions, then $\xi(t) \in \mathscr{A}(t)$ for all $t \in \mathbb{T}$.
2. Also, if $\{\mathscr{A}(t): t \in \mathbb{T}\}$ is a pullback attractor for the evolution process $\{S(t, s):(t, s) \in \mathscr{P}\}$
and $\bigcup_{s \leqslant t} \mathscr{A}(s)$ is bounded for all $t \in \mathbb{R}$, then $\mathscr{A}(t)$ is given by

$$
\begin{align*}
& \mathscr{A}(t)=\{\xi(t) \mid \xi: \mathbb{T} \rightarrow X \text { is a global solution }  \tag{2.1.1}\\
& \quad \text { bounded backwards for }\{S(t, s):(t, s) \in \mathscr{P}\}\}, \forall t \in \mathbb{T} .
\end{align*}
$$

The next result relates the pullback attractors of autonomous evolution processes and global attractors for semigroups. This result shows that the concept of pullback attractor extends, in a natural way, the concept of global attractors for semigroups to the evolution processes.

Theorem 2.1.8. If $\{T(t): t \geqslant 0\}$ is a semigroup and $S(t, s)=T(t-s),(t, s) \in \mathscr{P}$ is the associated evolution process then $\{T(t): t \geqslant 0\}$ has a global attractor $\mathscr{A}$ if and only if $\{S(t, s):(t, s) \in \mathscr{P}\}$ has a pullback attractor $\{\mathscr{A}(t): t \in \mathbb{T}\}$. In any one of the cases $\mathscr{A}(t)=\mathscr{A}$ for all $t \in \mathbb{T}$.

### 2.2 Existence of pullback attractors

As in the autonomous case, the notion of $\omega$-limit will play an important role in the theory of pullback attractors for evolution processes. Recall that $\mathbb{T}_{t}^{-}=\{s \in \mathbb{T}, s \leqslant t\}$.

Definition 2.2.1. Let $\{S(t, s):(t, s) \in \mathscr{P}\}$ be an evolution process in a metric space $X$ and $B$ a subset of $X$. The pullback $\omega$-limit of $B$ is defined by

$$
\omega(B, t) \doteq \bigcap_{\sigma \leqslant t} \overline{\bigcup_{s \leqslant \sigma} S(t, s) B}
$$

For each subset $B$ of $X$, we have that

$$
\begin{align*}
\omega(B, t)=\{y \in X: & \text { there exist sequences }\left\{s_{k}\right\}_{k \in \mathbb{N}} \text { in } \mathbb{T}_{t}^{-}, s_{k} \xrightarrow{k \rightarrow \infty}-\infty \\
& \text { and } \left.\left\{x_{k}\right\}_{k \in \mathbb{N}} \text { in } B, \text { such that } y=\lim _{k \rightarrow \infty} S\left(t, s_{k}\right) x_{k}\right\} . \tag{2.2.1}
\end{align*}
$$

Clearly, if $\{S(t): t \geqslant 0\}$ is a semigroup and $S(t, s)=S(t-s),(t, s) \in \mathscr{P}$ we have that $\omega(B, t) \doteq$ $\bigcap_{s \geqslant 0} \overline{\bigcup_{r \geqslant s} S(r) B}$ is independent of $t$ and coincides with the definition of the $\omega$-limit $\omega(B)$ of $B$ for semigroups (see [17, 46, 25]).

The result about the existence of pullback attractors is a generalization of an analogous result to autonomous processes (see [2, 17, 25, 42, 46]):

Theorem 2.2.2. Let $\{S(t, s):(t, s) \in \mathscr{P}\}$ be an evolution process in a metric space $X$. Then, the following statements are equivalent
(a) $\{S(t, s):(t, s) \in \mathscr{P}\}$ has a pullback attractor $\{\mathscr{A}(t): t \in \mathbb{T}\}$.
(b) There exists a family of compact sets $\{K(t): t \in \mathbb{T}\}$ which pullback attracts bounded subsets of $X$ under the action of $\{S(t, s):(t, s) \in \mathscr{P}\}$.

In any of the cases

$$
\begin{equation*}
\mathscr{A}(t)=\overline{\bigcup\{\omega(B, t): B \subset X, B \text { bounded }\}} . \tag{2.2.2}
\end{equation*}
$$

### 2.3 Gradient-like evolution processes

### 2.3.1 Definition and main properties

In this section we extend the concept of gradient-like semigroups to evolution processes. Note that a process will not, in general, possess any equilibrium point. Hence, a generalization of the concept of gradient-like semigroups to processes will require a structure that replaces the role that an equilibrium has for a gradient-like semigroup. Those structures are the isolated invariant families which we define next inspired by the definition of isolated invariant sets given in Definition 1.3.1,

Definition 2.3.1. Let $\Xi \doteq\{\Xi(t): t \in \mathbb{T}\}$ be an invariant family for the evolution process $\{S(t, s)$ : $(t, s) \in \mathscr{P}\}$. The family $\Xi$ is called isolated if there exists $a \delta>0$ such that any global solution $\xi(\cdot)$ with $\xi(t) \in \mathscr{O}_{\delta}(\Xi(t))$ for all $t \in \mathbb{T}$ must be in $\Xi(\cdot)$, i.e. $\xi(t) \in \Xi(t)$ for all $t \in \mathbb{T}$. A collection $\Psi=$ $\left\{\Xi_{1}, \cdots \Xi_{\mathfrak{p}}\right\}$ of isolated invariant sets is said a disjoint collection of isolated invariant families if each $\Xi_{i}^{*}$ is an isolated invariant family and there exists a $\delta^{*}>0$ such that for every $t \in \mathbb{R}$

$$
\mathscr{O}_{\delta^{*}}\left(\Xi_{i}(t)\right) \cap \mathscr{O}_{\delta^{*}}\left(\Xi_{j}(t)\right)=\varnothing \quad \text { for all } \quad i \neq j
$$

Remark 2.3.2. Let $X$ be a Banach space, $\{S(t): t \geqslant 0\}$ be a nonlinear semigroup on $X,\{S(t, s)$ : $\left.S(t, s)=S(t-s),(t, s) \in \mathscr{P}_{\mathbb{R}}\right\}$ be the associated nonlinear evolution process. If $J$ is an isolated invariant set for $\{S(t): t \geqslant 0\}$, then $\mathscr{J}=\{J(t) \subset X: J(t)=J, t \in \mathbb{R}\}$ is an isolated invariant family for $\left\{S(t, s):(t, s) \in \mathscr{P}_{\mathbb{R}}\right\}$.

Definition 2.3.3. Let $\left\{S(t, s):(t, s) \in \mathscr{P}_{\mathbb{R}}\right\}$ be an evolution process and let $\Psi=\left\{\Xi_{1}, \cdots \Xi_{\mathfrak{p}}\right\}$ be a disjoint collection of isolated invariant families in the pullback attractor $\{\mathscr{A}(t): t \in \mathbb{R}\} . A$ homoclinic structure in $\Psi$ is a non-trivial set of orbits between elements of $\Psi$ that form a cycle: a nonempty set of global solutions $\left\{\xi_{i}: \mathbb{R} \rightarrow X\right\}_{i=1}^{k}$ such that

$$
\lim _{t \rightarrow-\infty} \operatorname{dist}\left(\xi_{i}(t), \Xi_{\ell_{i}}(t)\right)=0 \quad \text { and } \quad \lim _{t \rightarrow+\infty} \operatorname{dist}\left(\xi_{i}(t), \Xi_{\ell_{i+1}}\right)=0, \quad 1 \leq i \leq k
$$

where $\Xi_{\ell_{i}}(\cdot) \in \Psi$ and $\Xi_{\ell_{k+1}}(\cdot)=\Xi_{\ell_{1}}(\cdot)$.

Definition 2.3.4. Let $X$ be a Banach space and $\left\{S(t, s):(t, s) \in \mathscr{P}_{\mathbb{R}}\right\}$ be an evolution process in $X$ which has a pullback attractor $\{\mathscr{A}(t): t \in \mathbb{R}\}$. We say that $\left\{S(t, s):(t, s) \in \mathscr{P}_{\mathbb{R}}\right\}$ is a generalized gradient-like process if the following two hypotheses are satisfied:
(H1) There is a finite set $\Psi=\left\{\Xi_{i}: \mathbb{R} \rightarrow X: 1 \leqslant i \leqslant \mathfrak{p}\right\}$ of isolated invariant families in $\{\mathscr{A}(t)$ : $t \in \mathbb{R}\}$ with the property that any global solution $\xi: \mathbb{R} \rightarrow X$ in $\{\mathscr{A}(t): t \in \mathbb{R}\}$ satisfies

$$
\lim _{t \rightarrow-\infty} \operatorname{dist}\left(\xi(t), \Xi_{i}(t)\right)=0 \text { and } \lim _{t \rightarrow \infty} \operatorname{dist}\left(\xi(t), \Xi_{j}(t)\right)=0
$$

for some $1 \leqslant i, j \leqslant \mathfrak{p}$.
(H2) $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{\mathfrak{p}}\right\}$ does not contain any homoclinic structure.

When $\left\{S(t, s)=S(t-s):(t, s) \in \mathscr{P}_{\mathbb{R}}\right\}$ we say that $\{S(t): t \geqslant 0\}$ is a generalized gradient-like semigroup.

Next we introduce the definitions of unstable and stable sets:

Definition 2.3.5. Let $\left\{S(t, s):(t, s) \in \mathscr{P}_{\mathbb{R}}\right\}$ be an evolution process. The unstable set of an isolated invariant family $\Xi$ is the set

$$
\begin{gathered}
W^{\mathrm{u}}\left(\Xi^{*}\right)=\{(\tau, \zeta) \in \mathbb{R} \times X: \text { there exists a global solution } \xi: \mathbb{R} \rightarrow X \\
\text { such that } \left.\xi(\tau)=\zeta \text { and } \lim _{t \rightarrow-\infty} \operatorname{dist}(\xi(t), \Xi(t))=0\right\} .
\end{gathered}
$$

Also, $W^{\mathrm{u}}\left(\Xi^{*}\right)(\tau) \doteq\left\{\zeta \in X:(\tau, \zeta) \in W^{\mathrm{u}}\left(\Xi^{*}\right)\right\}$.

Remark 2.3.6. We note that when the evolution process $\{S(t, s): s \geqslant t \in \mathbb{R}\}$ comes from a nonlinear semigroup $\{S(t): t \geqslant 0\}\left(S(t, s)=S(t-s)\right.$, for all $\left.(t, s) \in \mathscr{P}_{\mathbb{R}}\right)$, the above definition of stable $e$ unstable set coincide with the usual definition of a unstable set of an invariant set.

Unfortunately, in the case of a general evolution process $\left\{S(t, s):(t, s) \in \mathscr{P}_{\mathbb{R}}\right\}$ this may not hold. To make the usual definition of unstable sets for an invariant family $\{\Xi(t): t \in \mathbb{R}\}$ coincide with Definition 2.3.5 we ask the following additional condition

If a solution $\xi(t)$ stays inside a suitably small neighborhood of $\Gamma_{i}^{*}$ for all $t$ in an interval of the form $\left(-\infty, t_{0}\right]$ (respectively, $\left[t_{0}, \infty\right)$ ), then $\operatorname{dist}(\xi(t), \Xi(t)) \xrightarrow{t \rightarrow-\infty} 0$ (respectively, $\operatorname{dist}(\xi(t), \Xi(t)) \xrightarrow{t \rightarrow \infty} 0)$.

This condition is automatically satisfied in the case when the evolution process is given by a semigroup, as seen in the next lemma.

Lemma 2.3.7. Let $\{S(t): t \geqslant 0\}$ be an asymptotically compact semigroup, $\Xi \subset X$ be an isolated invariant set and $\xi: \mathbb{R} \rightarrow X$ be a global solution for $\{S(t): t \geqslant 0\}$. Assume that $U, V$ are open subsets of $X$ with $\bar{U} \subset V$ e such that $\Xi \subset U, \Xi$ being the maximal invariant set contained in $V$. If there is a $t_{0} \in \mathbb{R}$ such that $\xi(t) \in U$ for all $t \geqslant t_{0}$ (respectively, $t \leqslant t_{0}$ ), then $\xi(t) \xrightarrow{t \rightarrow \infty} \Xi$ (respectively, $\xi(t) \xrightarrow{t \rightarrow-\infty} \Xi$ ).

Proof: Let us prove the case $\xi(t) \in U$ for all $t \geqslant t_{0}$. The other case is completely similar. We argue by contradiction assuming that

$$
\limsup _{t \rightarrow \infty} \operatorname{dist}(\xi(t), \Xi)>0 .
$$

Then, there exist $\epsilon>0$ and a sequence $t_{k} \rightarrow \infty$ such that $\operatorname{dist}\left(\xi\left(t_{k}\right), \Xi\right) \geqslant \epsilon$. From the asymptotic compactness of the semigroup, this sequence has a convergent subsequence (which we denote the same). If $y=\lim _{k \rightarrow \infty} \xi\left(t_{k}\right)$, then $\operatorname{dist}(y, \Xi) \geqslant \epsilon$ and $y$ belongs to the set $\omega$-limit set of $x_{0}=\xi(0)$. Thus $y \in \omega\left(x_{0}\right) \subset \bar{U}$ and $\omega\left(x_{0}\right)$ is invariant under $\{S(t): t \geqslant 0\}$. That contradicts the assumption that $\Xi$ is the maximal invariant subset of $V$ and concludes the proof.

### 2.3.2 Gradient-like processes under perturbation

We are now ready to state the main result of this section

Theorem 2.3.8. Let $X$ be a Banach space, $\eta \in[0,1]$ be a parameter and $\left\{S_{\eta}(t, s):(t, s) \in \mathscr{P}\right\}$ be a nonlinear evolution process in $X$ with a pullback attractor $\left\{\mathscr{A}_{\eta}(t): t \in \mathbb{T}\right\}$. Assume that,
(a) $\overline{\cup_{\eta \in[0,1]} \cup_{t \in \mathbb{R}} \mathscr{A}_{\eta}(t)}$ is compact.
(b) $S_{0}(t, s)=S(t-s), t \geqslant s$ and $\{S(t): t \geqslant 0\}$ is a generalized gradient-like nonlinear semigroup with isolated invariant sets $\left\{\Xi_{1,0}^{*}, \cdots \Xi_{n, 0}^{*}\right\}$.
(c) $\left\{S_{\eta}(t, s): t \geqslant s \in \mathbb{R}\right\}$ has finitely many isolated invariant families $\Psi_{\eta}=\left\{\Xi_{1, \eta}^{*}(\cdot), \cdots, \Xi_{n, \eta}^{*}(\cdot)\right\}$ with

$$
\lim _{\eta \rightarrow 0}\left[\sup _{t \in \mathbb{R}} \operatorname{dist}_{H}\left(\Xi_{i, \eta}^{*}(t), \Xi_{i, 0}^{*}(t)\right)\right]=0, \text { for each } 1 \leqslant i \leqslant n .
$$

(d) $\left\|S_{\eta}(t+\tau, \tau) u-S_{0}(t+\tau, \tau) u\right\|_{X} \xrightarrow{\eta \rightarrow 0} 0$ uniformly for $\tau \in \mathbb{R}$ and for $(t, u)$ in compact subsets of $\mathbb{T}^{+} \times X$.
(e) There exists $\delta>0$ and $\eta_{1}>0$ such that for all $\eta \in\left(0, \eta_{1}\right)$, if $\xi_{\eta}$ is a global solution in $\left\{\mathscr{A}_{\eta}(t): t \in \mathbb{T}\right\}$ such that if $\limsup _{t \rightarrow \pm \infty} \operatorname{dist}\left(\xi_{\eta}(t), \Xi_{i, \eta}^{*}(t)\right)<\delta$ then
$\operatorname{dist}\left(\xi_{\eta}(t), \Xi_{i, \eta}^{*}(t)\right) \rightarrow 0$ as $t \rightarrow \pm \infty$.

Then there exists $\eta_{0}>0$ such that, for all $\eta \leqslant \eta_{0},\left\{S_{\eta}(t, s):(t, s) \in \mathscr{P}_{\mathbb{R}}\right\}$ is a generalized gradientlike nonlinear evolution process. Consequently, there exists $\eta_{0}>0$ such that

$$
\mathscr{A}_{\eta}(t)=\cup_{i=1}^{n} W^{u}\left(\Xi_{i, \eta}^{*}\right)(t), \text { for all } t \in \mathbb{R} \text { and } \eta \in\left[0, \eta_{0}\right] .
$$

Theorem 2.3.8 generalizes the characterization result in [8] to perturbation of autonomous generalized gradient-like nonlinear semigroups. Hence, the limit problem does not need to have a Lyapunov function, and $\Xi_{i}^{*}$ does not need to be an equilibrium point. Of course it remains to prove in applications the continuity of the isolated global solutions $\Xi_{i, \eta}^{*}$ at $\eta=0$, which is known to hold for example for normally hyperbolic global solutions.

Observe that Theorem 2.3.8 implies that the pullback attractors for $\left\{S_{\eta}(t, s):(t, s) \in \mathscr{P}_{\mathbb{R}}\right\}$ may be, in some situations, characterized as the union of the unstable sets of isolated global solutions. Hyperbolicity is not required up to this point. Nonetheless, the persistence of the isolated global solutions will require some kind of hyperbolicity (in general normal hyperbolicity).

## Chapter

## 3

## An estimate on the fractal dimension

We know begin the main part of this work, and use the structure of the global attractor to estimate its fractal dimension. Before we proceed, let us briefly recall the definitions of topological, Hausdorff and fractal dimension.

If $K$ is a topological space, we say that $K$ has finite topological dimension if there exists a natural number $d$ such that, for every open covering $\mathscr{U}$ of $K$, there is another covering $\mathscr{U}^{\prime}$ of $K$ refining $\mathscr{U}$ with the property that each point of $K$ belongs to at most $d+1$ sets in $\mathscr{U}^{\prime}$. In this case, the topological dimension $\operatorname{dim}_{T}(K)$ of $K$ is the minimum $d$ with this property. With this notion, a subset of $\mathbb{R}^{n}$ with non-empty interior has topological dimension $n$ and, if $K$ is a compact metric space with topological dimension $\operatorname{dim}_{T}(K)<\infty$, then it is homeomorphic to a subset of $\mathbb{R}^{n}$ with $n=2 \operatorname{dim}_{T}(K)+1$ (see [33], [41]). For a more detailed discussion, the reader can see [6].

Next we introduce the notion of Hausdorff dimension. For a given metric space ( $X, \rho$ ), $\alpha>0, \epsilon>0$ and $A \subset X$ let

$$
\mu_{\epsilon}^{(\alpha)}(A)=\inf \left\{\sum_{i=1}^{\infty}\left(\operatorname{diam}\left(B_{i}\right)\right)^{\alpha}: A \subset \cup_{i=1}^{\infty} B_{i}, \operatorname{diam}\left(B_{i}\right)<\epsilon\right\},
$$

with the convention $\inf \varnothing=\infty$. Since $\mu_{\epsilon}^{(\alpha)}(A)$ increases as $\epsilon$ decreases, we define

$$
\mu^{(\alpha)}(A)=\lim _{\epsilon \rightarrow 0} \mu_{\epsilon}^{(\alpha)}(A) .
$$

We have the following property of the set function $\mu^{(\alpha)}: 2^{X} \rightarrow[0, \infty]$ (where $2^{X}=\{A: A \subset$
$X\}$ ):
Proposition 3.0.9. Given a metric space $(X, \rho)$ and $\alpha>0, \mu^{(\alpha)}: 2^{X} \rightarrow[0, \infty]$ is a metric exterior measure; therefore is a Borel measure.

Definition 3.0.10. For $A \subset X$, the Hausdorff dimension of $A$ is defined by

$$
\inf \left\{\alpha \geqslant 0: \mu^{(\alpha)}(A)=0\right\}=\sup \left\{\alpha \geqslant 0: \mu^{(\alpha)}(A)=\infty\right\} .
$$

It is known (see [41]) that $\operatorname{dim}_{T}(K) \leqslant \operatorname{dim}_{H}(K)$.
Finally we introduce the notion of fractal dimension. If $K$ is a compact metric space let $N(r, K)$ be the least number of balls of radius $r$ necessary to cover $K$. The fractal dimension (or also known as capacity or box-counting dimension) $c(K)$ of $K$ is defined by:

$$
c(K)=\underset{r \rightarrow 0}{\limsup } \frac{\log N(r, K)}{\log (1 / r)}
$$

Alternatively, $c=c(K)$ is the least real number such that, for all $\epsilon>0$ there exists a $\delta>0$ with

$$
N(r, K) \leqslant\left(\frac{1}{r}\right)^{c+\epsilon}, 0<r<\delta .
$$

From this, it is easy to see that

$$
\begin{equation*}
\operatorname{dim}_{H}(K) \leqslant c(K) . \tag{3.0.1}
\end{equation*}
$$

The fractal and Hausdorff dimension may differ significantly. One can easily see that the set $\left\{\frac{1}{n}: n \in \mathbb{N}^{*}\right\} \cup\{0\}$ is a compact subset of $\mathbb{R}$ with zero Hausdorff dimension and fractal dimension equal to $\frac{1}{2}$. It may even happen that the Hausdorff dimension is zero with the fractal dimension being infinite (see [31] for such an example).

### 3.1 An estimate on the fractal dimension of attractors for gradientlike semigroups

Recall that, from the definition, if $K \subset G$ are both compact subspaces of $X$, then $c(K) \leqslant$ $c(G)$.

Now assume that $X, Y$ are Banach spaces, $K \subset X, G \subset Y$ compact subsets and $f: K \rightarrow$ $G$ a Lipschitz function with Lipschitz constant $L_{f}>0$. Then $c(f(K)) \leqslant c(K)$. In fact, since
$N(\epsilon, f(K)) \leqslant N\left(\epsilon / L_{f}, K\right)$ we have that

$$
\begin{aligned}
c(f(K)) & =\limsup _{\epsilon \rightarrow 0^{+}} \frac{\ln N(\epsilon, f(K))}{\ln (1 / \epsilon)} \leqslant \limsup _{\epsilon \rightarrow 0^{+}} \frac{\ln N\left(\epsilon / L_{f}, K\right)}{\ln (1 / \epsilon)} \\
& =\limsup _{\epsilon \rightarrow 0^{+}} \frac{\ln N\left(\epsilon / L_{f}, K\right)}{\ln \left(L_{f} / L_{f} \epsilon\right)}=\limsup _{\epsilon \rightarrow 0^{+}} \frac{\ln N\left(\epsilon / L_{f}, K\right)}{\ln \left(L_{f} / \epsilon\right)-\ln \left(L_{f}\right)} \\
& =\limsup _{\epsilon \rightarrow 0^{+}} \frac{1}{1-\frac{\ln \left(L_{f}\right)}{\ln \left(L_{f} / \epsilon\right)}} \frac{\ln N\left(\epsilon / L_{f}, K\right)}{\ln \left(L_{f} / \epsilon\right)} \leqslant c(K) .
\end{aligned}
$$

As a consequence of this result, if we assume the above hypotheses and in addition $X=Y$ and $K \subset f(K)$, then $c(K)=c(f(K))$.

Throughout this section we are interested in the calculation of the fractal dimension of the attractor, in terms of the fractal dimensions of the unstable manifolds associated to the isolated invariant sets. First we need to start with some results concerning the isolated invariant sets for a given gradient-like semigroup $\{T(t): t \geqslant 0\}$. The results of the following section are taken from [3], which is a product of this work.

Definition 3.1.1. Let $\{T(t): t \geqslant 0\}$ be a generalized gradient-like semigroup with global attractor $\mathscr{A}$, and $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$ a family of associated isolated invariant sets. We say that an isolated invariant set $\Xi_{i}$ is a source, if $W_{\text {loc }}^{s}\left(\Xi_{i}\right) \cap \mathscr{A}=\Xi_{i}$; and a sink if $W^{u}\left(\Xi_{i}\right)=\Xi_{i}$. Otherwise, we say that $\Xi_{i}$ is a saddle.

Theorem 3.1.2. $\operatorname{Let}\{T(t): t \geqslant 0\}$ be a generalized gradient-like semigroup with global attractor $\mathscr{A}$ and $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$ the associated isolated invariant sets. Then, there is at least one source and at least one sink.

Proof. Assume there are no sources. Then given $\Xi_{i}$, there exists a $\Xi_{j}(j \neq i)$ and a global solution $\xi$ such that

$$
\Xi_{i} \stackrel{t \rightarrow-\infty}{\rightleftarrows} \xi(t) \xrightarrow{t \rightarrow \infty} \Xi_{j}
$$

Inductively, we can construct a homoclinic structure since there is a finite number of isolated invariant sets, which leads us to a contradiction. A similar argument proves the existence of a sink.

Remark 3.1.3. Assume that $\{T(t): t \geqslant 0\}$ is a generalized gradient-like semigroup with global attractor $\mathscr{A}$ and $\Psi=\left\{\Xi_{1}, \cdots, \Xi_{n}\right\}$ the associated isolated invariant sets. We can easily show
that the attractor $\mathscr{A}$ of $\{T(t): t \geqslant 0\}$ coincides with the attractor $\mathscr{A}^{\prime}$ of the discrete generalized gradient-like semigroup $\left\{S^{n}: n \in \mathbb{N}\right\}$, where $S=T(1)$. In fact, it is clear that $\mathscr{A} \subset \mathscr{A}^{\prime}$. Conversely, the attractor $\mathscr{A}^{\prime}$ is given as the union of unstable manifolds of the isolated invariant sets, and given a point $z \in \mathscr{A}^{\prime}$, there exists an isolated invariant set $\Xi_{i}$ and a global solution $\xi$ such that $\xi(0)=z$ and $\xi(-n) \xrightarrow{n \rightarrow \infty} \Xi_{i}$. Now, we can define $\phi(-t)$ for all $t \geqslant 0$ as follows: given $n \in \mathbb{N}$, define

$$
\phi(-t)=T(n-t) \xi(-n), \text { for all } 0 \leqslant t \leqslant n .
$$

This obviously gives us a global solution $\phi$ of $\{T(t): t \geqslant 0\}$ such that $\phi(0)=z$ and $\xi(-t) \stackrel{t \rightarrow \infty}{\rightarrow} \Xi_{i}$, which proves that $\mathscr{A}=\mathscr{A}^{\prime}$.

Due to this remark, we can now consider only the case of discrete generalized gradientlike semigroups and we begin stating our first result on fractal dimension.

Proposition 3.1.4. Let $\left\{T^{n}: n \in \mathbb{N}\right\}$ be a discrete semigroup with global attractor $\mathscr{A}$. Let $S=$ $T_{l_{\mathscr{A}}}$ and assume that $S$ is Lipschitz continuous with Lipschitz constant $L>1$. Let $\left(A, A^{*}\right)$ be an attractor-repeller pair in $\mathscr{A}$, and assume that there exist constants $M \geqslant 1$ and $\omega>0$ such that, for all $K$ compact subset of $\mathscr{A}$ with $K \cap A^{*}=\varnothing$, we have $\operatorname{dist}_{H}\left(S^{n} K, A\right) \leqslant M e^{-\omega n}$, for all $n \in \mathbb{N}$. Assume also that there is a neighborhood $B$ of $A^{*}$ in $\mathscr{A}$ such that $\bar{B} \cap A=\varnothing$.

Then

$$
c(B) \leqslant c(\mathscr{A}) \leqslant \max \left\{\frac{\omega+\ln (L)}{\omega} c(B), c(A)\right\} .
$$

Proof. Clearly, since $B \subset \mathscr{A}, c(B) \leqslant c(\mathscr{A})$. We only have to prove the right inequality. For this, we divide the proof into four steps:

Step 1: Define $\Omega_{n}=S^{n}(\mathscr{A} \backslash B) \backslash S^{n+1}(\mathscr{A} \backslash B)$, for all $n \in \mathbb{N}$. Note that $\Omega_{0}=(\mathscr{A} \backslash B) \backslash S(\mathscr{A} \backslash B) \subset$ $S(B) \backslash B \subset S(B)$ and therefore $c\left(\Omega_{0}\right) \leqslant c(S(B))=c(B)$, because $B \subset S(B)$ and $S$ is a Lipschitz continuous function.

Now we obtain an estimate on the minimum number of $r$-balls $N\left(r, \Omega_{k}\right)$ necessary to cover $\Omega_{k}$ in terms of the numbers of balls necessary to cover $\Omega_{0}$. Let $n_{0}^{r, k}=N\left(r / L^{k}, \Omega_{0}\right)$ and $\left\{x_{1}, \ldots, x_{n_{0}^{r, k}}\right\}$ a finite sequence of points in $\Omega_{0}$ such that

$$
\Omega_{0} \subset \bigcup_{i=1}^{n_{0}^{r, k}} B\left(x_{i}, r / L^{k}\right) .
$$

Set, for each $i=1, \ldots, n_{0}^{r, k}, \xi_{i}=S^{k}\left(x_{i}\right) \in \Omega_{k}$. Then, for each $y \in \Omega_{k}$ there exists $z \in \Omega_{0}$ such that $y=S^{k}(z), z \in B\left(x_{i}, r / L^{k}\right)$ for some $i=1, \ldots, n_{0}^{r, k}$ and we have

$$
\left\|y-\xi_{i}\right\|=\left\|S^{k}(z)-S^{k}\left(x_{i}\right)\right\| \leqslant L^{k}\left\|z-x_{i}\right\|<r, \text { for all } y \in \Omega_{k} .
$$

So, we just proved $\Omega_{k} \subset \cup_{i=1}^{n_{0}^{r, k}} B\left(\xi_{i}, r\right)$, which gives $N\left(r, \Omega_{k}\right) \leqslant n_{0}^{r, k}$.

Step 2: Given $r>0$, since $\operatorname{dist}_{H}\left(S^{n}(\mathscr{A} \backslash B), A\right) \leqslant M e^{-\omega n}$ for all $n \geqslant 0$, there exists a $n_{0}(r)=$ $\left\lceil\frac{1}{\omega} \ln \left(\frac{M}{r}\right)\right\rceil$ such that

$$
G(r):=\left(\bigcup_{j \geqslant n_{0}(r)} \Omega_{j}\right) \cup A \subset \mathscr{O}_{r}(A),
$$

where $\mathscr{O}_{r}(A)$ denotes the $r$-neighborhood of $A$. So, if $A \subset \cup_{i=1}^{N(r, A)} B\left(x_{i}, r\right)$ with $x_{i} \in A$ for all $i=1, \ldots, N(r, A)$, then $\mathscr{O}_{r}(A) \subset \cup_{i=1}^{N(r, A)} B\left(x_{i}, 2 r\right)$ therefore $N\left(2 r, \mathscr{O}_{r}(A)\right) \leqslant N(r, A)$. We conclude that $N\left(r, G\left(\frac{r}{2}\right)\right) \leqslant N\left(\frac{r}{2}, A\right)$.

Step 3: From Step 1, if $H(r):=\bigcup_{j=0}^{n_{0}(r)} \Omega_{j}$ we have

$$
N(r, H(r)) \leqslant n_{0}(r) \max _{k=0, \ldots, n_{0}(r)} N\left(r / L^{k}, \Omega_{0}\right)=n_{0} N\left(r / L^{n_{0}(r)}, \Omega_{0}\right),
$$

since $L>1$.

Step 4: First, note that for each $r>0$, we have that $\mathscr{A}=B \cup G\left(\frac{r}{2}\right) \cup H\left(\frac{r}{2}\right)$ and therefore

$$
\begin{aligned}
N(r, \mathscr{A}) & \leqslant 3 \max \{N(r, B) ; N(r, H(r / 2)) ; N(r, G(r / 2))\} \\
& \leqslant 3 \max \{N(r, B) ; N(r / 2, H(r / 2)) ; N(r / 2, A)\} \\
& \leqslant 3 \max \left\{N(r, B) ; n_{0}(r / 2) N\left(r / L^{n_{0}(r / 2)}, \Omega_{0}\right) ; N(r / 2, A)\right\} .
\end{aligned}
$$

Since the logarithm function is increasing, we obtain

$$
\ln N(r, \mathscr{A}) \leqslant \ln 3+\max \left\{\ln N(r, B) ; \ln n_{0}(r / 2)+\ln N\left(r / L^{n_{0}(r / 2)}, \Omega_{0}\right) ; \ln N(r / 2, A)\right\} .
$$

Hence

$$
\frac{\ln N(r, \mathscr{A})}{\ln (1 / r)} \leqslant \frac{\ln 3}{\ln (1 / r)}+\max \left\{\frac{\ln N(r, B)}{\ln (1 / r)} ; \frac{\ln n_{0}(r / 2)}{\ln (1 / r)}+\frac{\ln N\left(r / L^{n_{0}(r / 2)}, \Omega_{0}\right)}{\ln (1 / r)} ; \frac{\ln N(r / 2, A)}{\ln (1 / r)}\right\} .
$$

Obviously, $\limsup _{r \rightarrow 0^{+}} \frac{\ln 3}{\ln (1 / r)}=0$. Now, we compute the other terms:
(a)

$$
\limsup _{r \rightarrow 0^{+}} \frac{\ln n_{0}(r / 2)}{\ln (1 / r)}=\limsup _{r \rightarrow 0^{+}} \frac{\ln 1 / \omega}{\ln (1 / r)}+\limsup _{r \rightarrow 0^{+}} \frac{\ln (\ln (2 M / r))}{\ln (1 / r)}=0
$$

(b)

$$
\begin{aligned}
\limsup _{r \rightarrow 0^{+}} \frac{\ln N\left(r / L^{n_{0}(r / 2)}, \Omega_{0}\right)}{\ln (1 / r)} & =\limsup _{r \rightarrow 0^{+}} \frac{\ln N\left(r / L^{n_{0}(r / 2)}, \Omega_{0}\right)}{\ln \left(L^{n_{0}(r / 2)} / r L^{n_{0}}\right)} \\
& =\limsup _{r \rightarrow 0^{+}} \frac{1}{1-\frac{n_{0}(r / 2) \ln L}{\ln \left(L^{n_{0}(r / 2)} / r\right)}} \frac{\ln N\left(r / L^{n_{0}(r / 2)}, \Omega_{0}\right)}{\ln \left(L^{n_{0}(r / 2)} / r\right)},
\end{aligned}
$$

but

$$
\limsup _{r \rightarrow 0^{+}} \frac{1}{1-\frac{n_{0}(r / 2) \ln L}{\ln \left(L^{n_{0}(r / 2)} / r\right)}}=\limsup _{r \rightarrow 0^{+}}\left(\frac{n_{0}(r / 2) \ln (L)}{\ln (1 / r)}+1\right)
$$

and since $\frac{1}{\omega} \ln \left(\frac{2 M}{r}\right) \leqslant n_{0} \leqslant \frac{1}{\omega} \ln \left(\frac{2 M}{r}\right)+1$,

$$
\limsup _{r \rightarrow 0^{+}}\left(\frac{n_{0}(r / 2) \ln (L)}{\ln (1 / r)}+1\right)=\frac{\omega+\ln (L)}{\omega}
$$

which shows that

$$
\limsup _{r \rightarrow 0^{+}} \frac{\ln N\left(r / L^{n_{0}(r / 2)}, \Omega_{0}\right)}{\ln (1 / r)} \leqslant \frac{\omega+\ln (L)}{\omega} c\left(\Omega_{0}\right)
$$

(c)

$$
\begin{aligned}
\limsup _{r \rightarrow 0^{+}} \frac{\ln N(r / 2, A)}{\ln (1 / r)}= & \limsup _{r \rightarrow 0^{+}} \frac{\ln N(r / 2, A)}{\ln (2 / 2 r)} \\
& \limsup _{r \rightarrow 0^{+}} \frac{1}{1+\frac{\ln (1 / 2)}{\ln (1 / r)}} \frac{\ln N(r / 2, A)}{\ln (2 / r)} \leqslant c(A) .
\end{aligned}
$$

Putting together (a), (b) and (c), we obtain

$$
c(\mathscr{A}) \leqslant \max \left\{c(B), \frac{\omega+\ln (L)}{\omega} c\left(\Omega_{0}\right), c(A)\right\} \leqslant \max \left\{\frac{\omega+\ln (L)}{\omega} c(B), c(A)\right\}
$$

Here we use the fact that $c\left(\Omega_{0}\right) \leqslant c(B)$. The proof is now complete.

Now, using this proposition we can estimate the fractal dimension of a global attractor of a discrete generalized gradient-like semigroup $\left\{T^{n}: n \in \mathbb{N}\right\}$ in terms of the fractal dimensions of the local unstable manifolds of the isolated invariant sets.

Theorem 3.1.5. Let $\left\{T^{n}: n \in \mathbb{N}\right\}$ be a discrete generalized gradient-like semigroup with global attractor $\mathscr{A}$ and $\Psi=\left\{\Xi_{1}, \ldots, \Xi_{p}\right\}$ the associated isolated invariant sets. Assume that the restriction $T_{\left.\right|_{\mathscr{A}}}$ to $\mathscr{A}$ of the operator $T$ is a Lipschitz continuous function with Lipschitz constant $L>1$ and assume also that there exist constants $M>1$ and $\omega>0$ such that for every attractorrepeller pair $\left(A, A^{*}\right)$ in $\mathscr{A}$ and every compact subset $K \subset \mathscr{A}$ with $K \cap A^{*}=\varnothing$ we have

$$
\operatorname{dist}_{\mathrm{H}}\left(T^{n}(K), A\right) \leqslant M e^{-\omega n}, \text { for all } n \geqslant 0
$$

Finally, assume that the local unstable manifolds $\left\{W_{l o c}^{u}\left(\Xi_{i}\right), i, \ldots, p\right\}$ are given as graphs of Lipschitz functions. Under these conditions

$$
\max _{i=1, \ldots, p} c\left(W_{l o c}^{u}\left(\Xi_{i}\right)\right) \leqslant c(\mathscr{A}) \leqslant \frac{\omega+\ln (L)}{\omega} \max _{i=1, \ldots, p} c\left(W_{l o c}^{u}\left(\Xi_{i}\right)\right)
$$

Proof. Since $\left\{T^{n}: n \in \mathbb{N}\right\}$ is a discrete gradient-like semigroup, there exists at least one source. Let $\Xi_{i}$ be one of these sources and $B_{i}$ a neighborhood of $\Xi_{i}$ in $\mathscr{A}$ such that $B_{i} \subset$ $W_{l o c}^{u}\left(\Xi_{i}\right)$ and $T\left(B_{i}\right) \subset W_{l o c}^{u}\left(\Xi_{i}\right)$, so that $c\left(B_{i}\right)=c\left(T\left(B_{i}\right)\right)=c\left(W_{l o c}^{u}\left(\Xi_{i}\right)\right)$. Now, it is easy to see that $\Xi_{i}=A_{i}^{*}$, where $A_{i}=\cup_{j \neq i} W_{l o c}^{u}\left(\Xi_{j}\right)$. By Proposition 3.1.4,

$$
c\left(B_{i}\right) \leqslant c(\mathscr{A}) \leqslant \max \left\{\frac{\omega+\ln (L)}{\omega} c\left(B_{i}\right), c\left(A_{i}\right)\right\}
$$

that is

$$
c\left(W_{l o c}^{u}\left(\Xi_{i}\right)\right) \leqslant c(\mathscr{A}) \leqslant \max \left\{\frac{\omega+\ln (L)}{\omega} c\left(W_{l o c}^{u}\left(\Xi_{i}\right)\right), c\left(A_{i}\right)\right\}
$$

Now, restrict the operator $T$ to the attractor $A_{i}$. Thus, we have a discrete generalized gradient-
like semigroup with attractor $A$ and $\Xi^{1}=\Psi \backslash\left\{\Xi_{i}\right\}$, which has at least one source $\Xi_{k}$, with $k \neq i$. We can use the same argument above to prove that

$$
c\left(W_{l o c}^{u}\left(\Xi_{k}\right)\right) \leqslant c\left(A_{i}\right) \leqslant \max \left\{\frac{\omega+\ln (L)}{\omega} c\left(W_{l o c}^{u}\left(\Xi_{k}\right)\right), c\left(A_{k}\right)\right\} .
$$

And joining these two results, we obtain

$$
\max _{j=i, k} c\left(W_{l o c}^{u}\left(\Xi_{j}\right)\right) \leqslant c(\mathscr{A}) \leqslant \max \left\{\frac{\omega+\ln (L)}{\omega} c\left(W_{l o c}^{u}\left(\Xi_{i}\right)\right), \frac{\omega+\ln (L)}{\omega} c\left(W_{l o c}^{u}\left(\Xi_{k}\right)\right), c\left(A_{k}\right)\right\} .
$$

This process must stop, since there are just a finite number of isolated invariant sets, and proceeding inductively we obtain the desired result.

## Remark 3.1.6.

(a) The proof of this theorem suggests a certain order in the family of isolated invariant sets and, after a possible index rearrangement, we can assume that $\Psi=\left\{\Xi_{1}, \ldots, \Xi_{p}\right\}$ and in the proof, the first source in $\mathscr{A}$ to be chosen is $\Xi_{p}$, the second is $\Xi_{p-1}$ and so on. Such an ordering can be used to form a new family $\mathscr{N}=\left\{\mathscr{N}_{1}, \ldots, \mathscr{N}_{m}\right\}$ with $m \leqslant p$ called energy level decomposition for the attractor $\mathscr{A}$, which is a Morse decomposition for $\mathscr{A}$. For more details see Section 5 of [1]. Using this decomposition we can see that the fractal dimension of the sets $W_{\text {loc }}^{u}\left(\Xi_{i}\right)$ is a non-increasing function of the index $i$, and we have that

$$
c\left(W_{l o c}^{u}\left(\Xi_{1}\right)\right) \leqslant c(\mathscr{A}) \leqslant \frac{\omega+\ln (L)}{\omega} c\left(W_{l o c}^{u}\left(\Xi_{1}\right)\right) .
$$

(b) We already knew that in this case the Hausdorff dimension of $\mathscr{A}$ is finite and thus the topological dimension of $\mathscr{A}$ is also finite, which allows us to embed $\mathscr{A}$ in $\mathbb{R}^{2 \operatorname{dim}_{T(A)}+1}$. Now we can embed $\mathscr{A}$ in an Euclidian space of higher dimension, but with a projection with Hölder continuous inverse.

Our next result is an immediate corollary of the preceding theorem, once we recall some basic facts concerning discrete gradient-like semigroups $\left\{T^{n}: n \in \mathbb{N}\right\}$ with an attractor $\mathscr{A}$ and a finite set $\mathscr{E}=\left\{e_{1}, \ldots, e_{p}\right\}$ of fixed hyperbolic points. First, the reader can check (see [19] for a proof) that the local unstable (stable) manifold $W_{l o c}^{u}\left(e_{i}\right)\left(W_{l o c}^{s}\right)$ is given by a graph of a Lipschitz function. Now, in these conditions it is easy to see that there are only a finite
number of attractor-repeller pairs $\left(A, A^{*}\right)$, namely, the pairs $\left(A, A^{*}\right)$, with

$$
A=\bigcup_{\substack{i \in I \\ I \subset\{1, \ldots, p\}}} W^{u}\left(e_{i}\right) .
$$

Using this fact and the exponential attraction of each fixed point, we can prove that there exist constants $M \geqslant 1$ and $\omega>0$ such that for every attractor-repeller pair $\left(A, A^{*}\right)$ and every compact subset $K$ of $\mathscr{A}$ with $K \cap A^{*}=\varnothing$, we have

$$
\operatorname{dist}_{H}\left(T^{n}(K), A\right) \leqslant M e^{-\omega n} \text {, for all } n \geqslant 0 .
$$

From these two facts it follows the next result:
Corollary 3.1.7. Let $\left\{T^{n}: n \in \mathbb{N}\right\}$ be a discrete gradient-like semigroup with an attractor $\mathscr{A}$ and a finite set $\mathscr{E}=\left\{e_{1}, \ldots, e_{p}\right\}$ of fixed hyperbolic points. Assume that the restriction of $T$ to $\mathscr{A}$ is a Lipschitz function with Lipschitz constant $L>1$. Let $M \geqslant 1$ and $\omega>0$ be two constants such that for every attractor-repeller pair $\left(A_{i}, A_{i}^{*}\right)$, with $A_{i}=\cup_{j \neq i} W_{l o c}^{u}\left(e_{j}\right)$ and every compact subset $K$ of $\mathscr{A}$ with $K \cap A^{*}=\varnothing$ we have

$$
\operatorname{dist}_{H}\left(T^{n}(K), A\right) \leqslant M e^{-\omega n}, \text { for all } n \geqslant 0 .
$$

Then

$$
\max _{i=1, \ldots, p} c\left(W_{l o c}^{u}\left(e_{i}\right)\right) \leqslant c(\mathscr{A}) \leqslant \frac{\omega+\ln (L)}{\omega} \max _{i=1, \ldots, p} c\left(W_{l o c}^{u}\left(e_{i}\right)\right) .
$$

Under similar, although appropriately modified, hypotheses it is possible to show an analogous result to Proposition 3.1.4 but using now local stable manifolds.

Proposition 3.1.8. Let $\left\{T^{n}: n \in \mathbb{N}\right\}$ be a discrete semigroup with global attractor $\mathscr{A}$. Let $S=T_{l_{d}}$ and assume that $S$ is invertible with inverse $S^{-1}$ a Lipschitz continuous map, with Lipschitz constant $L>1$. Let $\left(A, A^{*}\right)$ be an attractor-repeller pair in $\mathscr{A}$, and assume that there exist constants $M \geqslant 1$ and $\omega>0$ such that, for all $K$ compact subset of $\mathscr{A}$ with $K \cap A=\varnothing$, we have $\operatorname{dist}_{H}\left(S^{-n} K, A^{*}\right) \leqslant M e^{-\omega n}$, for all $n \in \mathbb{N}$. Assume also that there is a neighborhood $B$ of $A$ in $\mathscr{A}$ such that $\bar{B} \cap A^{*}=\varnothing$.

Then

$$
c(B) \leqslant c(\mathscr{A}) \leqslant \max \left\{\frac{\omega+\ln (L)}{\omega} c(B), c\left(A^{*}\right)\right\} .
$$

Additionally we can also establish the next result.

Theorem 3.1.9. Let $\left\{T^{n}: n \in \mathbb{N}\right\}$ be a discrete generalized gradient-like semigroup with global attractor $\mathscr{A}$ and $\Psi=\left\{\Xi_{1}, \ldots, \Xi_{p}\right\}$ the associated isolated invariant sets. Assume that the restriction $T_{l_{\mathscr{A}}}$ to $\mathscr{A}$ of the operator $T$ is invertible with its inverse $T^{-1}$ a Lipschitz continuous function with Lipschitz constant $L>1$ and assume also that there exist constants $M>1$ and $\omega>0$ such that for every attractor-repeller pair $\left(A, A^{*}\right)$ in $\mathscr{A}$ and every compact subset $K \subset \mathscr{A}$ with $K \cap A=\varnothing$ we have

$$
\operatorname{dist}_{H}\left(T^{-n}(K), A^{*}\right) \leqslant M e^{-\omega n}, \text { for all } n \geqslant 0 .
$$

Finally, assume that the intersection of the local stable manifolds $\left\{W_{\text {loc }}^{s}\left(\Xi_{i}\right), i, \ldots, p\right\}$ with the global attractor $\mathscr{A}$ are given as graphs of Lipschitz functions. Under these conditions

$$
\max _{i=1, \ldots, p} c\left(W_{l o c}^{s}\left(\Xi_{i}\right) \cap \mathscr{A}\right) \leqslant c(\mathscr{A}) \leqslant \frac{\omega+\ln (L)}{\omega} \max _{i=1, \ldots, p} c\left(W_{l o c}^{s}\left(\Xi_{i}\right) \cap \mathscr{A}\right) .
$$

Remark 3.1.10. If the hypotheses of Corollary 3.1 .7 are satisfied, $S$ is invertible and the hypotheses of exponential attraction for the inverse to the local repellers are also satisfied then

$$
c(\mathscr{A}) \leqslant \min \left\{\frac{\omega+\ln L}{\omega} \max _{i=1, \cdots, p} c\left(W_{l o c}^{u}\left(e_{i}\right)\right), \max _{i=1, \cdots, p} c\left(W_{l o c}^{s}\left(e_{i}\right) \cap \mathscr{A}\right)\right\} .
$$

This can be easily seen if we return to the proof of Proposition3.1.4. IfS is Lipschitz continuous with Lipschitz constant $L>1$, then $S^{-1}$ is also Lipschitz with Lipschitz constant $1 / L<1$, and the proof in this case is modified. More precisely, in Step 3,

$$
N(r, H(r)) \leqslant n_{0} N\left(r, \Omega_{0}\right) .
$$

Also, with the reversed hypotheses

$$
c(\mathscr{A}) \leqslant \min \left\{\max _{i=1, \cdots, p} c\left(W_{l o c}^{u}\left(e_{i}\right)\right), \frac{\omega+\ln L}{\omega} \max _{i=1, \cdots, p} c\left(W_{l o c}^{s}\left(e_{i}\right) \cap \mathscr{A}\right)\right\} .
$$

Remark 3.1.11. Consider the autonomous equation

$$
\begin{equation*}
u_{t}=u_{x x}+\lambda\left(u-\beta u^{3}\right) \tag{3.1.1}
\end{equation*}
$$

for $x \in[0, \pi]$ with Dirichlet boundary conditions. We consider the family of attractors $\left\{\mathscr{A}_{\lambda}\right.$ : $\lambda>0\}$, varying with the parameter $\lambda$. Note that our argument implies that if we approach a bifurcation point $\lambda=n^{2}, n \in \mathbb{N}$, our estimate on the fractal dimension of the attractor $\mathscr{A}_{\lambda}$ explodes, since the rate of exponential attraction $\omega$ approaches to zero (see [22] where it is proved that this attraction is infact polynomial). However, we know that the fractal dimension of the above Chafee-Infante equation is finite and of order $\sqrt{\lambda}$ for all values of $\lambda \geq \lambda_{1}$ (the first eigenvalue of the Laplacian operator) (see, for instance, [46, 41]). Despite of this fact, if we choose $\lambda^{\prime}$ near $\lambda\left(\lambda^{\prime}>\lambda\right)$, then the estimate is finite, as we have the exponential attraction to hyperbolic equilibria. Moreover, for any sequence $\left\{\lambda_{n}: n \in \mathbb{N}\right\}$ such that $\lambda_{n}$ is away from the endpoints of the interval $\left(n^{2},(n+1)^{2}\right)$, uniformly for $n \in \mathbb{N}$, our estimate is of order $\sqrt{\lambda_{n}}$.

### 3.2 Non-autonomous dynamical systems and attractor-repeller pairs

In this section we are interested in obtaining an estimate for the fractal dimension of a pullback attractor for a gradient-like evolution process. We now will define attractor-repeller pairs for evolution processes and extract some of their properties. For this purpose we follow the ideas in [24], and some demonstrations are omitted since they can be found in this reference.

To make the theory a little bit more general, we will consider non-autonomous dynamical systems (which we define below).

Definition 3.2.1. $\operatorname{Let}\left(X, d_{X}\right)$ and $\left(P, d_{P}\right)$ be metric spaces. A non-autonomous dynamical system (NDS), denoted by $(\theta, \varphi)$ or shortly $\varphi$ when there is no confusion, consists of two ingredients:
(i) A model of the non-autonomous driving system, namely a dynamical system $\theta$ on $P$
with time set $\mathbb{T}=\mathbb{Z}$ or $\mathbb{R}$; i.e.

$$
\begin{gather*}
\theta_{0} p=p, \text { for all } p \in P  \tag{3.2.1}\\
\theta_{t+s} p=\theta_{t}\left(\theta_{s} p\right), \text { for all } p \in P, t, s \in \mathbb{T}
\end{gather*}
$$

and the map $(t, p) \mapsto \theta_{t} p$ is continuous.
(ii) A model of the non-autonomously perturbed system, namely a cocycle $\varphi$ over $\theta$; i.e. a continuous mapping

$$
\varphi: \mathbb{T}^{+} \times P \times X \rightarrow X,(t, p, x) \mapsto \varphi(t, p, x)
$$

such that the family $\varphi(t, p, \cdot)=\varphi(t, p): X \rightarrow X$ of self-mappings of $X$ satisfies the cocycle property:

$$
\begin{gather*}
\varphi(0, p)=\mathrm{id}_{X}, \text { for all } p \in P,  \tag{3.2.2}\\
\varphi(t+s, p)=\varphi\left(t, \theta_{s} p\right) \circ \varphi(s, p), \text { for all } t, s, \in \mathbb{T}^{+}, p \in P .
\end{gather*}
$$

$P$ is called the base space and $X$ is the state space.
Remark 3.2.2. Given an evolution process $\{S(t, s):(t, s) \in \mathscr{P}\}$, then we can construct a nonautonomous dynamical system with base space $P=\mathbb{R}$ by setting

$$
\varphi(t, s) \doteq S(t+s, s), \text { for all } t \geqslant 0 \text { and } s \in \mathbb{R}
$$

thus the non-autonomous dynamical systems are a generalization of evolution processes, and every result done from now on can be applied for evolution processes.

Definition 3.2.3. A family of subsets $\hat{D}=\{D(p)\}_{p \in P}$ of $X$ is called a non-autonomous set. If each fiber $D(p)$ is closed/compact/open, then $\hat{D}$ is called a non-autonomous closed/compact/open set.

Definition 3.2.4. A non-autonomous set $\hat{D}$ is said to be forward invariant under the NDS $\varphi$ if $\varphi(t, p) D(p) \subset D\left(\theta_{t} p\right)$ for all $p \in P$ and $t \geqslant 0$. It is said to be invariant if $\varphi(t, p) D(p)=D\left(\theta_{t} p\right)$ for all $p \in P$ and $t \geqslant 0$.

Definition 3.2.5. Assume that $\hat{D}$ is a non-autonomous set, then the (pullback) omega-limit set of $\hat{D}, \omega_{\hat{D}}$, is defined by

$$
\omega_{\hat{D}}(p):=\bigcap_{t \geqslant 0} \overline{\bigcup_{s \geqslant t} \varphi\left(s, \theta_{-s}\right) D\left(\theta_{-s} p\right)} \text {, for each } p \in P .
$$

To simplify the notation, we will write $\omega_{D}$ instead of $\omega_{\hat{D}}$.
Definition 3.2.6. Given two non-autonomous sets $\hat{D}$ and $\hat{A}$, we say that $\hat{A}$ pullback attracts $\hat{D}$ if

$$
\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\varphi\left(t, \theta_{-t} p\right) D\left(\theta_{-t} p\right), A(p)\right)=0
$$

holds for all $p \in P$, where $\mathrm{d}(A, B)$ stands for the Hausdorff semi-distance between two sets $A$ and $B$, i.e. $\mathrm{d}(A, B):=\sup _{x \in A} \inf _{y \in B} d_{x}(x, y)$. As usual, we set $\mathrm{d}(\varnothing, A)=0$ and $\mathrm{d}(A, \varnothing)=\infty$, for a nonempty set $A$.

Remark 3.2.7. 1. Clearly $x \in \omega_{D}(p)$ if and only if there exist sequences $t_{n} \rightarrow \infty$ and $x_{n} \in$ $D\left(\theta_{-t_{n}} p\right)$ such that $\varphi\left(t_{n}, \theta_{-t_{n}} p\right) x_{n} \rightarrow x$ as $n \rightarrow \infty$.
2. For any two non-autonomous sets $\hat{D}_{1}$ and $\hat{D}_{2}$, we have

$$
\omega_{D_{1} \cup D_{2}}(p)=\omega_{D_{1}}(p) \cup \omega_{D_{2}}(p),
$$

for each $p \in P$.
3. If a non-autonomous closed set $\hat{E}$ pullback attracts another $\hat{D}$, then $\omega_{D}(p) \subset E(p)$ for all $p \in P$.

Definition 3.2.8. Let $\varphi$ be a NDS. For a fixed $p \in P$ and $x \in X$, a mapping $\sigma .(p): \mathbb{R} \rightarrow X$ is called an entire $p$-orbit through $x$ of $\varphi$ if it satisfies the cocycle property

$$
\left\{\begin{array}{l}
\sigma_{0}(p)=x \\
\sigma_{t+s}(p)=\varphi\left(t, \theta_{s} p\right) \sigma_{s}(p), \quad \text { for all } t \geqslant 0, s \in \mathbb{R}
\end{array}\right.
$$

By the cocycle property of $\sigma$, it is clear that for arbitrary $t \geqslant 0$ and $p \in P$ we have

$$
\sigma_{t}(p)=\varphi(t, p) \sigma_{0}(p)
$$

Lemma 3.2.9. Assume that $\hat{D}$ is a forward invariant non-autonomous compact set, then for any $p \in P$ and any point $x \in \omega_{D}(p)$ there exists an entire $p$-orbit $\sigma .(p)$ through $x$ such that $\sigma_{t}(p) \in \omega_{D}\left(\theta_{t} p\right)$ for all $t \in \mathbb{R}$.

Proof: Let $p \in P$ fixed and $x \in \omega_{D}(p)$. Define $\sigma_{0}(p)=x$ and for $t \geqslant 0, \sigma_{t}(p):=\varphi(t, p) \sigma_{0}(p)$. It is clear that $\sigma_{t}(p) \in \omega_{D}\left(\theta_{t} p\right)$ for all $t \geqslant 0$, by the invariance of $\omega_{D}$. Now, by definition of the omega-limit set, there exist sequences $t_{n} \rightarrow \infty$ and $x_{n} \in D\left(\theta_{-t_{n}} p\right)$ such that $\varphi\left(t_{n}, \theta_{-t_{n}} p\right) x_{n} \rightarrow$ $x, n \rightarrow \infty$. By the forward invariance of $\hat{D}$, for each $k \in \mathbb{Z}^{-}$, there exists $N_{0} \in \mathbb{N}$ such that

$$
\varphi\left(t_{n}+k, \theta_{-t_{n}} p\right) x_{n} \in D\left(\theta_{k} p\right), \text { for all } n \geqslant N_{0}
$$

Using the compactness of $\hat{D}$ and a diagonalization process, we can find a subsequence $n_{m} \rightarrow \infty$ and points $\tilde{x}_{k} \in D\left(\theta_{k} p\right)$ such that

$$
\varphi\left(t_{n_{m}}+k, \theta_{-t_{n_{m}}} p\right) x_{n_{m}} \rightarrow \tilde{x}_{k}
$$

for each $k \in \mathbb{Z}^{-}$. Define, for $k \leqslant t \leqslant k+1, \sigma_{t}(p)=\varphi\left(t-k, \theta_{k} p\right) \tilde{x}_{k}$. In this way it is easy to see that $\sigma .(p): \mathbb{R} \rightarrow X$ is an entire $p$-orbit through $x$ such that $\sigma_{t}(p) \in \omega_{D}\left(\theta_{t} p\right)$ for all $t \in \mathbb{R}$.

Corollary 3.2.10. Assume that $\hat{D}$ is an invariant non-autonomous compact set. Then for any $p \in P$ and any point $x \in D(p)$, there exists an entire $p$-orbit $\sigma$.( $p$ ) through $x$ that lies in $\hat{D}$, i.e. $\sigma_{t}(p) \in D\left(\theta_{t} p\right)$ for all $t \in \mathbb{R}$.

Definition 3.2.11. Assume that $\varphi$ is an NDS with base space $P$ and state space $X$. An universe $\hat{\mathscr{D}}$ is a collection of nonempty non-autonomous sets which is closed with respect to set inclusion, i.e. if $\hat{D}_{1} \in \hat{\mathscr{D}}$ and $\hat{D}_{2} \subset \hat{D}_{1}$ then $\hat{D}_{2} \in \hat{\mathscr{D}}$. A non-autonomous compact set $\hat{S} \in \hat{\mathscr{D}}$ is called a $\hat{\mathscr{D}}$-pullback attractor of $\varphi$ if
(i) $\hat{S}$ is invariant;
(ii) $\hat{S}$ is $\hat{\mathscr{D}}$-pullback attracting, i.e. $\hat{S}$ pullback attracts every $\hat{D} \in \hat{\mathscr{D}}$.

A continuous function $\xi: P \rightarrow X$ is called a global solution for the non-autonomous dynamical system $\varphi$ if it satisfies

$$
\varphi\left(t, \theta_{-t} p\right) \xi\left(\theta_{-t} p\right)=\xi(p), \text { for all } t \in \mathbb{T}^{+} \text {and } p \in P
$$

Proposition 3.2.12. Given an attraction universe $\hat{\mathscr{D}}$, the pullback attractor with respect to $\hat{\mathscr{D}}$ is unique.

Proof. Let $\hat{A}$ and $\hat{A}^{\prime}$ be two pullback attractors with respect to the attraction universe $\hat{\mathscr{D}}$. Since $\hat{A}^{\prime} \in \mathscr{D}$, we have for every $p \in P$ that

$$
\operatorname{dist}_{H}\left(A^{\prime}(p), A(p)\right)=\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\varphi\left(t, \theta_{-t} p\right) A^{\prime}\left(\theta_{-t} p\right), A(p)\right)=0,
$$

and since $A^{\prime}(p)$ and $A(p)$ are both compact, it follows that $A^{\prime}(p) \subseteq A(p)$. Analogously we show that $A(p) \subseteq A^{\prime}(p)$ which concludes the result.

Definition 3.2.13 (Pullback absorbing set with respect to an attraction universe). Let $\hat{\mathscr{D}}$ be an attraction universe of a NDS $\varphi$. A non-autonomous set $\hat{B} \in \hat{\mathscr{D}}$ is called pullback absorbing with respect to $\hat{\mathscr{D}}$ iffor each $\hat{D} \in \hat{\mathscr{D}}$ and $p \in P$ there exists a $t_{0} \geqslant 0$ such that

$$
\varphi\left(t, \theta_{-t} p\right) D\left(\theta_{-t} p\right) \subset B(p), \text { for all } t \geqslant t_{0} .
$$

Theorem 3.2.14 (Existence of a pullback attractor with respect to an attraction universe). Let $\varphi$ be a NDS and assume that the non-autonomous compact set $\hat{B}$ is pullback absorbing with respect to an attraction universe $\hat{\mathscr{D}}$. Then there exists a pullback attractor $\hat{A}$ with respect to $\hat{\mathscr{D}}$, where for each $p \in P$, the fibers $A(p)$ are defined by

$$
\begin{equation*}
A(p)=\omega_{B}(p) . \tag{3.2.3}
\end{equation*}
$$

Proof. Let $\hat{A}$ be defined by (3.2.3). Firstly, we will show that for every $p \in P$

$$
\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\varphi\left(t, \theta_{-t} p\right) B\left(\theta_{-t} p\right), A(p)\right)=0
$$

Assume to contrary that there exist a $p \in P$, a sequence $\left\{t_{n}\right\}_{n \geqslant 0} \subseteq[0, \infty)$ with $t_{n} \rightarrow \infty$ as $n \rightarrow$ $\infty$, a sequence $\left\{x_{n}\right\}_{n \geqslant 0}$ with $x_{n} \in B\left(\theta_{-t_{n}} p\right)$ and an $\epsilon>0$ such that

$$
\operatorname{dist}_{H}\left(\varphi\left(t_{n}, \theta_{-t_{n}} p\right) x_{n}, A(p)\right) \geqslant \epsilon, \text { for every } n \geqslant 0 .
$$

Since $\hat{B}$ is an absorbing family with respect to $\hat{\mathscr{D}}, \hat{B} \in \hat{\mathscr{D}}$ and $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$, we can assume that $y_{n} \doteq \varphi\left(t_{n}, \theta_{-t_{n}} p\right) x_{n} \in B(p)$ for every $n \geqslant 0$. By the compactness of $B(p)$, we can also assume that there exists $y \in B(p)$ such that the sequence $\left\{y_{n}\right\}_{n \geqslant 0}$ satisfies $y_{n} \rightarrow y$ as $n \rightarrow \infty$.

But $\operatorname{dist}_{H}\left(y_{n}, A(p)\right) \geqslant \epsilon$ for every $n \geqslant 0$ and so $\operatorname{dist}_{H}(y, A(p)) \geqslant \epsilon$, which is a contradiction since $y \in \omega_{B}(p)=A(p)$.

Now let $\hat{D} \in \hat{\mathscr{D}}$. The above calculation gives us that, given $p \in P$ and $\epsilon>0$, there exists $t_{0} \geqslant 0$ such that

$$
\operatorname{dist}_{H}\left(\varphi\left(t, \theta_{-t} p\right) B\left(\theta_{-t} p\right), A(p)\right)<\epsilon, \text { for all } t \geqslant t_{0}
$$

Now, the family $\hat{B}$ is pullback absorbing with respect to $\hat{\mathscr{D}}$ and so, for the $t_{0}$ given above, there exists $t_{1} \geqslant 0$ such that $\varphi\left(t, \theta_{-t+t_{0}} p\right) D\left(\theta_{-t+t_{0}} p\right) \subset B\left(\theta_{t_{0}} p\right)$ for every $t \geqslant t_{1}$.

Thus, for $t \geqslant t_{1}$ we have

$$
\begin{aligned}
\operatorname{dist}_{H}\left(\varphi\left(t, \theta_{-t} p\right) D\left(\theta_{-t} p\right), A(p)\right) & =\operatorname{dist}_{H}\left(\varphi\left(t_{0}, \theta_{-t_{0}} p\right) \varphi\left(t-t_{0}, \theta_{-t} p\right) D\left(\theta_{-t} p\right), A(p)\right) \\
& \leqslant \operatorname{dist}_{H}\left(\varphi\left(t_{0}, \theta_{-t_{0}} p\right) B\left(\theta_{-t_{0}} p\right), A(p)\right)<\epsilon
\end{aligned}
$$

which proves that $\hat{A}$ pullback attracts every family $D \in \mathscr{D}$.
The compactness of $A(p)$ follows since $A(p) \subset B(p)$ and $A(p)$ is closed, for every $p \in P$.
It remains to show the invariance of the family $\hat{A}$. Let $x \in A(p)$ and $t \geqslant 0$. Then there are sequences $\left\{t_{n}\right\}_{n \geqslant 0} \subset[0, \infty)$ and $\left\{x_{n}\right\}_{n \geqslant 0}$ such that $t_{n} \rightarrow \infty$ as $n \rightarrow \infty, x_{n} \in B\left(\theta_{-t_{n}} p\right)$ for every $n \geqslant 0$ and $\varphi\left(t_{n}, \theta_{-t_{n}} p\right) x_{n} \rightarrow x$ as $n \rightarrow \infty$. Using the continuity of $\varphi(t, p)$, we have that

$$
\varphi\left(t+t_{n}, \theta_{-t-t_{n}} \theta_{t} p\right) x_{n}=\varphi\left(t+t_{n}, \theta_{-t_{n}} p\right) x_{n}=\varphi(t, p) \varphi\left(t_{n}, \theta_{-t_{n}} p\right) x_{n} \rightarrow \varphi(t, p) x, \text { as } n \rightarrow \infty
$$

which proves that $\varphi(t, p) x \in A\left(\theta_{t} p\right)$.
Now if $x \in A\left(\theta_{t} p\right)$, there exist sequences $\left\{t_{n}\right\}_{n \geqslant 0} \subset[0, \infty)$ and $\left\{x_{n}\right\}_{n \geqslant 0}$ such that $t_{n} \rightarrow \infty$ as $n \rightarrow \infty, x_{n} \in B\left(\theta_{t-t_{n}} p\right)$ for every $n \geqslant 0$ and $\varphi\left(t_{n}, \theta_{t-t_{n}} p\right) x_{n} \rightarrow x$ as $n \rightarrow \infty$. Since $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$, we can assume that $t_{n} \geqslant t$ for all $n \geqslant 0$.

We have then $\varphi\left(t_{n}, \theta_{t-t_{n}} p\right) x_{n}=\varphi(t, p) \varphi\left(t_{n}-t, \theta_{t-t_{n}} p\right) x_{n}$ and since $B$ is absorbing, we can also assume that the sequence $\left\{\varphi\left(t_{n}-t, \theta_{t-t_{n}} p\right) x_{n}\right\}_{n \geqslant 0}$ is contained in $B(p)$. But $B(p)$ is compact, and we can assume that there exists $y \in B(p)$ such that $\varphi\left(t_{n}-t, \theta_{t-t_{n}} p\right) x_{n} \rightarrow y$.

Thus $y \in A(p)$ and, by the continuity of $\varphi(t, p)$, we have $\varphi(t, p) y=x$, which concludes the invariance of $\hat{A}$ and also the theorem.

We now introduce the concepts of local attractivity and repulsion, following [38] (see also [24]).

Definition 3.2.15 (Local pullback attractivity). Let $\varphi$ be a NDS with a pullback attractor $\hat{\mathscr{A}}$. A compact invariant family $\hat{A}$ with $\hat{A} \subset \hat{\mathscr{A}}$ is called $a$ local pullback attractor if there exists an $\eta>0$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\varphi\left(t, \theta_{-t} p\right) \mathscr{O}_{\eta}\left(A\left(\theta_{-t} p\right)\right), A(p)\right)=0, \text { for all } p \in P, \tag{3.2.4}
\end{equation*}
$$

where $\mathscr{O}_{\eta}(A(q)) \doteq\left\{x \in \mathscr{A}(q): \operatorname{dist}_{H}(x, A(q))<\eta\right\}$, for $q \in P$. The supremum of all $\eta>0$ for which the above relation holds is called local pullback radius of attraction of $A$.

Remark 3.2.16. We see that a local pullback attractor is a pullback attractor with respect to the attraction universe $\hat{\mathscr{D}}$ defined by all the families $\left\{\mathscr{O}_{\zeta}(A(p)): p \in P\right\}$ where $\zeta \in(0, \eta]$.

Definition 3.2.17 (Local backward repulsion). Let $\varphi$ be a NDS with a pullback attractor $\hat{\mathcal{A}}$. A compact invariant family $\hat{A}^{*}$ with $\hat{A}^{*} \subset \hat{\mathscr{A}}$ is called a local repeller if there exists $\eta>0$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\varphi(-t, p) \mathscr{O}_{\eta}\left(A^{*}(p)\right), A^{*}\left(\theta_{-t} p\right)\right)=0, \text { for all } p \in P \tag{3.2.5}
\end{equation*}
$$

where $\varphi(-t, p) B:=\left[\varphi\left(t, \theta_{-t} p\right)\right]^{-1} B$ is defined as the inverse image of $B$ by the $\operatorname{map} \varphi\left(t, \theta_{-t} p\right)$ : $\mathscr{A}\left(\theta_{-t} p\right) \rightarrow \mathscr{A}(p)$. The supremum of all $\eta>0$ such that the above relation holds is called local radius of repulsion of $A^{*}$.

Remark 3.2.18. We emphasize that the relations (3.2.4) and (3.2.5) do not hold, in general, when $\eta>0$ is the local radius of attraction and repulsion, respectively.

Theorem 3.2.19 (Existence of attractor-repeller pairs). Let $\varphi$ be a NDS with a pullback attractor $\hat{\mathscr{A}}$ and $\hat{A}^{*}$ a local repeller. Then, there exists a uniquely determined local pullback attractor $\hat{A}$, which is the maximal local pullback attractor outside $\hat{A}^{*}$ in the sense that $A(p) \cap A^{*}(p)=\varnothing$ for all $p \in P$ and any local pullback attractor $\hat{A}^{\prime}$ with $\hat{A}^{\prime} \supsetneq \hat{A}$ has nonempty intersection with $\hat{A}^{*}$; i.e., there exists $p \in P$ such that $A^{\prime}(p) \cap A^{*}(p) \neq \varnothing$. The pair $\left(\hat{A}, \hat{A}^{*}\right)$ is called an attractorrepeller pair.

Proof. Since $\hat{A}^{*}$ is a local repeller, if $\eta^{*}>0$ is the local radius of repulsion of $\hat{A}^{*}$ and $\eta \in\left(0, \eta^{*}\right)$, we have that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\varphi(-t, p) \mathscr{O}_{\eta}\left(A^{*}(p)\right), A^{*}\left(\theta_{-t} p\right)\right)=0, \text { for all } p \in P, \tag{3.2.6}
\end{equation*}
$$

Consider the universe of attraction containing all the families $\hat{D}^{\zeta}$ for $\zeta \in(0, \eta]$ which are defined by

$$
D^{\zeta}(p) \doteq \mathscr{A}(p) \backslash \mathscr{O}_{\zeta}\left(A^{*}(p)\right) \text {, for all } p \in P
$$

Now we will show that the family $\hat{D}^{\eta}$ is pullback absorbing with respect to $\hat{\mathscr{D}}$ (note that $\hat{D}^{\eta}$ is a compact family). Choose $\zeta \in(0, \eta]$ and $p \in P$ arbitrarily. Equation (3.2.6) gives us a $t_{0} \geqslant 0$ such that

$$
\operatorname{dist}_{H}\left(\varphi(-t, p) \mathscr{O}_{\eta}\left(A^{*}(p)\right), A^{*}\left(\theta_{-t} p\right)\right)<\frac{\zeta}{2} \text { for all } t \geqslant t_{0}
$$

which means that $\varphi(-t, p) \mathscr{O}_{\eta}\left(A^{*}(p)\right) \subseteq \mathscr{O}_{\zeta / 2}\left(A^{*}\left(\theta_{-t} p\right)\right)$ for all $t \geqslant t_{0}$. Thus, we obtain

$$
\begin{aligned}
\varphi(-t, p) D^{\eta}(p) & =\varphi(-t, p)\left(\mathscr{A}(p) \backslash \mathscr{O}_{\eta}\left(A^{*}(p)\right)\right) \\
& =\mathscr{A}\left(\theta_{-t} p\right) \backslash \varphi(-t, p) \mathscr{O}_{\eta}\left(A^{*}(p)\right) \\
& \supseteq D^{\zeta}\left(\theta_{-t} p\right), \text { for all } t \geqslant t_{0} .
\end{aligned}
$$

Applying $\varphi\left(t, \theta_{-t} p\right)$ in both sides we obtain the relation $\varphi\left(t, \theta_{-t} p\right) D^{\zeta}\left(\theta_{-t} p\right) \subseteq D^{\eta}(p)$ for all $t \leqslant t_{0}$ which proves that the family $\hat{D}^{\eta}$ is pullback absorbing with respect to $\hat{\mathscr{D}}$.

Theorem 3.2.14 guarantees the existence of a pullback attractor $\hat{A}$ with respect to $\hat{\mathscr{D}}$ with $\hat{A} \subset \hat{D}^{\eta}$. Now, since $A(p) \subseteq D^{\eta / 2}(p)$ for all $p \in P$ we have that $\mathscr{O}_{\eta / 2}(A(p)) \subseteq D^{\eta}(p)$ for all $p \in P$. But $\hat{D}^{\eta} \in \hat{\mathscr{D}}$ and since $\hat{A}$ pullback attracts $\hat{D}^{\eta}$, Â pullback attracts $\left\{\mathscr{O}_{\eta / 2}(A(p)): p \in P\right\}$, which shows that $\hat{A}$ is a local pullback attractor.

Now, if $\tilde{\eta} \in\left[\eta, \eta^{*}\right)$ then using the same process we construct another local pullback attractor $\hat{\tilde{A}}$. But by construction and by the attraction property, we can see that $\hat{A}=\hat{\tilde{A}}$, which means that the local pullback attractor does not change if we vary $\eta \in\left(0, \eta^{*}\right)$.

If $\hat{A}^{\prime}$ is another pullback attractor with $\hat{A}^{\prime} \supsetneq \hat{A}$, there exists a $p_{0} \in P$ such that $A^{\prime}\left(p_{0}\right) \supsetneq$ $A\left(p_{0}\right)$. Let $x \in A^{\prime}\left(p_{0}\right) \backslash A\left(p_{0}\right)$ and $\sigma .\left(p_{0}\right)$ an entire $p_{0}$-orbit through $x$. Since $\hat{A}^{\prime}$ is a local pullback attractor and $x \in A^{\prime}\left(p_{0}\right)$ (then $\sigma_{s}\left(p_{0}\right) \in A^{\prime}\left(\theta_{s} p_{0}\right)$ for all $s \in \mathbb{R}$ ), there exists $\tilde{\eta}>0$ such that

$$
\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\varphi\left(t, \theta_{-t} p_{0}\right) \mathscr{O}_{\tilde{\eta}}\left(\sigma_{-t}\left(p_{0}\right)\right), A^{\prime}\left(p_{0}\right)\right)=0
$$

Claim: If $C \subseteq \mathscr{A}\left(p_{0}\right) \backslash A\left(p_{0}\right)$ is a compact set then

$$
\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\varphi\left(-t, p_{0}\right) C, A^{*}\left(\theta_{-t} p_{0}\right)\right)=0
$$

Indeed, if $\epsilon \in(0, \eta)$, since $\hat{A}$ is a pullback attractor with respect to $\hat{\mathscr{D}}$ and $\hat{D}^{\epsilon} \in \hat{\mathscr{D}}$, there exists $t_{0} \leqslant 0$ such that

$$
\operatorname{dist}_{H}\left(\varphi\left(t, \theta_{-t} p_{0}\right) D^{\epsilon}\left(\theta_{-t} p_{0}\right), A\left(p_{0}\right)\right) \leq \frac{\operatorname{dist}_{H}\left(C, A\left(p_{0}\right)\right)}{2}, \text { for all } t \leqslant t_{0}
$$

which implies that $C \cap \varphi\left(t, \theta_{-t} p_{0}\right) D^{\epsilon}\left(\theta_{-t} p_{0}\right)=\varnothing$ for all $t \leqslant t_{0}$. Hence, $D^{\epsilon}\left(\theta_{-t} p_{0}\right) \cap \varphi\left(-t, p_{0}\right) C=$ $\varnothing$ for all $t \leqslant t_{0}$, which means that $\operatorname{dist}_{H}\left(\varphi\left(-t, p_{0}\right) C, A^{*}\left(\theta_{-t} p_{0}\right)\right)<\epsilon$ for all $t \leqslant t_{0}$ and proves our claim.

Now, by our claim, $\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\sigma_{-t}\left(p_{0}\right), A^{*}\left(\theta_{-t} p_{0}\right)\right)=0$, and so for each $n \geqslant 0$ we can find $t_{n}>n$ and $x_{n} \in A^{*}\left(\theta_{-t_{n}} p_{0}\right)$ such that $\lim _{n \rightarrow \infty} \operatorname{dist}_{H}\left(\sigma_{-t_{n}}\left(p_{0}\right), x_{n}\right)<\tilde{\eta}$. In this way, $x_{n} \in \mathscr{O}_{\tilde{\eta}}\left(\sigma\left(\theta_{-t_{n}} p_{0}\right)\right)$ and

$$
\lim _{n \rightarrow \infty} \operatorname{dist}_{H}\left(\varphi\left(t_{n}, \theta_{-t_{n}} p_{0}\right) x_{n}, A^{\prime}\left(t_{0}\right)\right)=0
$$

Since $x_{n} \in A^{*}\left(\theta_{-t_{n}} p_{0}\right)$ and $\hat{A}^{*}$ is invariant, the sequence $\left\{\varphi\left(t_{n}, \theta_{-t_{n}} p_{0}\right) x_{n}\right\}_{n \geqslant 0}$ is in $A^{*}\left(p_{0}\right)$. By the compactness of $A^{*}\left(p_{0}\right)$ we can assume that there exists $z \in A^{*}\left(p_{0}\right)$ such that $\varphi\left(t_{n}, \theta_{-t_{n}} p_{0}\right) x_{n} \rightarrow$ $z$ as $n \rightarrow \infty$ and then it is clear that $\operatorname{dist}_{H}\left(z, A^{\prime}\left(p_{0}\right)\right)=0$, and by the compactness of $A^{\prime}\left(p_{0}\right)$, we have that $z \in A^{\prime}\left(p_{0}\right)$, which proves that $A^{\prime}\left(p_{0}\right) \cap A^{*}\left(p_{0}\right) \neq \varnothing$ and completes the proof.

It is important to remark that the existence of a local pullback attractor does not guarantee the existence of a local forward repeller (see [38]).

Theorem 3.2.20 (Dynamics of attractor-repeller pairs). Let $\varphi$ be a NDS with a pullback attractor $\hat{\mathscr{A}}$. Let ( $\left.\hat{A}, \hat{A}^{*}\right)$ be an attractor-repeller pair. The following statements hold:
(i) There exists a $\beta>0$ such that

$$
\mathscr{O}_{\beta}(A(p)) \cap \mathscr{O}_{\beta}\left(A^{*}(p)\right)=\varnothing, \text { for all } p \in P .
$$

(ii) Let $p_{0} \in P$ be a fixed real number and $C \subseteq \mathscr{A}\left(p_{0}\right) \backslash A\left(p_{0}\right)$ a compact set. Then

$$
\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\varphi\left(-t, p_{0}\right) C, A^{*}\left(\theta_{-t} p_{0}\right)\right)=0 .
$$

(iii) Let $\hat{K}$ be a compact non-autonomous set with $\hat{K} \subset \hat{\mathscr{A}}$ and $\liminf _{t \rightarrow \infty} \mathrm{~d}\left(K\left(\theta_{-t} p\right), A^{*}\left(\theta_{-t} p\right)\right)>$ 0. Then

$$
\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\varphi\left(t, \theta_{-t} p\right) K\left(\theta_{-t} p\right), A(p)\right)=0, \text { for all } p \in P
$$

Proof. Let $\eta>0$ and $\hat{\mathscr{D}}$ as in the proof of Theorem3.2.19; i.e., $\eta$ is the local radius of repulsion of $\hat{A}^{*}$ and $\hat{\mathscr{D}}$ is the attraction universe containing all the families $\hat{D}^{\zeta}$, with $\zeta \in(0, \eta]$.
(i) It was shown in the proof of Theorem 3.2.19 that $\hat{A} \subseteq \hat{D}^{\eta}$. This assertion then follows by taking $\beta \doteq \frac{\eta}{2}$.
(ii) This is the Claim in the proof of Theorem 3.2.19,
(iii) Choose $\zeta<\min \left\{\eta, \operatorname{liminfd}_{t \rightarrow \infty}\left(K\left(\theta_{-t} p\right), A^{*}\left(\theta_{-t} p\right)\right)\right\}$. There exists $t_{0} \geqslant 0$ such that

$$
\mathrm{d}\left(K\left(\theta_{-t} p\right), A^{*}\left(\theta_{-t} p\right)\right) \geqslant \zeta, \text { for all } t \geqslant t_{0},
$$

which implies that $K\left(\theta_{-t} p\right) \subset D^{\zeta}\left(\theta_{-t} p\right)$ for all $t \geqslant t_{0}$. This finishes the proof since $\hat{D}^{\zeta} \in$ $\hat{\mathscr{D}}$ and $\hat{A}$ is a pullback attractor with respect to $\hat{\mathscr{D}}$.

Proposition 3.2.21 (Nonuniqueness of attractor-repeller pairs). Let $\varphi$ be a NDS with a pullback attractor $\hat{A}$. Let $\hat{A}^{*}$ and $\hat{R}^{*}$ be two local repellers such that their corresponding attractors, $\hat{A}$ and $\hat{R}$ respectively, are equal; i.e., $\hat{A}=\hat{R}$. Then,

$$
\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(A^{*}\left(\theta_{-t} p\right), R^{*}\left(\theta_{-t} p\right)\right)=0
$$

for all $p \in P$.

Proof. Arguing by contradiction, assume that there exist $p \in P$ and sequences $\left\{t_{n}\right\}_{n \geqslant 0} \subseteq$
$[0, \infty),\left\{x_{n}\right\}_{n \geqslant 0}$ and $\epsilon>0$ such that $t_{n} \rightarrow \infty$ as $n \rightarrow \infty, x_{n} \in A^{*}\left(\theta_{-t_{n}} p\right)$ and

$$
\operatorname{dist}_{H}\left(x_{n}, R^{*}\left(\theta_{-t_{n}} p\right)\right) \geqslant \epsilon, \text { for all } n \geqslant 0
$$

Applying Theorem 3.2 .20 (iii) for the attractor-repeller pair ( $\hat{R}, \hat{R}^{*}$ ), since

$$
\liminf _{n \rightarrow \infty} \operatorname{dist}_{H}\left(x_{n}, R^{*}\left(\theta_{-t_{n}} p\right)\right) \geqslant \epsilon>0
$$

we have that

$$
\lim _{n \rightarrow \infty} \operatorname{dist}_{H}\left(\varphi\left(t_{n}, \theta_{-t_{n}} p\right) x_{n}, R(p)\right)=0
$$

Since $\varphi\left(t_{n}, \theta_{-t_{n}} p\right) x_{n} \in R^{*}(p)$ for all $n \geqslant 0$ and both $A^{*}(p)$ and $A(p)=R(p)$ are compact sets, it follows that $R(p) \cap R^{*}(p) \neq \varnothing$, which is a contradiction and proves the result.

### 3.3 Morse decomposition for non-autonomous dynamical sys-

## tems

The definition of a Morse decomposition via finite attractor-repeller pair sequence is basically the same as in the autonomous case.

Definition 3.3.1. Let $\varphi$ be a NDS with pullback attractor $\hat{\mathcal{A}}$. Assume that there exists a sequence of attractor-repeller pairs ( $\hat{A}_{i}, \hat{A}_{i}^{*}$ ), for $i=0, \cdots, n$, satisfying

$$
\varnothing=A_{n}^{*}(p) \subsetneq A_{n-1}^{*}(p) \subsetneq \cdots \subsetneq A_{0}^{*}(p)=\mathscr{A}(p),
$$

for all $p \in P$, and also

$$
\varnothing=A_{0}(p) \subsetneq A_{1}(p) \subsetneq \cdots \subsetneq A_{n}(p)=\mathscr{A}(p),
$$

for all $p \in P$. The collection $\left\{\hat{M}_{1}, \hat{M}_{2}, \cdots, \hat{M}_{n}\right\}$ defined by

$$
M_{i}(p) \doteq A_{i}(p) \cap A_{i-1}^{*}(p), \text { for all } p \in P \text { and } i \in\{1, \cdots, n\}
$$

is called $a$ Morse decomposition. Each family $\hat{M}_{i}$ is called $a$ Morse set.

Note here that, unlike the autonomous case, we need to impose the condition $\varnothing=A_{0}(p) \subsetneq$ $A_{1}(p) \subsetneq \cdots \subsetneq A_{n}(p)=\mathscr{A}(p)$ on the local pullback attractors, since Proposition 3.2.21 indicates that local pullback attractors of the attractor sequence may coincide.

The definition of a Morse decomposition is a generalization of an attractor-repeller pair in the sense that, if $\left(\hat{A}, \hat{A}^{*}\right)$ is an attractor-repeller pair such that $\varnothing \subsetneq \hat{A} \subsetneq \hat{\mathscr{A}}$, then $\left\{\hat{A}, \hat{A}^{*}\right\}$ is a Morse decomposition.

We now present a proposition that summarizes the general properties of a Morse decomposition.

Proposition 3.3.2. Let $\varphi$ be a NDS with a pullback attractor $\hat{\mathscr{A}}$. The Morse sets of a Morse decomposition $\left\{\hat{M}_{1}, \cdots, \hat{M}_{n}\right\}$ are nonempty, invariant and isolated; i.e., there exists a $\beta>0$ such that, for $i \neq j$

$$
\mathscr{O}_{\beta}\left(M_{i}(p)\right) \cap \mathscr{O}_{\beta}\left(M_{j}(p)\right)=\varnothing, \text { for all } p \in P, \text { and } i \neq j
$$

Proof. Firstly, choose an arbitrary Morse set $\hat{M}_{i}=\hat{A}_{i} \cap \hat{A}_{i-1}^{*}$. Since $\hat{A}_{i-1} \subsetneq \hat{A}_{i}$ there exist $p_{0} \in P$ and a point $x \in A_{i}\left(p_{0}\right) \backslash A_{i-1}\left(p_{0}\right)$. But $x \in A_{i}\left(p_{0}\right)$, so we can find an entire $p_{0}$-orbit $\sigma .\left(p_{0}\right)$ through $x$ such that $\sigma_{t}\left(p_{0}\right) \in A_{i}\left(\theta_{t} p_{0}\right)$ for all $t \in \mathbb{R}$ and since $\hat{A}_{i}$ is a local pullback attractor, for $\eta>0$ being the local radius of attraction, we have that

$$
\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\varphi\left(t, \theta_{-t} p_{0}\right) \mathscr{O}_{\eta}\left(\sigma_{-t}\left(p_{0}\right)\right), A_{i}\left(p_{0}\right)\right)=0
$$

Since $x \notin A_{i-1}\left(p_{0}\right)$, Theorem 3.2 .20 (ii) gives that $\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\sigma_{-t}\left(p_{0}\right), A_{i-1}^{*}\left(\theta_{-t} p_{0}\right)\right)=0$, and given $n \in \mathbb{N}$ we can find sequences $\left\{t_{n}\right\}_{n \geqslant 0}$ with $t_{n} \rightarrow \infty$ and $\mu_{n} \in A_{i-1}^{*}\left(\theta_{-t_{n}} p_{0}\right)$ such that

$$
d_{X}\left(\sigma_{-t_{n}}\left(p_{0}\right), \mu_{n}\right) \leqslant \frac{\eta}{2}
$$

But then $\mu_{n} \in \mathscr{O}_{\eta}\left(\sigma_{-t_{n}}\left(p_{0}\right)\right)$ and if $y_{n} \doteq \varphi\left(t_{n}, \theta_{-t_{n}} p_{0}\right) \mu_{n}$ we have that

$$
\lim _{n \rightarrow \infty} \operatorname{dist}_{H}\left(y_{n}, A_{i}\left(p_{0}\right)\right)=0
$$

Since $A_{i-1}^{*}\left(p_{0}\right)$ and $A_{i}\left(p_{0}\right)$ are both compact, we can assume that $y_{n} \rightarrow y_{0} \in A_{i}\left(p_{0}\right) \cap A_{i-1}^{*}\left(p_{0}\right)$ we have that $M_{i}\left(p_{0}\right)=A_{i}\left(p_{0}\right) \cap A_{i-1}^{*}\left(p_{0}\right) \neq \varnothing$.

Furthermore, $\varphi(t, p) M_{i}(p) \subset \varphi(t, p) A_{i}(p) \cap \varphi(t, p) A_{i-1}^{*}(p)=A_{i}\left(\theta_{t} p\right) \cap A_{i-1}^{*}\left(\theta_{t} p\right)=M_{i}\left(\theta_{t} p\right)$ for all $p \in P, t \geqslant 0$ and $i \in\{1, \cdots, n\}$. Now, if $x \in M_{i}\left(\theta_{t} p\right)=A_{i}\left(\theta_{t} p\right) \cap A_{i-1}^{*}\left(\theta_{t} p\right)$ and $\sigma .\left(\theta_{t} p\right)$ is a $\theta_{t} p$-orbit through $x$ then, by the invariance of $\hat{A}_{i}$ and $\hat{A}_{i-1}^{*}, \sigma .\left(\theta_{t} p\right) \in \hat{M}_{i}$ and thus $\sigma_{-t}\left(\theta_{t} p\right) \in$ $A_{i}(p) \cap A_{i-1}^{*}(p)$. Therefore $x=\sigma_{0}\left(\theta_{t} p\right) \varphi(t, p) \sigma_{-t}\left(\theta_{t} p\right) \in \varphi(t, p) M_{i}(p)$.

Choose now another Morse set $M_{j}$. We can assume without loss of generality that $j>i$ and then

$$
\begin{aligned}
\hat{M}_{i} \cap \hat{M}_{j} & =\hat{A}_{i} \cap \hat{A}_{i-1}^{*} \cap \hat{A}_{j} \cap \hat{A}_{j-1}^{*} \\
& =\hat{A}_{i} \cap \hat{A}_{j} \cap \hat{A}_{i-1}^{*} \cap \hat{A}_{j-1}^{*} \\
& =\hat{A}_{i} \cap \hat{A}_{j-1}^{*} \subseteq \hat{A}_{j-1} \cap \hat{A}_{j-1}^{*} \\
& =\varnothing
\end{aligned}
$$

Finally the isolation property is a straightforward consequence of Theorem3.2.20(i).
The Morse decompositions are not uniquely defined, as in the autonomous case.
Definition 3.3.3. A Morse decomposition $\left\{\hat{M}_{1}, \cdots, \hat{M}_{n}\right\}$ is said to be finer than the Morse decomposition $\left\{\hat{N}_{1}, \cdots, \hat{N}_{m}\right\}$ if

$$
\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\cup_{i=1}^{n} M_{i}\left(\theta_{-t} p\right), \cup_{i=1}^{m} N_{i}\left(\theta_{-t} p\right)\right)=0,
$$

for all $p \in P$.
Remark 3.3.4. Let $\left\{\hat{M}_{1}, \cdots, \hat{M}_{n}\right\}$ be a Morse decomposition given by the local repellers

$$
\varnothing=\hat{A}_{n}^{*} \subsetneq \hat{A}_{n-1}^{*} \subsetneq \cdots \subsetneq \hat{A}_{0}^{*}=\hat{\mathcal{A}},
$$

and its corresponding local pullback attractors

$$
\varnothing=\hat{A}_{0} \subsetneq \hat{A}_{1} \subsetneq \cdots \subsetneq \hat{A}_{n}=\hat{\mathscr{A}} .
$$

Assume we have a new local repeller $\hat{B}^{*}$ and its corresponding local attractor $\hat{B}$ satisfying

$$
\varnothing=\hat{A}_{n}^{*} \subsetneq \hat{A}_{n-1}^{*} \subsetneq \cdots \subsetneq \hat{A}_{i}^{*} \subsetneq \hat{B}^{*} \subsetneq \hat{A}_{i-1}^{*} \subsetneq \cdots \subsetneq \hat{A}_{0}^{*}=\hat{\mathcal{A}},
$$

and

$$
\varnothing=\hat{A}_{0} \subsetneq \hat{A}_{1} \subsetneq \cdots \subsetneq \hat{A}_{i-1} \subsetneq \hat{B} \subsetneq \hat{A}_{i} \subsetneq \cdots \subsetneq \hat{A}_{n}=\hat{\mathcal{A}},
$$

Then, the Morse decomposition $\left\{\hat{M}_{1}, \cdots, \hat{M}_{n}\right\}$ is finer than the Morse decomposition defined by the new sequence, and this is seen simply noting that $\hat{M}_{i}=\hat{A}_{i} \cap \hat{A}_{i-1}^{*} \subset \hat{B} \cap \hat{A}_{i-1}^{*}$.

To finish this section we show a result of uniqueness of the local pullback attractors in a Morse decomposition under stronger convergence hypotheses.

Proposition 3.3.5. Let $\varphi$ be a NDS with pullback attractor $\hat{\mathscr{A}}$ and $\left\{\hat{M}_{1}, \cdots, \hat{M}_{n}\right\}$ be a Morse decomposition obtained by the finite sequence of local repellers

$$
\hat{\mathscr{A}}=\hat{A}_{0}^{*} \supsetneq \hat{A}_{1}^{*} \supsetneq \cdots \supsetneq \hat{A}_{n}^{*}=\varnothing .
$$

Moreover, assume that for all $p, x \in \mathscr{A}(p)$ and $\sigma .(p)$ a $p$-orbit through $x$ there is an $i \in\{1, \cdots, n\}$ with

$$
\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\sigma_{-t}(p), M_{i}\left(\theta_{-t} p\right)\right)=0
$$

Then, the representation
$A_{i}(p)=\left\{x \in \mathscr{A}(p): \lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\sigma_{-t}(p), \cup_{j=1}^{i} M_{j}\left(\theta_{-t} p\right)\right)=0\right.$, for all entire $p$-orbits $\sigma \cdot(p)$ through $\left.x\right\}$
holds for all $i \in\{1, \cdots, n\}$; i.e., the local pullback attractors of the Morse decomposition are uniquely defined.

Proof. (؟) Let $p \in P$ fixed, $x \in A_{i}(p)$ and $\sigma .(p)$ an entire $p$-orbit through $x$. By the hypotheses, choose $j \in\{1, \cdots, n\}$ such that

$$
\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\sigma_{-t}(p), M_{j}\left(\theta_{-t} p\right)\right)=0
$$

Then,

$$
\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\sigma_{-t}(p), A_{j-1}^{*}\left(\theta_{-t} p\right)\right) \leqslant \lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\sigma_{-t}(p), M_{j}\left(\theta_{-t} p\right)\right)=0 .
$$

Now, if $j>i$, then $\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\sigma_{-t}(p), A_{i}^{*}\left(\theta_{-t} p\right)\right)=0$ since $A_{j-1}^{*}(p) \subset A_{i}^{*}(p)$, which contradicts Theorem 3.2.20 (i) since $\sigma_{-t}(p) \in A_{i}\left(\theta_{-t} p\right)$ for all $t \in \mathbb{R}$.
(き) Fix $p \in P$, let $x \in \mathscr{A}(p) \backslash A_{i}(p)$ and $\sigma$.( $p$ ) be an entire $p$-orbit through $x$. Then, Theorem 3.2.20 (ii) implies

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\sigma_{-t}(p), A_{i}^{*}\left(\theta_{-t} p\right)\right)=0 \tag{3.3.1}
\end{equation*}
$$

If $\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\sigma_{-t}(p), \cup_{j=1}^{i} M_{j}\left(\theta_{-t} p\right)\right)=0$, then

$$
\lim _{t \rightarrow \infty} \operatorname{dist}_{H}\left(\sigma_{-t}(p), A_{i}\left(\theta_{-t} p\right)\right)=0
$$

since $\hat{M}_{j} \subset \hat{A}_{i}$ for $j \in\{1, \cdots, i\}$, which contradicts (3.3.1) in view of Theorem3.2.20(i).

### 3.4 An estimate on the fractal dimension of pullback attractors

Let us begin this section by stating an abstract result concerning the fractal dimension of a pullback attractor of a nonlinear evolution process.

Proposition 3.4.1. Let $\{T(t, s): t \geqslant s\}$ be a nonlinear evolution process with a pullback attractor $\{\mathscr{A}(t): t \in \mathbb{R}\}$. Let also $\left\{A^{*}(t): t \in \mathbb{R}\right\}$ be a local repeller in $\mathscr{A}$ and $\{A(t): t \in \mathbb{R}\}$ its corresponding local pullback attractor. Assume that the following conditions are satisfied
(a) There is a constant $L>1$ such that, for all $t \in \mathbb{R},\left.T(t, t-1)\right|_{\mathscr{A}(t-1)}$ is a Lipschitz mapping with Lipschitz constant L;
(b) There are a family $\{B(t): t \in \mathbb{R}\}$ and constants $c_{1}, c_{2} \geqslant 0$ such that $B(t)$ is a neighborhood of $A^{*}(t)$ in $\mathscr{A}(t)$ for all $t \in \mathbb{R}, \overline{B(t)} \cap A(t)=\varnothing$ and

$$
c_{1} \leqslant c(B(t)) \leqslant c_{2}, \text { for all } t \in \mathbb{R} ;
$$

(c) There are constants $M, \omega>0$ such that if $\{K(t): t \in \mathbb{R}\}$ is a family of compact sets with $K(t) \subset \mathscr{A}(t)$ and $K(t) \cap A^{*}(t)=\varnothing$, for all $t \in \mathbb{R}$ then

$$
\operatorname{dist}_{H}(T(t, s) K(s), A(t)) \leqslant M e^{\omega(s-t)}, \text { for all } s \leqslant t .
$$

Then, for all $t \in \mathbb{R}$, we have that

$$
c_{1} \leqslant c(\mathscr{A}(t)) \leqslant \max \left\{\frac{\omega+\ln L}{\omega} c_{2}, c(A(t))\right\} .
$$

Proof. Let us fix $t \in \mathbb{R}$ and, for $n \in \mathbb{N}$, we define the compact sets

$$
K_{n} \doteq \mathscr{A}(t-n) \backslash B(t-n)
$$

and also we define subsets $\tilde{K}_{n} \subset K_{n}$ by

$$
\tilde{K}_{n} \doteq K_{n} \backslash T(t-n, t-n-1) K_{n+1}, \text { for } n \in \mathbb{N} .
$$

Clearly we have that $K_{n} \subset \mathscr{A}(t-n)$ and $K_{n} \cap A^{*}(t-n)=\varnothing$ for all $n \in \mathbb{N}$.
We also note that if $z \in \tilde{K}_{n}$ then $z \in K_{n}$, but $z \notin T(t-n, t-n-1) K_{n+1}$. However $z \in \mathscr{A}(t-$ $n)=T(t-n, t-n-1) \mathscr{A}(t-n-1)$, and $\mathscr{A}(t-n-1)=(\mathscr{A}(t-n-1) \backslash B(t-n-1)) \cup B(t-n-1)$ and hence $z \in T(t-n, t-n-1) B(t-n-1)$. Thus, $\tilde{K}_{n} \subset T(t-n, t-n-1) B(t-n-1)$.

By the precedent estimates we have that

$$
c\left(\tilde{K}_{n}\right) \leqslant c(T(t-n, t-n-1) B(t-n-1)) \leqslant c(B(t-n-1)),
$$

because $\left.T(t-n, t-n-1)\right|_{\mathscr{A}(t-n-1)}$ is a Lipschitz mapping for every $n \in \mathbb{N}$, and, in this way we obtain $c\left(\tilde{K}_{n}\right) \leqslant c_{2}$, for all $n \in \mathbb{N}$.

Now, let us define $\Omega_{n}$ by

$$
\Omega_{n} \doteq T(t, t-n) \tilde{K}_{n}, \text { for all } n \in \mathbb{N} .
$$

Also, since $\tilde{K}_{n} \subset K_{n}$, by the hypotheses (c) we have that

$$
\operatorname{dist}_{H}\left(\Omega_{n}, A(t)\right) \leqslant M e^{-\omega n}, \text { for all } n \in \mathbb{N} .
$$

Claim: It holds that $\mathscr{A}(t) \backslash B(t) \subset\left(\cup_{n \geqslant 0} \Omega_{n}\right) \cup A(t)$.

Indeed, let $x \in \mathscr{A}(t) \backslash B(t)$. We have two possibilities for $x$ :
(i) $x \notin T(t, t-1) K_{1}$ and, in this case, $x \in \Omega_{0}=(\mathscr{A}(t) \backslash B(t)) \backslash T(t, t-1) K_{1}$;
(ii) $x \in T(t, t-1) K_{1}$ and, in this case, there is $y_{1} \in K_{1}$ such that $x=T(t, t-1) y_{1}$.

For $y_{1}$ we also have two possibilities
(iii) $y_{1} \notin T(t-1, t-2) K_{2}$ and, in this case, $y_{1} \in \tilde{K}_{1}$ and $x=T(t, t-1) y_{1} \in T(t, t-1) \tilde{K}_{1}=\Omega_{1}$;
(iv) $y_{1} \in T(t-1, t-2) K_{2}$ and, in this case, there is $y_{2} \in K_{2}$ such that $y_{1}=T(t-1, t-2) y_{2}$ and so $x=T(t, t-2) y_{2}$.

Now, applying this reasoning inductively, we obtain two possibilities for $x$ : either $x \in \Omega_{n}$ for some $n \in \mathbb{N}$ or there is a sequence $\left\{y_{n}\right\}_{n \in \mathbb{N}}$ satisfying $y_{n} \in K_{n}, x=y_{0}$ and $y_{n}=T(t-n, t-$ $n-1) y_{n+1}$ for all $n \in \mathbb{N}\left(\right.$ and so $x=T(t, t-n) y_{n}$ for all $\left.n \in \mathbb{N}\right)$.

In the first possibility, clearly we have $x \in \cup_{n \geqslant 0} \Omega_{n}$. Now, if the second possibility happens, using the hypothesis (c), we have for all $n \in \mathbb{N}$ :

$$
\operatorname{dist}_{H}(x, A(t))=\operatorname{dist}_{H}\left(T(t, t-n) y_{n}, A(t)\right) \leqslant \operatorname{dist}_{H}\left(T(t, t-n) K_{n}, A(t)\right) \leqslant M e^{-\omega n}
$$

and it follows that $\operatorname{dist}_{H}(x, A(t))=0$ and, since $A(t)$ is compact, $x \in A(t)$, which concludes the proof of our claim.

We define now, for every $r>0$ and $k \geqslant 0$,

$$
N_{r, k} \doteq N\left(r / c^{k}, \tilde{K}_{k}\right)
$$

i.e., there are $x_{1}^{k}, \cdots, x_{N_{r, k}^{k}} \in \tilde{K}_{k}$ such that $\tilde{K}_{k} \subset \cup_{i=1}^{N_{r, k}} B\left(x_{i}^{k}, r / L^{k}\right)$.

In this way, if $z \in \Omega_{k}$, then there is $x \in \tilde{K}_{k}$ such that $z=T(t, t-k) x$, and there is $i \in$ $\left\{1, \cdots, N_{r, k}\right\}$ such that $\left\|x-x_{i}^{k}\right\|<r / L^{k}$. Now, if we define $\xi_{i}^{k} \doteq T(t, t-k) x_{i}^{k}$ for all $i=1, \cdots, N_{r, k}$, we have

$$
\left\|z-\xi_{i}^{k}\right\|=\left\|T(t, t-k) x-T(t, t-k) x_{i}^{k}\right\| \leqslant L^{k}\left\|x-x_{i}^{k}\right\|<r
$$

thus $\Omega_{k} \subset \cup_{i=1}^{N_{r, k}} B\left(\xi_{i}^{k}, r\right)$ and so $N\left(r, \Omega_{k}\right) \leqslant N_{r, k}$.

With the same arguments used in the autonomous case, namely in Proposition 3.1.4 we know that, from hypothesis (c), if $n(r) \doteq\left\lceil\frac{1}{\omega} \ln \left(\frac{M}{r}\right)\right\rceil$ and $G(r) \doteq\left(\cup_{i \geqslant n(r)+1} \Omega_{i}\right) \cup A(t)$, we have that $G(r) \subset \mathscr{O}_{r}(A(t))$ and hence $N(2 r, G(r)) \leqslant N(2 r, A(t)) \leqslant N(r, A(t))$.

If we define now $H(r) \doteq \cup_{i=0}^{n(r)} \Omega_{i}$ it follows that

$$
N(r, H(r)) \leqslant n(r) . \max _{i=0, \cdots, n(r)} N\left(r \Omega_{i}\right) \leqslant n(r) . \max _{i=0, ;, n(r)} N_{r, i},
$$

where $N_{r, i}=N\left(r / L^{i}, \tilde{K}_{i}\right)$.
From the previous claim we see that $\mathscr{A}(t)=B(t) \cup G(r / 2) \cup H(r / 2)$ for every $r>0$, and therefore

$$
\begin{aligned}
N(r, \mathscr{A}(t)) & \leqslant 3 \max \{N(r, B(t)) ; N(r, G(r / 2)) ; N(r, H(r / 2))\} \\
& \leqslant 3 \max \{N(r, B(t)) ; N(r, G(r / 2)) ; N(r / 2, H(r / 2))\} \\
& \leqslant \max \left\{N(r, B(t)) ; N(r / 2, A(t)) ; n(r / 2) \max _{i=0, \cdots, n(r / 2)} N_{r / 2, i}\right\} .
\end{aligned}
$$

Since the logarithm function is increasing we have, choosing $r>0$ small so that $\ln (1 / r)>$ 0 ,

$$
\begin{align*}
\frac{\ln N(r, \mathscr{A}(t))}{\ln (1 / r)} \leqslant \frac{\ln 3}{\ln (1 / r)}+ & \max \left\{\frac{\ln N(r, B(t))}{\ln (1 / r)} ; \frac{\ln N(r / 2, A(t))}{\ln (1 / r)} ;\right. \\
& \left.\frac{\ln n(r / 2)}{\ln (1 / r)}+\max _{i=0, \cdots, n(r / 2)} \frac{\ln N_{r / 2, i}}{\ln (1 / r)}\right\} . \tag{3.4.1}
\end{align*}
$$

We now compute the last term on the right hand side of (3.4.1):

$$
\begin{aligned}
\frac{\ln N_{r / 2, i}}{\ln (1 / r)} & =\frac{\ln N\left(r / 2 L^{i}, \tilde{K}_{i}\right)}{\ln (1 / r)} \\
& =\frac{\ln N\left(r / 2 L^{i}, \tilde{K}_{i}\right)}{\ln \left(2 L^{i} / r\right)} \cdot\left(\frac{i \ln L+\ln 2+\ln (1 / r)}{\ln (1 / r)}\right) \\
& \leqslant \frac{\ln N\left(r / 2 L^{i}, \tilde{K}_{i}\right)}{\ln \left(2 L^{i} / r\right)} \cdot\left(\frac{n(r / 2)}{\ln (1 / r)} \ln L+\frac{\ln 2}{\ln (1 / r)}+1\right),
\end{aligned}
$$

and using the calculation from Proposition 3.1.4, taking limsup for $r \rightarrow 0^{+}$in both sides of
(3.4.1), we have that

$$
c(\mathscr{A}(t)) \leqslant \max \left\{c(B(t)), c(A(t)), \frac{\omega+\ln L}{\omega} \cdot \sup _{n \geqslant 0} c\left(\tilde{K}_{n}\right)\right\}
$$

and thus

$$
c(\mathscr{A}(t)) \leqslant \max \left\{c(A(t)), \frac{\omega+\ln L}{\omega} \cdot c_{2}\right\} .
$$

The first inequality is straightforward and we conclude the proof of this proposition.
Corollary 3.4.2. Let $\{T(t, s): t \geqslant s\}$ be a nonlinear evolution process in a Banach space $X$ with pullback attractor $\{\mathscr{A}(t): t \in \mathbb{R}\}$. Assume that the process possesses a Morse decomposition $\left\{M_{1}, \cdots, M_{n}\right\}$ given by the finite sequence of local repellers $\mathscr{A}=A_{0}^{*} \supsetneq A_{1}^{*} \supsetneq \cdots \supsetneq A_{n}^{*}=\varnothing$, and its associated local pullback attractors $\varnothing=A_{0} \subsetneq A_{1} \subsetneq \cdots \subsetneq A_{n}=\mathscr{A}$. Assume that the following conditions hold:
(a) There is a constant $L>1$ such that, for all $t \in \mathbb{R},\left.T(t, t-1)\right|_{\mathscr{A}(t-1)}$ is a Lipschitz mapping with Lipschitz constant L;
(b) For each $i \in\{1, \cdots, n\}$ there is a family $\left\{B_{i}(t): t \in \mathbb{R}\right\}$ such that $B_{i}(t)$ is a neighbourhood of $M_{i}(t)$ in $A_{i}(t)$ for all $t \in \mathbb{R}, \overline{B_{i}(t)} \cap A_{i-1}(t)=\varnothing$ and assume also that there exist constants $c_{1}, c_{2}$, independent of $i$, such that

$$
c_{1} \leqslant c\left(B_{i}(t)\right) \leqslant c_{2}, \text { for all } t \in \mathbb{R} \text { and } i \in\{1, \cdots, n\}
$$

where we set $M_{n+1}=\mathscr{A}$.
(c) There are constants $M, \omega>0$ such that if $\{K(t): t \in \mathbb{R}\}$ is a family of compact sets with $K(t) \subset A_{i}(t)$ and $K(t) \cap M_{i}(t)=\varnothing$, for all $t \in \mathbb{R}$ then

$$
\operatorname{dist}_{H}\left(T(t, s) K(s), A_{i-1}(t)\right) \leqslant M e^{\omega(s-t)}, \text { for all } s \leqslant t \text { and } i \in\{1, \cdots, n\}
$$

Then, for all $t \in \mathbb{R}$, we have that

$$
c_{1} \leqslant c(\mathscr{A}(t)) \leqslant \frac{\omega+\ln L}{\omega} c_{2} .
$$

Proof. Firstly, on account of hypothesis (b) $i=n$, we have that there is a family $\left\{B_{n}(t): t \in \mathbb{R}\right\}$ such that $B_{n}(t)$ is a neighborhood of $M_{n}(t)=A_{n}(t) \cap A_{n-1}^{*}(t)=\mathscr{A}(t) \cap A_{n-1}^{*}(t)=A_{n-1}^{*}(t)$ in $A_{n}(t)=\mathscr{A}(t)$ for all $t \in \mathbb{R}, \overline{B_{n}(t)} \cap A_{n-1}(t)=\varnothing$, and

$$
c_{1} \leqslant c\left(B_{n}(t)\right) \leqslant c_{2} \text {, for all } t \in \mathbb{R} .
$$

Hypothesis (c), for $i=n$, implies that

$$
\operatorname{dist}_{H}\left(T(t, s) K(s), A_{n-1}(t)\right) \leqslant M e^{\omega(s-t)}, \text { for all } s \leqslant t \text {, }
$$

for every family $\{K(t): t \in \mathbb{R}\}$ of compact sets satisfying $K(t) \subset A_{n}(t)=\mathscr{A}(t)$ and $K(t) \cap$ $M_{n}(t)=K(t) \cap A_{n-1}^{*}(t)=\varnothing$ for all $t \in \mathbb{R}$. Then, we can apply Proposition3.4.1]to obtain

$$
c_{1} \leqslant c(\mathscr{A}(t)) \leqslant \max \left\{c\left(A_{n-1}(t)\right), \frac{\omega+\ln L}{\omega} \cdot c_{2}\right\}, \text { for all } t \in \mathbb{R} .
$$

Now define $\left.S(t, s) \doteq T(t, s)\right|_{A_{n-1}(s)}$ for all $s \leqslant t$. Note that the important fact in Proposition 3.4.1 is that the process is defined on a compact invariant family $\{\mathscr{A}(t): t \in \mathbb{R}\}$, and it does not matter if this family is a pullback attractor or not. Then, we can apply this proposition to the evolution process $\{S(t, s): t \geqslant s\}$ as long as we can verify the hypotheses.

To check the hypotheses we take $i=n-1$. We have the following:
(i) The pair $\left(A_{n-2}, M_{n-1}\right)$ is an attractor-repeller pair of the evolution process $\{S(t, s): t \geqslant$ $s\}$, since $A_{n-2}(t) \subset A_{n-1}(t)$ and $M_{n-1}(t)=A_{n-1}(t) \cap A_{n-2}^{*}(t)$ for all $t \in \mathbb{R} ;$
(ii) $S(t, t-1)$ is a Lipschitz map with constant $L>1$ for all $t \in \mathbb{R}$;
(iii) There is a family $\left\{B_{n-1}(t): t \in \mathbb{R}\right\}$ such that $B_{n-1}(t)$ is a neighborhood of $M_{n-1}(t)$ in $A_{n-1}(t)$ for all $t \in \mathbb{R}, \overline{B_{n-1}(t)} \cap A_{n-2}(t)=\varnothing$ and

$$
c_{1} \leqslant c\left(B_{n-1}(t)\right) \leqslant c_{2}, \text { for all } t \in \mathbb{R} ;
$$

(iv) Hypothesis (c), for $i=n-1$, implies that

$$
\operatorname{dist}_{H}\left(T(t, s) K(s), A_{n-2}(t)\right) \leqslant M e^{\omega(s-t)}, \text { for all } s \leqslant t,
$$

for every family $\{K(t): t \in \mathbb{R}\}$ of compact sets satisfying $K(t) \subset A_{n-1}(t)=\mathscr{A}(t)$ and $K(t) \cap M_{n-1}(t)=\varnothing$ for all $t \in \mathbb{R}$.

Hence, we can apply Proposition 3.4.1 to the process $\{T(t, s): t \geqslant s\}$ defined in the compact invariant family $\left\{A_{n-1}(t): t \in \mathbb{R}\right\}$ and the attractor-repeller pair $\left(A_{n-2}, M_{n-1}\right)$ to deduce

$$
c_{1} \leqslant c\left(A_{n-1}(t)\right) \leqslant \max \left\{c\left(A_{n-2}(t)\right), \frac{\omega+\ln L}{\omega} \cdot c_{2}\right\}, \text { for all } t \in \mathbb{R} .
$$

Joining these two results we obtain

$$
c_{1} \leqslant c(\mathscr{A}(t)) \leqslant \max \left\{c\left(A_{n-2}(t)\right), \frac{\omega+\ln L}{\omega} . c_{2}\right\}, \text { for all } t \in \mathbb{R} .
$$

Arguing now inductively, since $A_{0}(t)=\varnothing$ for all $t \in \mathbb{R}$, we finally arrive at

$$
c_{1} \leqslant c(\mathscr{A}(t)) \leqslant \frac{\omega+\ln L}{\omega} . c_{2}, \text { for all } t \in \mathbb{R} .
$$

### 3.5 Example

To illustrate our results, consider the following non-autonomous logistic equation

$$
\begin{equation*}
u_{t}=u_{x x}+\lambda u-\beta(t) u^{3}, \tag{3.5.1}
\end{equation*}
$$

for $x \in[0, \pi]$ with Dirichlet boundary conditions. We assume that there are positive constants $\beta_{1}, \beta_{2}$ such that $0<\beta_{1} \leq \beta(t) \leq \beta_{2}$ for all $t \in \mathbb{R}$. The existence of global pullback attractors for this equation is already known (see, for instance, [29]).

We consider the positive cone within $H_{0}^{1}(0, \pi)$,

$$
\mathcal{V}^{+}=\left\{u \in H_{0}^{1}(0, \pi): u(x) \geq 0 \text { for a.e. } x \in \Omega\right\} .
$$

For (3.5.1), we can define an order with respect to $V^{+}$. That is, $u_{0} \leq v_{0}$ if $v_{0}-u_{0} \in V^{+}$.
In order to investigate further the behavior of positive solutions the following definition ([27]) is crucial.

Definition 3.5.1. A positive function with values in $C(\bar{\emptyset})$ is non-degenerate at $\infty$ (respectively $-\infty)$ if there exists $t_{0} \in \mathbb{R}$ such that $u$ is defined in $\left[t_{0}, \infty\right)$ (respectively $\left.\left(-\infty, t_{0}\right]\right)$ and there exists $a C^{1}(\bar{\Omega})$ function $\varphi_{0}(x)>0$ in $\Omega$, (vanishing on $\partial \Omega$ in case of Dirichlet boundary conditions) and satisfying $\frac{\partial \varphi_{0}}{\partial n}<0$, such that

$$
u(t, x) \geq \varphi_{0}(x) \quad \text { for all } \quad x \in \Omega \text { and all } t \geq t_{0}
$$

(respectively for all $t \leq t_{0}$ ).
From [27], we know that there exist two extremal (minimal and maximal) bounded global solutions, $\xi_{m}(\cdot)$ and $\xi_{M}(\cdot)$ for (3.5.1), i.e. if $\psi(\cdot)$ is any bounded global solution for $S(t, s)$ then

$$
\xi_{m}(t) \leq \psi(t) \leq \xi_{M}(t), \text { for all } t \in \mathbb{R} .
$$

Moreover, (3.5.1) has a pullback attractor $A(t)$ with

$$
A(t) \subset\left[\xi_{m}(t), \xi_{M}(t)\right], \text { for all } t \in \mathbb{R},
$$

with $\xi_{m}(t), \xi_{M}(t) \in A(t)$ for all $t \in \mathbb{R}$.
As a direct application of the results in [27], [28] we obtain the following description of the pullback attractor within the positive cone.

## Theorem 3.5.2.

a) If $\lambda<\lambda_{1}$ then $\xi_{M}(t) \equiv 0$ for all $t \in \mathbb{R}$.
b) If $\lambda>\lambda_{1}$ then $\xi_{M}(t)$ is strictly positive and is the unique non-degenerate global solution at $-\infty$ and $+\infty$.
c) The pullback attractor for (3.5.1) in the positive cone satisfies $\mathscr{A}^{+}(t) \subset\left[0, \xi_{M}(t)\right]$. In particular, any global solution in $\mathscr{A}^{+}(t)$ is no non-degenerate at $-\infty$.
d) $\xi_{M}(t)$ pullback attracts exponentially fast every bounded set $B \subset$ int $V^{+}$.

As the linearization around the zero solution of (3.5.1) coincides with that of the autonomous case $\beta(t)=1$, if we suppose that $\lambda \in\left(\lambda_{1}, \lambda_{2}\right)$ we know from Henry [19] that 0 is an unstable equilibria with associated unstable manifold included in the positive cone of codimension 1. From our point of view on Morse decomposition, we can conclude that 0 is a local repeller in $\mathscr{A}^{+}(t)$. Now, by Theorem 3.5.2, item d), we obtain $\xi_{M}(t)$ as the associated local attractor in the positive cone.

Thus, a direct application of Corollary3.4.2yields

$$
c\left(\mathscr{A}^{+}(t)\right) \leqslant \frac{\omega+\ln L}{\omega},
$$

with $\omega$ the exponential rate of attraction to $\xi_{M}(t)$ (see [27, 28] for estimation of this parameter) and $L$ the Lipschitz constant for $T\left(t, s ; u_{0}\right)=u\left(t, s ; u_{0}\right)$ with respect to the initial data $u_{0}$.

Remark 3.5.3. Observe that, since the nonlinear term is odd, if u is a solution of (3.5.1) then so is $v=-u$. As a consequence, the behaviour of solutions in the positive and negative cones are symmetric and thus, if we denote by $\xi_{M}(t)$ the maximal bounded solution in the positive cone, the minimal bounded solution in the negative cone is just $-\xi_{M}(t)$, so that we get in this infinite dimensional dynamical system a similar behaviour as in Example4.1.10.

## Chapter

## 4

## Skew product semiflows and Morse

## decompositions

Recently, the analysis of qualitative properties of evolution processes (non-autonomous dynamical systems) in general phase spaces (infinite-dimensional Banach spaces or general metric spaces) has received much attention (see, for instance, [24], [12], [15], [42], [37]). In particular, the study of pullback attractors has started to develop a wide and deep research area, providing qualitative information for the asymptotics of an increasing number of nonautonomous models of phenomena from different areas of Science as Physics, Biology, Economics, Engineering and others.

One of the drawbacks of the theory of pullback attractors is that it requires the vector field to be defined for all times in $\mathbb{R}$, and many models only consider the phenomenon after a given initial time. Of course one can artificially define the vector field for times preceding the given initial one and study the behavior of such system. But then, the pullback attractor would change for each extension and the object "pullback attractor" would loose its importance in the study of the forwards dynamics.

This approach was followed by Chepyzhov and Vishik [15] in their seminal work on the asymptotic behavior of non-autonomous problems. The crucial point here is to understand that the dynamics of a non-autonomous evolution process is (as a general rule) related to understanding the dynamics of many (possibly infinite) non-autonomous evolution processes. Once one realizes this feature, it becomes clear how rich and difficult is the subject "dynamics of non-autonomous dynamical systems". We already have some insights of that difficul-
ties when we look at a simple concept like hyperbolicity. Indeed, in the autonomous case we choose an equilibrium, linearized it and we can compute the spectrum of the linearized operator to decide whether we have hyperbolicity or not. In the non-autonomous context, we have no way to single out which solutions will be hyperbolic and, if we were able to single out these solutions, how to verify that they actually are hyperbolic. Even the simple matter of obtaining a hyperbolic global solution from a hyperbolic equilibrium involves highly non-trivial results on the roughness of exponential dichotomies (see [11, [12]).

In this chapter we use a different approach to deal with the structure of the pullback attractor of a non-autonomous dynamical system and use it to give some estimates of their pullback attractor. To this end we begin with the study of the skew product semiflow and this study is a result of [4], which is a product of this work.

Let us now consider a general non-autonomous differential equation to illustrate the approach we will carry out in this paper. Consider the initial value problem

$$
\left\{\begin{array}{l}
\dot{x}=f(t, x), t>0  \tag{4.0.1}\\
x(0)=x_{0} \in \mathbb{R}^{n},
\end{array}\right.
$$

where $f: \mathbb{R}^{+} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a "nice" function which belongs to a metric space $\mathscr{C}$. Assume that, for each $x_{0} \in \mathbb{R}^{n}$, the solution of (4.0.1) is defined for all $t \geq 0$; that is, for each $x_{0} \in \mathbb{R}^{n}$, there is a function $\mathbb{R}^{+} \ni t \mapsto x\left(t, f, x_{0}\right) \in \mathbb{R}^{n}$ satisfying (4.0.1).

Now, following [45] we define the skew product semiflow associated to (4.0.1) in the following way

$$
\begin{gathered}
\Pi(t): \mathbb{R}^{n} \times \mathscr{C} \rightarrow \mathbb{R}^{n} \times \mathscr{C} \\
\Pi(t)\left(x_{0}, f\right)=\left(x\left(t, f, x_{0}\right), f_{t}\right),
\end{gathered}
$$

where $f_{t}(s, x)=f(t+s, x)$ for all $t, s \geq 0$ and $x \in \mathbb{R}^{n}$. Suppose that the map $\mathbb{R}^{+} \times \mathscr{C} \times \mathbb{R}^{n} \ni$ $\left(t, f, x_{0}\right) \mapsto\left(x\left(t, f, x_{0}\right), f_{t}\right) \in \mathbb{R}^{n} \times \mathscr{C}$ is continuous. It is easy to see that

$$
x\left(t+s, f, x_{0}\right)=x\left(t, f_{s}, x\left(s, f, x_{0}\right)\right) .
$$

From this, it is clear that

$$
\begin{aligned}
\Pi(t+s)\left(x_{0}, f\right) & =\left(x\left(t+s, f, x_{0}\right), f_{t+s}\right)=\left(x\left(t, f_{s}, x\left(s, f, x_{0}\right)\right), f_{t}\left(f_{s}\right)\right) \\
& =\Pi(t)\left(x\left(s, f, x_{0}\right), f_{s}\right)=\Pi(t) \Pi(s)\left(x_{0}, f\right)
\end{aligned}
$$

and that $\mathbb{R}^{+} \times \mathscr{C} \times \mathbb{R}^{n} \ni\left(t, f, x_{0}\right) \mapsto \Pi(t)\left(x_{0}, f\right) \in \mathbb{R}^{n} \times \mathscr{C}$ is continuous, which means that the family $\{\Pi(t): t \geqslant 0\}$ forms a semigroup with phase space $Z=\mathbb{R}^{n} \times \mathscr{C}$.

Assume that $\{\Pi(t): t \geq 0\}$ possesses a global attractor $\mathscr{A}$ in $Z$. Then, it may seem that we have found a proper way to study the asymptotic dynamics of (4.0.1). In fact, the set $\mathscr{A}$ possesses dynamics associated to $\{\Pi(t): t \geq 0\}$ but it has no dynamics immediately associated to 4.0.1). An element of $\mathscr{A}$ is an element of $\mathbb{R}^{n} \times \mathscr{C}$, that is, an initial condition $y_{0} \in \mathbb{R}^{n}$ and a vector field $g$ (which is not $f$ in general) and $\Pi(t)\left(y_{0}, g\right)=\left(x\left(t, g, y_{0}\right), g_{t}\right)$ has no straightforward relation to (4.0.1). Let us try to unravel a little the connection of the points in $\mathscr{A}$ with (4.0.1).

The first step to study the dynamics of (4.0.1) is to understand the attraction property of $\{\Pi(t): t \geq 0\}$ as $t \rightarrow \infty$ relatively to the solution operator of (4.0.1).

Given a bounded subset $\tilde{B}$ of $\mathbb{R}^{n} \times \mathscr{C}$, we have that $\mathscr{A}$ attracts $\tilde{B}$ under the action of $\{\Pi(t)$ : $t \geq 0\}$ if

$$
\lim _{t \rightarrow \infty} \mathrm{~d}_{H}(\Pi(t) \tilde{B}, \mathscr{A})=0
$$

If, for a given bounded subset $B \subset \mathbb{R}^{n}$, we only consider a bounded subset $\tilde{B}$ of the form $B \times\{f\}$, this attraction property can be written as

$$
\lim _{t \rightarrow \infty} \mathrm{~d}_{H}\left(x(t, f, B) \times\left\{f_{t}\right\}, \mathscr{A}\right) \geq \lim _{t \rightarrow \infty} \mathrm{~d}_{H}(x(t, f, B), A(t)),
$$

where $A(t)=\left\{x \in \mathbb{R}^{n}:\left(x, f_{t}\right) \in \mathscr{A}\right\}$ (note that $A(t) \times\left\{f_{t}\right\} \subset \mathscr{A}$ ). This means that the compact set $\mathscr{A}_{\mathbb{R}^{n}}:=\cup_{t \geqslant 0} A(t) \subset \mathbb{R}^{n}$ attracts bounded subsets of $\mathbb{R}^{n}$.

Although the set $\mathscr{A}_{\mathbb{R}^{n}}$ does not have any dynamical property with respect to the problem (4.0.1), we will see that some families in it are crucial to understand the dynamics of (4.0.1).

Essentially, note that, given a non-autonomous differential equation such as (4.0.1), we can refer to three different but closely related dynamical systems:

- The driving system $\{\Theta(t): t \geqslant 0\}$ associated to the dynamics of the time-dependent terms appearing in the equation, and which is defined by $\Theta(t) f(\cdot, x)=f_{t}(\cdot, x)=f(t+$ $\cdot, x)$,
- the skew-product semiflow $\{\Pi(t): t \geqslant 0\}$ defined on the product space $Z=\mathbb{R}^{n} \times \mathscr{C}$,
- and the associated non-autonomous dynamical system $(\varphi, \Theta)_{\left(\mathbb{R}^{n}, \mathscr{C}\right)}$ with $\varphi\left(t, \Theta_{s} f\right) x_{0}=$ $x\left(t+s, f, x_{0}\right)$ (see Definition 4.1.1).

The aim of this part of the work is to describe the internal structure and dynamics (in the sense of Morse Decomposition and Lyapunov functions) of the global attractor for the skew
product semiflow and the pullback attractor for the associated non-autonomous dynamical system. This description will be determined by the asymptotic configuration of the given driving system $\Theta(t)$. Indeed, we will show how a Morse Decomposition of the global attractor for $\Theta(t)$ produces a Morse Decomposition for the attractors both of the skew-product semiflow and the non-autonomous dynamical system. We will pay special attention to the dynamical properties inherited by this description.

### 4.1 Preliminaries

In this section we state the definitions and some known results which will be used throughout the following sections. In particular, we pay special attention to the concept of pullback attractor.

### 4.1.1 Non-autonomous dynamical systems and pullback attractors

We recall the definition of an non-autonomous dynamical system, but here we will use a more general one, where the driving system is only a semigroup rather than a group.

Definition 4.1.1. Consider two metric spaces $\left(X, d_{X}\right)$ and $\left(P, d_{P}\right)$. A non-autonomous dynamical system $(N D S)$, denoted by $(\varphi, \Theta)_{(X, P)}$, consists of two ingredients:
(i) $A$ driving semigroup $\{\Theta(t): t \geqslant 0\}$ in $P$.
(ii) A cocycle $\varphi: \mathbb{R}^{+} \times P \times X \rightarrow X$ over $\Theta$, that is, a continuous map such that the family of mappings $\varphi(t, p): X \rightarrow X$ satisfies the cocycle property:

1) $\varphi(0, p)=I_{X}$ for all $p \in P$,
2) $\varphi(t+s, p)=\varphi(t, \Theta(s) p) \varphi(s, p)$ for all $t, s \geqslant 0$ and $p \in P$.

The associated skew product semiflow $(S P S F)\{\Pi(t): t \geq 0\} \subset \mathscr{C}(X \times P)$ is given by

$$
\Pi(t)(x, p)=(\varphi(t, p) x, \Theta(t) p)
$$

It is clear that $\{\Pi(t): t \geqslant 0\}$ is a semigroup with phase space $X \times P$.

Remark 4.1.2. Given an $N D S(\varphi, \Theta)_{(X, P)}$ and an invariant set $R \subset P$ under the action of $\{\Theta(t)$ : $t \geqslant 0\}$, we can consider the restriction $\left.\Theta(t)\right|_{R}: R \rightarrow R$ and the restriction $\left.\varphi\right|_{\mathbb{R}^{+} \times R \times X}: \mathbb{R}^{+} \times R \times X \rightarrow$ $X$, so that we have a new NDS. In this case, the associated skew product semiflow $\left\{\left.\Pi(t)\right|_{X \times R}\right.$ : $t \geqslant 0\}$ possesses $X \times R$ as its phase space.

Definition 4.1.3. Given a global bounded solution $\eta: \mathbb{R} \rightarrow P$ of the driving system $\{\Theta(t): t \geqslant$ $0\}$, a family of subsets $\hat{D}_{\eta}=\left\{D_{\eta}(t)\right\}_{t \in \mathbb{R}}$ of $X$ is called a non-autonomous $\eta$-set. If each fiber $D_{\eta}(t)$ is closed/compact/open, then $\hat{D}_{\eta}$ is called a non-autonomous closed/compact/open $\eta$-set.

Definition 4.1.4. A non-autonomous $\eta$-set $\hat{D}_{\eta}$ is said to be forward invariant under the NDS $(\varphi, \Theta)_{(X, P)}$ if $\varphi(t, \eta(s)) D_{\eta}(s) \subset D_{\eta}(t+s)$ for all $s \in \mathbb{R}$ and $t \geqslant 0$. It is said to be invariant if $\varphi(t, \eta(s)) D_{\eta}(s)=D_{\eta}(t+s)$ for all $s \in \mathbb{R}$ and $t \geqslant 0$.

Definition 4.1.5. Given two non-autonomous $\eta$-sets $\hat{D}_{\eta}$ and $\hat{A}_{\eta}$, we say that $\hat{A}_{\eta} \eta$-pullback attracts $\hat{D}_{\eta}$ if

$$
\lim _{t \rightarrow \infty} \mathrm{~d}_{H}\left(\varphi(t, \eta(s-t)) D_{\eta}(s-t), A_{\eta}(s)\right)=0, \text { for each } s \in \mathbb{R}
$$

Definition 4.1.6. $A \eta$-universe $\hat{\mathscr{D}}_{\eta}$ is a collection of nonempty non-autonomous $\eta$-sets which is closed with respect to set inclusion, i.e. if $\hat{D}_{\eta}^{1} \in \hat{\mathscr{D}}_{\eta}$ and $D_{\eta}^{2}(t) \subset D_{\eta}^{1}(t)$ for all $t \in \mathbb{R}$, then $\hat{D}_{\eta}^{2} \in$ $\hat{\mathscr{D}}_{\eta}$. A non-autonomous compact $\eta$-set $\hat{S}_{\eta} \in \hat{\mathscr{D}}_{\eta}$ is called a $\hat{\mathscr{D}}_{\eta}$-pullback attractor of $(\varphi, \Theta)_{(X, P)}$ if
(i) $\hat{S}_{\eta}$ is invariant;
(ii) $\hat{S}_{\eta} \eta$-pullback attracts all families $\hat{D}_{\eta} \in \hat{\mathscr{D}}_{\eta}$.

Remark 4.1.7. The above definitions are a simple rewriting of the known definitions for the non-autonomous setting given in [12] for the case of a non-injective driving system $\{\Theta(t): t \geqslant$ $0\}$, where there may be more than one global solution through a given point $p \in P$.

Another important fact is the relationship between the global attractor of a skew product semiflow and the pullback attractors of the evolution processes it may contain. Such a relation is expressed in our next result.

Theorem 4.1.8. Assume that the skew product semiflow $\{\Pi(t): t \geq 0\}$ possesses a global attractor $\mathscr{A}$, the driving system $\{\Theta(t): t \geq 0\}$ has a global attractor $\mathscr{A}$ and $\eta(\cdot): \mathbb{R} \rightarrow P$ is a global bounded solution for $\{\Theta(t): t \geq 0\}$. Then, the evolution process $\left\{T_{\eta}(t, s): t \geq s\right\}$ given by

$$
T_{\eta}(t, s) x=\varphi(t-s, \eta(s)) x, x \in X
$$

possesses $a \hat{\mathscr{D}}_{\eta}$-pullback attractor $\left\{\mathscr{A}_{\eta}(t): t \in \mathbb{R}\right\}$ with the property that $\mathscr{A}_{\eta}(t)=\{x \in X:(x, \eta(t)) \in$ $\mathscr{A}\}$, where $\hat{\mathscr{D}}_{\eta}$ is the collection of all non-autonomous $\eta$-sets $\hat{D}_{\eta}$ such that $\underset{t \in \mathbb{R}}{ } D_{\eta}(t)$ is bounded in X. Of course,

$$
\mathscr{A}=\left\{\bigcup_{t \in \mathbb{R}} \mathscr{A}_{\eta}(t) \times\{\eta(t)\}, \eta(\cdot) \text { is a global bounded solution for }\{\Pi(t): t \geq 0\}\right\}
$$

Proof: Define $K=\overline{\eta(\mathbb{R})}$, which is a compact set in $P$ and invariant under the action of $\{\Theta(t)$ : $t \geqslant 0\}$. Thus the semigroup $\left\{\Pi_{K}(t): t \geqslant 0\right\}$ given by the restriction $\Pi_{K}(t)=\left.\Pi(t)\right|_{X \times K}: X \times$ $K \rightarrow X \times K$ is well defined and has a global attractor $\mathscr{A}_{K}$. By Theorem 3.3 in [5], the nonautonomous associated set $\left\{\mathscr{A}_{K}(p)\right\}_{p \in K}$ is a pullback attractor of the $\operatorname{NDS}(\varphi, \Theta)_{(X, K)}$, hence the family $\left\{\mathscr{A}_{\eta}(t)\right\}_{t \in \mathbb{R}}$ given by $\mathscr{A}_{\eta}(t)=\mathscr{A}_{K}(\eta(t))$, for all $t \in \mathbb{R}$, is the pullback attractor for the evolution process $\left\{T_{\eta}(t, s): t \geqslant s\right\}$. The last assertion is straightforward.

With this result, we can state the following (and its proof is a direct consequence of Theorem 3.1.5):

Theorem 4.1.9. With the hypotheses of Theorem 4.1.8, assume that the skew product semiflow $\{\Pi(t): t \geqslant 0\}$ is a generalized gradient-like semigroup with the family of invariant sets $\Psi=$ $\left\{\Xi_{1}, \ldots, \Xi_{p}\right\}$ satisfying the hypotheses of Theorem 3.1.5, then for any bounded global solution $\eta(\cdot): \mathbb{R} \rightarrow P$ of $\{\Theta(t): t \geq 0\}$ in $\mathscr{A}$, if $\left\{\mathscr{A}_{\eta}(t): t \in \mathbb{R}\right\}$ is the pullback attractor of $\left\{T_{\eta}(t, s): t \geq s\right\}$ given by $T_{\eta}(t, s) x=\varphi(t-s, \eta(s)) x, x \in X$ we have that

$$
c\left(\mathscr{A}_{\eta}(t)\right) \leqslant \frac{\omega+\ln (L)}{\omega} \max _{i=1, \ldots, p} c\left(W_{l o c}^{u}\left(\Xi_{i}\right)\right), \text { for all } t \in \mathbb{R},
$$

where $\omega, L>0$ are the constants given in Theorem 3.1.5,

### 4.1.2 Time dependence and translations

We now describe the set of functions which lead to the phase space $P$ for the driving system $\Theta(t)$. For a more detailed approach, we refer to [45].

For any two Banach spaces $V, W$ we will let $C(I, W), C(V, W)$ and $C(I \times V, W)$ denote the spaces of continuous functions defined on, respectively, $I, V$ and $I \times V$, and taking values on $W$, where $I$ denotes an interval on the real line, and our primarily interest is in two cases: $I=\mathbb{R}^{+}$and $I=\mathbb{R}$. In addition to these spaces, we define $C_{b}(V, W)$ (and $C_{b}(I \times V, W)$ ) to be the collection of all $f \in C(V, W)$ (and $C(I \times V, W)$ ) such that for every bounded set $B \subset V$ (and every compact set $J \subset I$ ), there is a $K_{0} \geqslant 0$, such that $\|f(u)\|_{W} \leqslant K_{0}$ (and $\|f(t, u)\|_{W} \leqslant K_{0}$ ), for all $u \in B$ (and $(t, u) \in J \times B)$.

These spaces of continuous functions are Frechét spaces with a metric topology which is described by the uniform convergence on bounded sets. The metric in this case is generated by a countable family of pseudonorms $\|\cdot\|_{k}$ as follows: Let $B_{k}$ be the closed neighborhood of the origin in $V$ of radius $k$, and set $I_{k}=I \cap[-k, k]$. Define

$$
\|f\|_{k} \doteq \sup _{u \in B_{k}, t \in I_{k}}\|f(t, u)\|_{W}
$$

A sequence $f_{n}$ is said to converge to $f$, i.e. $f=\lim _{n \rightarrow \infty} f_{n}$, whenever

$$
\lim _{n \rightarrow \infty}\left\|f-f_{n}\right\|_{k}=0, \text { for all } k \geqslant 1
$$

It turns out that $C_{b}(I \times V, W)$ is a complete metric space with this metric.
We now restrict our attention to the cases $I=\mathbb{R}^{+}$or $I=\mathbb{R}$. For each $f \in C(I \times V, W)$, we define the translate $f_{\tau}$ by

$$
f_{\tau}(t, u) \doteq f(t+\tau, u), \quad u \in V \text { and } t, \tau \in I
$$

Note that $f_{\tau} \in C(I \times V, W) \doteq \mathscr{C}$ for all $\tau \in I$. Furthermore, the mapping $(f, \tau) \rightarrow f_{\tau}$ is a continuous map of $\mathscr{C} \times I$ into $\mathscr{C}$, where $\mathscr{C}$ has the topology defined by the uniform convergence on compact sets. Next, we define the positive orbit and the full orbit through $f$ by

$$
\gamma^{+}(f) \doteq\left\{f_{\tau}: \tau \in \mathbb{R}^{+}\right\} \quad \text { and } \quad \gamma(f) \doteq\left\{f_{\tau}: \tau \in \mathbb{R}\right\} .
$$

Similarly, the positive hull and the full hull are defined by

$$
P=H^{+}(f) \doteq \bar{\gamma}^{+}(f) \quad \mathscr{C} \quad \text { and } \quad P=H(f) \doteq \overline{\gamma(f)}{ }^{\mathscr{C}}
$$

## Example

In this subsection we develop an example in which we can describe the structure for the closure of a given non-autonomous function. Note that one of the motivations of our main results is to derive qualitative properties of non-autonomous dynamical systems from a detailed description of the limit points on this structure.

Example 4.1.10. Given two continuous functions $f, g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, we define $r: \mathbb{R}^{+} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ by

$$
r(t, x)=h(t) f(x)+(1-h(t)) g(x),
$$

where $h: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is defined as follows:
Let $\left\{a_{n}\right\},\left\{b_{n}\right\},\left\{c_{n}\right\},\left\{d_{n}\right\}$ be sequences of real numbers with
(i) $a_{0}=0$;
(ii) $a_{n}<b_{n}<c_{n}<d_{n}<a_{n+1}$ for all $n \in \mathbb{N}$;
(iii) If $t_{n} \doteq b_{n}-a_{n}$ and $\tau_{n} \doteq d_{n}-c_{n}$, then $t_{n}, \tau_{n} \rightarrow \infty$ as $n \rightarrow \infty$;
(iv) If $\gamma_{n} \doteq b_{n}-c_{n}$ and $\lambda_{n} \doteq a_{n+1}-d_{n}$, then $\gamma_{n}, \lambda_{n} \rightarrow \infty$ as $n \rightarrow \infty$.

Now, we define the function $h$ in such a way that is smooth, $0 \leqslant h \leqslant 1, h(t)=1$ if $t \in\left[a_{n}, b_{n}\right]$ for some $n \in \mathbb{N}$ and $h(t)=0$ if $t \in\left[c_{n}, d_{n}\right]$ for some $n \in \mathbb{N}$.

If $\Theta(t) r(\cdot, x)=r(t+\cdot, x)$ for each $t \geqslant 0$ and $x \in X$, let $P=H^{+}(r)$ be the positive hull of $r$. Then $\{\Theta(t): t \geqslant 0\}$ is a semigroup in $P$.

First, we choose the sequence $t_{n}^{*}=a_{n}+\frac{t_{n}}{2}$, thus

$$
\Theta\left(t_{n}^{*}\right) r(s, x)=r\left(s+t_{n}^{*}, x\right)=f(x)
$$

if $s \in\left[0, \frac{t_{n}}{2}\right]$. Hence $\Theta\left(t_{n}^{*}\right) r \rightarrow f$ as $n \rightarrow \infty$ in the uniform convergence on bounded sets, which shows that $f \in \omega(r)$, the omega-limitset of $r$. Choosing $\tau_{n}^{*}=c_{n}+\frac{\tau_{n}}{2}$ we can see that $\Theta\left(\tau_{n}^{*}\right) r \rightarrow g$ as $n \rightarrow \infty$, which shows that $g \in \omega(r)$ in a similar way.

Choosing $\gamma_{n}^{*}=b_{n}+\frac{\gamma_{n}}{2}$ we see that

$$
\Theta\left(\gamma_{n}^{*}\right) r(t, x)=r\left(t+\gamma_{n}^{*}, x\right) .
$$

Using the Arzelà-Ascoli theorem and a diagonalization process, we can see that there exists a function $\xi^{*}: \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and a subsequence $\left\{\gamma_{n_{k}}^{*}\right\}$ of $\left\{\gamma_{n}^{*}\right\}$ such that $\Theta\left(\gamma_{n_{k}}^{*}\right) r \rightarrow \xi^{*}$ in the topology of uniform convergence on bounded sets. Also, since $\Theta\left(\gamma_{n}^{*}\right) r(t, x)=r\left(t+\gamma_{n}^{*}, x\right)$, we can see that if $t \in\left[-\gamma_{n}^{*}, b_{n}-\gamma_{n}^{*}\right]$, then $\Theta\left(\gamma_{n}^{*}\right) r(t, x)=f(x)$ for all $x \in \mathbb{R}^{n}$. Thus $\xi(t) \xrightarrow{t \rightarrow \infty} f$, where $\xi(t)=\xi^{*}(t, \cdot)$ and, analogously, $\xi(t) \xrightarrow{t \rightarrow-\infty} g$. It is clear that $\xi$ is a global solution for the driving system $\{\Theta(t): t \geqslant 0\}$, therefore $\xi$ is a connection between $f$ and $g$.

With the same reasoning, we can construct a connection $\psi$ between $g$ and $f$. In this way we can have some description of what happens in $P=H(r)$.

In this example, we can see that, if we want a Morse decomposition for the global attractor of $\{\Theta(t): t \geqslant 0\}$, then $f$ and $g$ would be both in the same Morse set, and this will be used in Section 4.5,

### 4.1.3 Homoclinic structures in $\omega$-limit sets

At light of Example 4.1.10, we can state a more general result concerning $\omega$-limit sets and homoclinic structures of a given gradient-like semigroup with a finite number of stationary points.

Proposition 4.1.11. Let $\{\Pi(t): t \geqslant 0\}$ a semigroup with a global attractor $\mathscr{A}$ with a finite set of stationary points $\mathscr{E}$. Let $z \in Z$ and assume that there exist $x, y \in \omega(z)$ such that $x \in \mathscr{E}$ and $x \neq y$. Then $x$ is a chain recurrent point.

Proof: It is straightforward from the definition of the $\omega$-limit set.
Proposition 4.1.12. Let $\{\Pi(t): t \geqslant 0\}$ be a semigroup with a global attractor $\mathcal{A}$, a finite set of stationary points $\mathscr{E}$ and assume that it satisfies (G1). Let $z \in Z$ and assume that there exist $x, y \in \omega(z) \cap \mathscr{E}$ with $x \neq y$. Then, there is a finite collection $\left\{\xi_{1}, \cdots, \xi_{n}\right\}$ of global solutions and points $\left\{z_{1}, \cdots, z_{n+1}\right\} \subset \mathscr{E}$, with $z_{1}=x$ and $z_{n+1}=y$ such that

$$
z_{i} \stackrel{t \rightarrow-\infty}{\rightleftarrows} \xi_{i}(t) \xrightarrow{t \rightarrow \infty} z_{i+1}, \text { for } i=1, \cdots, n .
$$

## Proof: See [11, Lemma 2.2].

This last proposition generalizes the case of Example4.1.10 and gives us some information about the structure of the $\omega$-limit sets of gradient-like semigroups.

### 4.2 Morse decomposition for a skew product semiflow

In this section we will describe the relationships between the Morse decompositions of the skew product semiflow, the driving semiflow and the pullback attractors associated to evolution processes related to the global solutions of the driving semiflow.

Indeed, our primary interest is to obtain a Morse decomposition for the global attractor $\mathscr{A}$ of the skew product semiflow $\{\Pi(t): t \geqslant 0\}$ in terms of a Morse decomposition of the global attractor $\mathscr{A}$ of the driving system $\{\Theta(t): t \geqslant 0\}$.

### 4.2.1 The lift of a Morse decomposition from $P$ to $X \times P$

Definition 4.2.1. Given any $R \subset P$ and $\mathscr{D} \subset X \times P$, we define the subset $R^{\mathscr{D}} \subset X \times P$ by

$$
R^{\mathscr{D}}=\{(x, p) \in \mathscr{D}: p \in R\} .
$$

The set $R^{\mathscr{D}}$ is called the lift of $R$ in $\mathscr{D}$.

Remark 4.2.2. If $\psi_{2}: X \times P \rightarrow P$ is the projection on the second coordinate, that is, $\psi_{2}(x, p)=p$ for all $(x, p) \in X \times P$, then we can see that $R^{\mathscr{D}}=\psi_{2}^{-1}(R) \cap \mathscr{D}$.

We can now prove the main theorem of this section:

Theorem 4.2.3. Let $(\varphi, \Theta)_{(X, P)}$ be a non-autonomous dynamical system and $\{\Pi(t): t \geqslant 0\}$ the associated skew product semiflow. Assume that $\{\Pi(t): t \geqslant 0\}$ possesses a global attractor $\mathscr{A}$ and also that the driving system $\{\Theta(t): t \geqslant 0\}$ has a global attractor $\mathscr{A}$ with a Morse decomposition $\left\{M_{1}, \cdots, M_{n}\right\}$. Assume also that $[\Theta(t)]^{-1}\left(M_{i}\right) \subset M_{i}$, for all $t \geqslant 0$ and all $i=1, \cdots, n$. Then, the family $\left\{M_{1}^{\mathscr{A}}, \cdots, M_{n}^{\mathscr{A}}\right\}$ is a Morse decomposition for the global attractor $\mathscr{A}$ of $\{\Pi(t): t \geqslant 0\}$. Moreover, the sets $M_{i}^{\mathscr{A}}$ coincide with the global attractors of the semigroups $\left\{\Pi_{i}(t): t \geqslant 0\right\}$ defined on $X \times M_{i}$ by $\Pi_{i}(t)=\left.\Pi(t)\right|_{X \times M_{i}}$ for each $i=1, \cdots, n$.

Proof: First we prove the non-emptiness of each $M_{i}^{\mathscr{A}}$. Let $p \in M_{i}$ (since it is non-empty, such $p$ exists) and take $x \in X$. Since $\mathscr{A}$ attracts points of $X \times P$ under the action of $\{\Pi(t): t \geqslant 0\}$, we have that

$$
\lim _{t \rightarrow \infty} \mathrm{~d}_{H}(\Pi(t)(x, p), \mathscr{A})=0
$$

Since $\mathscr{A}$ is compact and non-empty, we know that there exists a sequence $\left\{t_{n}\right\}_{n \in \mathbb{N}}$ and a point $\left(x_{0}, p_{0}\right) \in \mathscr{A}$ such that $t_{n} \rightarrow \infty$ and $\Pi\left(t_{n}\right)(x, p) \rightarrow\left(x_{0}, p_{0}\right)$. But $\Pi\left(t_{n}\right)(x, p)=\left(\varphi\left(t_{n}, p\right) x, \Theta\left(t_{n}\right) p\right)$, and thus $\varphi\left(t_{n}, p\right) x \rightarrow x_{0}$ and $\Theta\left(t_{n}\right) p \rightarrow p_{0}$. Since $M_{i}$ is closed and invariant, $p_{0} \in M_{i}$ for some $i \in\{1, \ldots, n\}$. Hence $\left(x_{0}, p_{0}\right) \in \mathscr{A}$ and $p_{0} \in M_{i}$, which shows that $\left(x_{0}, p_{0}\right) \in M_{i}^{\mathscr{A}}$.

Now we prove the invariance of each $M_{i}^{\mathscr{A}}$ under the action of $\{\Pi(t): t \geqslant 0\}$. Let $(x, p) \in$ $M_{i}^{\mathscr{A}}$. Then

$$
\Pi(t)(x, p)=(\varphi(t, p) x, \Theta(t) p)
$$

and, since $\mathscr{A}$ is invariant by $\Pi,(\varphi(t, p) x, \Theta(t) p) \in \mathscr{A}$. From the invariance of $M_{i}, \Theta(t) p \in M_{i}$ and thus $\Pi(t)(x, p) \in M_{i}^{\mathscr{A}}$. Now, if $(y, q) \in M_{i}^{\mathscr{A}}$, from the invariance of $\mathscr{A}$, there exists $(x, p) \in$ $\mathscr{A}$ such that

$$
\Pi(t)(x, p)=(y, q)
$$

which implies that $y=\varphi(t, p) x$ and $\Theta(t) p=q \in M_{i}$. Thus $p \in[\Theta(t)]^{-1}\left(M_{i}\right) \subset M_{i}$, so $p \in M_{i}$ and hence $(x, p) \in M_{i}^{\mathscr{A}}$.

Since $M_{i}^{\mathscr{A}} \subset \mathscr{A}$, to show that it is compact it remains to show that it is closed. Assume that $\left\{\left(x_{n}, p_{n}\right)\right\}_{n \in \mathbb{N}}$ is a sequence in $M_{i}^{\mathscr{A}}$ such that $\left(x_{n}, p_{n}\right) \rightarrow(x, p)$ as $n \rightarrow \infty$. Clearly $(x, p) \in \mathscr{A}$ and since $\left\{p_{n}\right\}_{n \in \mathbb{N}} \subset M_{i}, p \in M_{i}$ and thus $(x, p) \in M_{i}^{\mathscr{A}}$.

Now, if $(x, p) \in M_{i}^{\mathscr{A}} \cap M_{j}^{\mathscr{A}}$, with $i \neq j$, then it implies that $p \in M_{i} \cap M_{j}$, which is a contradiction because they are disjoint. Therefore $M_{i}^{\mathscr{A}}$ and $M_{j}^{\mathscr{A}}$ are disjoint if $i \neq j$.

Now, given a global solution $\xi: \mathbb{R} \rightarrow \mathscr{A}$ for $\{\Pi(t): t \geqslant 0\}$ we have that

$$
\xi(t)=(x(t), \eta(t)), \text { for all } t \geqslant 0,
$$

where $\eta: \mathbb{R} \rightarrow \mathscr{A}$ is a global solution for $\{\Theta(t): t \geqslant 0\}$ and $x: \mathbb{R} \rightarrow X$ satisfies $\varphi(t, \eta(s)) x(s)=$ $x(t+s)$ for all $t \geqslant 0$ and $s \in \mathbb{R}$. Since $\left\{M_{1}, \cdots, M_{n}\right\}$ is a Morse decomposition for $\mathscr{A}$, there exist $1 \leqslant i<j \leqslant n$ such that

$$
M_{j} \stackrel{t \rightarrow-\infty}{\longleftrightarrow} \eta(t) \xrightarrow{t \rightarrow \infty} M_{i} .
$$

We will show now that $\xi(t) \rightarrow M_{i}^{\mathscr{A}}$. For this purpose, assume that this is not the case, that is,
assume that there exist $\epsilon_{0}>0$ and a sequence $\left\{t_{n}\right\}_{n \in \mathbb{N}}$ with $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$ and

$$
d\left(\xi\left(t_{n}\right), M_{i}^{\mathscr{A}}\right) \geqslant \epsilon_{0} \text {, for all } n \in \mathbb{N} .
$$

But $\left\{\xi\left(t_{n}\right)\right\}_{n \in \mathbb{N}} \subset \mathscr{A}$ and we can also assume that $\xi\left(t_{n}\right) \rightarrow(x, p) \in \mathscr{A}$. Since $\eta\left(t_{n}\right) \rightarrow M_{i}$, it follows that $p \in M_{i}$ and thus $(x, p) \in M_{i}^{\mathscr{A}}$, but

$$
d\left((x, p), M_{i}^{\mathscr{A}}\right) \geqslant \epsilon_{0},
$$

and since $M_{i}^{\mathscr{A}}$ is compact, this is a contradiction.
Analogously, $\xi(t) \rightarrow M_{j}^{\mathscr{A}}$ as $t \rightarrow-\infty$. In a similar way, we can prove that there are no homoclinic structures in $\left\{M_{1}^{\mathscr{A}}, \cdots, M_{n}^{\mathscr{A}}\right\}$, as there are no homoclinic structures in $\left\{M_{1}, \cdots, M_{n}\right\}$.

To prove the second statement, fix $i=1, \cdots, n$ and let $\mathscr{A}_{i}$ be the global attractor of $\left\{\Pi_{i}(t)\right.$ : $t \geqslant 0\}$. It is easy to see that $\mathscr{A}_{i} \subset \mathscr{A}$. Now if $(x, p) \in \mathscr{A}_{i}$, then $p \in M_{i}$ and thus $(x, p) \in M_{i}^{\mathscr{A}}$. Conversely, if $(x, p) \in M_{i}^{\mathscr{A}}$, then $(x, p) \in \mathscr{A}$, and thus there exists a global solution $\xi: \mathbb{R} \rightarrow \mathscr{A}$. But, by the invariance of $M_{i}$, we have that $\xi(t) \in \mathscr{A}_{i}$ for all $t \in \mathbb{R}$, and hence $(x, p) \in \mathscr{A}_{i}$.

### 4.2.2 The projection of a Morse decomposition from $X \times P$ to $P$

We are now interested in the opposite problem. Indeed, we investigate when a given Morse decomposition on the global attractor $\mathscr{A}$ of the skew product semiflow $\{\Pi(t): t \geqslant 0\}$ generates a Morse decomposition in the global attractor $\mathscr{A}$ of the driving system $\{\Theta(t): t \geqslant$ $0\}$.

Definition 4.2.4. Given any $\mathscr{D} \subset X \times P$ and $R \subset P$, we define the subset $\mathscr{D}_{R}$ by

$$
\mathscr{D}_{R}=\{p \in R:(x, p) \in \mathscr{D} \text { for some } x \in X\} .
$$

The set $\mathscr{D}_{R}$ is called the $\mathbf{P}$-projection of $\mathscr{D}$ over $R$.

Remark 4.2.5. Notice again that if $\psi_{2}: X \times P \rightarrow P$ denotes the projection on the second coordinate, then it is clear that $\mathscr{D}_{R}=\psi_{2}(\mathscr{D}) \cap R$.

Lemma 4.2.6. Let $\mathscr{D} \subset X \times P$ be an invariant set under the action of $\{\Pi(t): t \geqslant 0\}, R \subset P$ an invariant set under the action of $\{\Theta(t): t \geqslant 0\}$ such that $[\Theta(t)]^{-1} R \subset R$ for all $t \geqslant 0$. Then, the
projection $\mathscr{D}_{R}$ is invariant under the action of $\{\Theta(t): t \geqslant 0\}$.
Proof: Let $p \in \mathscr{D}_{R}$. Then, by definition, there exists $x \in X$ such that $(x, p) \in \mathscr{D}$ and by the invariance of $\mathscr{D}$ under the action of $\{\Pi(t): t \geqslant 0\}$, we have that, for $t \geqslant 0$,

$$
(\varphi(t, p) x, \Theta(t) p)=\Pi(t)(x, p) \in \mathscr{D},
$$

which implies that $\Theta(t) p \in \mathscr{D}_{R}$, since $\Theta(t) p \in R$ by invariance. On the other hand, given $q \in \mathscr{D}_{R}$ and $y \in X$ such that $(y, q) \in \mathscr{D}$, by the invariance again, there exists $(x, p) \in \mathscr{D}$ such that $\Pi(t)(x, p)=(y, q)$. This implies that $y=\varphi(t, p) x$ and $\Theta(t) p=q$. Thus $p \in[\Theta(t)]^{-1} R \subset R$ which proves the result.

For the following result, we will need to assume that the maps $\Theta(t): \mathscr{A} \rightarrow \mathscr{A}$ are injective, for each $t \geqslant 0$.

Theorem 4.2.7. Assume that $\left\{\mathscr{M}^{1}, \cdots, \mathscr{M}^{n}\right\}$ is a Morse decomposition for the global attractor $\mathscr{A}$ of the skew product semiflow $\{\Pi(t): t \geqslant 0\}$. Assume that the family $\left\{\mathscr{M}_{\mathscr{A}}^{1}, \cdots, \mathscr{M}_{\mathscr{A}}^{n}\right\}$ is disjoint and that $\left.\Theta(t)\right|_{\mathscr{A}}: \mathscr{A} \rightarrow \mathscr{A}$ is injective for all $t \geqslant 0$. Then, $\left\{\mathscr{M}_{\mathscr{A}}^{1}, \cdots, \mathscr{M}_{\mathscr{A}}^{n}\right\}$ is a Morse decomposition for the global attractor $\mathscr{A}$ of the driving system $\{\Theta(t): t \geqslant 0\}$.

Proof: We know that $\mathscr{M}_{\mathscr{A}}^{i}$ is compact and non-empty for each $i=1, \cdots, n$. By Lemma 4.2.6, each $\mathscr{M}_{\mathscr{A}}^{i}$ is invariant under the action of $\{\Theta(t): t \geqslant 0\}$. Now, given a global solution $\eta: \mathbb{R} \rightarrow \mathscr{A}$ of $\{\Theta(t): t \geqslant 0\}$, we choose a point $x \in X$ such that $(x, \eta(0)) \in \mathscr{A}$. Thus, there exists a global solution $\xi: \mathbb{R} \rightarrow \mathscr{A}$ through $(x, \eta(0))$, and by the injectivity of $\Theta(t)$, we have that

$$
\xi(t)=(x(t), \eta(t)), \text { for all } t \geqslant 0 .
$$

Since $\left\{\mathscr{M}^{1}, \cdots, \mathscr{M}^{n}\right\}$ is a Morse decomposition for $\mathscr{A}$, we have that, for some $i<j$,

$$
\mathscr{M}^{j} \stackrel{t \rightarrow-\infty}{\rightleftarrows} \xi(t) \xrightarrow{t \rightarrow \infty} \mathscr{M}^{i},
$$

which means that

$$
\mathscr{M}_{\mathscr{A}}^{j} \stackrel{t \rightarrow-\infty}{\longleftrightarrow} \eta(t) \xrightarrow{t \rightarrow \infty} \mathscr{M}_{\mathscr{A}}^{i} .
$$

Again, there are no homoclinic structures in $\left\{M_{\mathscr{A}}^{1}, \cdots, M_{\mathscr{A}}^{n}\right\}$ because there are no homoclinic structures in $\left\{\mathscr{M}^{1}, \cdots, \mathscr{M}^{n}\right\}$.

### 4.3 Morse decomposition for pullback attractors

We begin this section by stating some known results about the Morse decomposition for pullback attractors of NDS in [5], where the approach used there requires that the set $P$ be compact and that $\{\Theta(t): t \geqslant 0\}$ be in fact a group over $P$, i.e. $\Theta(t): P \rightarrow P$ is invertible, with its continuous inverse given by $\Theta(t)^{-1}=\Theta(-t)$.

Given a set $\mathscr{D} \subset X \times P$, we define the $p$-section of $\mathscr{D}$ as the set $\mathscr{D}(p) \subset X$ as

$$
\mathscr{D}(p)=\{x \in X:(x, p) \in \mathscr{D}\} .
$$

In the same way, given a non-autonomous set $\hat{\mathscr{D}}=\{D(p)\}_{p \in P}$, with $D(p) \subset X$ for all $p \in P$, we define $\mathscr{D} \subset X \times P$ as

$$
\mathscr{D}=\bigcup_{p \in P} D(p) \times\{p\}
$$

Also, given $\mathscr{D} \subset X \times P$ and $R \subset P$ we define the X-projection of $\mathscr{D}$ over $R$ by

$$
\mathscr{P}_{R}(\mathscr{D})=\cup_{p \in R} \mathscr{D}(p)
$$

In this setting, we can define the pullback attractor for the $\operatorname{NDS}(\varphi, \Theta)_{(X, P)}$ in the following way:

Definition 4.3.1. Let $\mathscr{B}$ be the collection of all bounded sets in $X$. A non-autonomous set $\hat{S}$ is a pullback attractor of $(\varphi, \Theta)_{(X, P)}$ if:
(i) $\mathscr{P}_{P}(S) \in \mathscr{B}$ and each $S(p)$ is compact;
(ii) $\hat{S}$ is invariant under the $\operatorname{NDS}(\varphi, \Theta)_{(X, P)}$, i.e.

$$
\varphi(t, p) S(p)=S(\Theta(t) p), \text { for all } t \geqslant 0 \text { and } p \in P ;
$$

(iii) $\hat{S}$ pullback attracts all non-autonomous sets $\hat{D}$ such that $\mathscr{P}_{P}(D) \in \mathscr{B}$, i.e.

$$
\lim _{t \rightarrow \infty} \mathrm{~d}_{H}(\varphi(t, \Theta(-t) p) D(\Theta(-t) p), S(p))=0, \text { for all } p \in P
$$

Theorem 4.3.2 (Theorem 3.3 in [5]; see also Proposition 3.31 in [24]). Assume that $\mathscr{A}$ is the global attractor of the skew product semiflow $\{\Pi(t): t \geqslant 0\}$. Then, the associated nonautonomous set $\hat{A}$ is the pullback attractor of the $\operatorname{NDS}(\varphi, \Theta)_{(X, P)}$.

Definition 4.3.3. Let $\mathscr{A}$ be the global attractor of the skew product semiflow $\{\Pi(t): t \geqslant 0\}$. A non-autonomous compact pair $(\hat{A}, \hat{R})$ is called a pullback attractor-repeller pair in $\hat{\mathcal{A}}$ if the associated pair $(A, R)$ is an attractor-repeller of the global attractor $\mathscr{A}$ of $\Pi(t)$.

Definition 4.3.4. Let $\mathscr{A}$ be the global attractor of the skew product semiflow $\{\Pi(t): t \geqslant 0\}$. Let $\left(\hat{A}_{i}, \hat{R}_{i}\right), i=1, \cdots, n$, be pullback attractor-repeller pairs in $\hat{\mathscr{A}}$ with

$$
\varnothing=A_{0}(p) \subsetneq A_{1}(p) \subsetneq \cdots \subsetneq A_{n}(p)=\mathscr{A}(p)
$$

and

$$
\mathscr{A}(p)=R_{0}(p) \supsetneq R_{1}(p) \supseteq \cdots \supseteq R_{n}(p)=\varnothing
$$

for all $p \in P$. Then, the family $\hat{\mathcal{M}}=\left\{\hat{M}_{i}\right\}_{i=1}^{n}$ of invariant non-autonomous compact sets, defined by

$$
\hat{M}_{i}=\hat{A}_{i} \cap \hat{R}_{i-1}, 1 \leq i \leq n,
$$

is called a pullback Morse decomposition of $\mathscr{A}$, and each $\hat{M}_{i}$ is called pullback Morse set.
By Theorem 4.2.3] and Theorem 5.15 in [5] we can now prove the following result describing the internal asymptotic dynamics of a pullback Morse decomposition for the pullback attractor $\hat{\mathscr{A}}$ :

Theorem 4.3.5. Assume that the driving system $\{\Theta(t): t \geqslant 0\}$ has a global attractor $\mathscr{A}$ with a Morse decomposition $\left\{M_{1}, \cdots, M_{n}\right\}$. Assume also that $[\Theta(t)]^{-1}\left(M_{i}\right) \subset M_{i}$, for all $t \geqslant 0$ and all $i=1, \cdots, n$. Take the family $\left\{M_{1}^{\mathscr{A}}, \cdots, M_{n}^{\mathscr{A}}\right\}$, which is a Morse decomposition for the global attractor $\mathscr{A}$ of $\{\Pi(t): t \geqslant 0\}$. Then, the $\operatorname{NDS}(\varphi, \Theta)_{(X, \mathscr{A})}$ has a pullback Morse decomposition $\left\{\hat{M}_{1}, \cdots, \hat{M}_{n}\right\}$, where

$$
M_{i}(p)=\left\{x \in X:(x, p) \in \mathscr{M}_{i}^{\mathscr{A}}\right\}
$$

is the $p$-section of $\mathscr{M}_{i}$, for all $p \in \mathscr{A}$ and $i=1, \cdots, n$. Assume that $\hat{\mathscr{M}}$ is described by pullback attractor-repeller pairs $\left(\hat{A}_{i}, \hat{R}_{i}\right), i=1, \ldots, n$ such that $\mathscr{P}_{P}\left(A_{i}\right) \cap \mathscr{P}_{P}\left(R_{i}\right)=\varnothing$ for $i=1, \ldots, n$.

Then, the collection of pullback Morse sets determines the limiting behavior of NDS $\varphi$ on $\hat{A}$. More precisely, we have:
(i) For any singleton non-autonomous set $\hat{x}$ in $\hat{\mathcal{A}}$, by writing $\tilde{x}=\bigcup_{p \in P} x(p) \times\{p\}$, if

$$
\mathrm{d}_{H}\left(\tilde{x}, \bigcup_{i=1}^{n} \partial R_{i}\right)>0,
$$

we have

$$
\lim _{t \rightarrow+\infty} \mathrm{d}_{H}\left(\varphi\left(t, \theta_{-t} p\right) x\left(\theta_{-t} p\right), \bigcup_{i=1}^{n} M_{i}(p)\right)=0
$$

(ii) If $\varphi$ is invertible on $\hat{\mathscr{A}}$ then, for any singleton non-autonomous set $\hat{x}$ in $\hat{\mathscr{A}}$ with

$$
\mathrm{d}_{H}\left(\tilde{x}, \bigcup_{i=1}^{n} \partial A_{i}\right)>0,
$$

we have

$$
\lim _{t \rightarrow+\infty} \mathrm{d}_{H}\left(\varphi\left(-t, \theta_{t} p\right) x\left(\theta_{t} p\right), \bigcup_{i=1}^{n} M_{i}(p)\right)=0 .
$$

(iii) Moreover, under the hypotheses of Theorems 4.3.2 and 4.3.5, the family $\left\{M_{i}(p)\right\}_{p \in M_{i}}$ is the pullback attractor of the $\operatorname{NDS}(\varphi, \Theta)_{\left(X, M_{i}\right)}$. In particular, we have that

$$
\lim _{t \rightarrow \infty} \sup _{p \in M_{i}} \mathrm{~d}_{H}\left(\varphi(t, p) B, \mathscr{P}_{M_{i}}\left(M_{i}^{\mathscr{A}}\right)\right)=0,
$$

for all $B \subset X$ bounded.

We can now state the main new result of this section, concerning the asymptotic behavior of the solutions for the $\operatorname{NDS}(\varphi, \Theta)_{(X, P)}$ as $t \rightarrow \infty$ and for any $p \in P$.

Theorem 4.3.6. Let $(\varphi, \Theta)_{(X, P)}$ be a non-autonomous dynamical system and $\{\Pi(t): t \geqslant 0\}$ the associated skew product semiflow. Assume that $\{\Pi(t): t \geqslant 0\}$ possesses a global attractor $\mathscr{A}$ and also that the driving system $\{\Theta(t): t \geqslant 0\}$ has a global attractor $\mathscr{A}$ with a Morse decomposition $\left\{M_{1}, \cdots, M_{n}\right\}$. Assume that $[\Theta(t)]^{-1}\left(M_{i}\right) \subset M_{i}$, for all $t \geqslant 0$ and all $i=1, \cdots, n$. Let $\left\{M_{1}^{\mathscr{A}}, \cdots, M_{n}^{\mathscr{A}}\right\}$ be the corresponding Morse decomposition for the global attractor $\mathscr{A}$ of
$\{\Pi(t): t \geqslant 0\}$. Then, given $(x, p) \in X \times P$, there exists $i=1, \cdots, n$ such that

$$
\lim _{t \rightarrow \infty} \mathrm{~d}_{H}\left(\varphi(t, p) x, \mathscr{P}_{M_{i}}\left(M_{i}^{\mathscr{U}}\right)\right)=0
$$

Proof: Let $(x, p) \in X \times P$, and consider the solution $\xi: \mathbb{R}^{+} \rightarrow X \times P$ for the skew product semiflow $\{\Pi(t): t \geqslant 0\}$ through $(x, p)$. We know that

$$
\xi(t)=\Pi(x, p)=(\varphi(t, p) x, \Theta(t) p), \text { for all } t \geqslant 0
$$

Since $\left\{M_{1}, \cdots, M_{n}\right\}$ is a Morse decomposition for the global attractor $\mathscr{A}$ of the driving system $\{\Theta(t): t \geqslant 0\}$, there exists $i=1, \cdots, n$ such that $\Theta(t) p \rightarrow M_{i}$ as $t \rightarrow \infty$. We claim that $\xi(t) \rightarrow$ $M_{i}^{\mathscr{A}}$. Assume, by contradiction, that this is not the case, i.e. there exist $\epsilon_{0}>0$ and a sequence $\left\{t_{n}\right\}_{n \in \mathbb{N}}$ such that $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$ and

$$
d\left(\xi\left(t_{n}\right), M_{i}^{\mathscr{A}}\right) \geqslant \epsilon_{0}, \text { for all } n \in \mathbb{N} .
$$

But $d\left(\xi\left(t_{n}\right), \mathscr{A}\right) \xrightarrow{n \rightarrow \infty} 0$ and we can assume that there exists $\left(x_{0}, p_{0}\right) \in \mathscr{A}$ such that $\xi\left(t_{n}\right) \rightarrow$ $\left(x_{0}, p_{0}\right)$. But this implies that $p_{0} \in M_{i}$, which in turn implies that $\left(x_{0}, p_{0}\right) \in M_{i}^{\mathscr{A}}$ and gives a contradiction, since

$$
0=d\left(\left(x_{0}, p_{0}\right), M_{i}^{\mathscr{A}}\right) \stackrel{n \leftrightarrows \infty}{\rightleftarrows} d\left(\xi\left(t_{n}\right), M_{i}^{\mathscr{A}}\right) \geqslant \epsilon_{0}>0 .
$$

Thus, $\xi(t) \rightarrow M_{i}^{\mathscr{A}}$, and then $\varphi(t, p) x \rightarrow \mathscr{P}_{M_{i}}\left(M_{i}^{\mathscr{A}}\right)$.
Our last result in this section provides the equivalence between the existence of Morse decomposition and Lyapunov function for the skew product semiflow $\{\Pi(t): t \geq 0\}$ from the existence of a Lyapunov function (and thus a Morse decomposition) for the global attractor of the driving system $\{\Theta(t): t \geq 0\}$.

Theorem 4.3.7. Let $X$ and $P$ be metric spaces, $\varphi: \mathbb{R}^{+} \times P \times X \rightarrow X$ be a cocycle, $\Theta: \mathbb{R}^{+} \times X \rightarrow X$ be the driving system with global attractor $\mathscr{A}$ and $\Pi: \mathbb{R}^{+} \times X \times P \rightarrow X \times P$ be the associated skew product semiflow. Assume that $\Pi$ possesses a global attractor $\mathscr{A}$ and that $\{\Theta(t): t \geqslant 0\}$ has a global attractor $\mathscr{A}$. If there is a Lyapunov function for $\{\Theta(t): t \geqslant 0\}$, then there is a non-autonomous Morse decomposition $\mathscr{M}^{\mathscr{A}}=\left\{M_{i}^{\mathscr{A}}\right\}_{i=1}^{n}$ and a continuous Lyapunov function $L: X \times P \rightarrow \mathbb{R}^{+}$with the following properties:
(i) $L(\varphi(t, p) x, \Theta(t) p) \leqslant L(x, p)$ for any $(x, p) \in X \times P$ and $t \geqslant 0$.
(ii) $L(\varphi(t, p) x, \Theta(t) p)=L(x, p)$ when $x \in \cup_{i=1}^{n} M_{i}(p)$ for all $t \geqslant 0$, and $L$ takes different constant value on different Morse sets.
(iii) $L(\varphi(t, p) x, \Theta(t) p)<L(x, p)$ when $x \in X \backslash \cup_{i=1}^{n} M_{i}(p)$ for all $t>0$.

Proof: The Lyapunov function for $\{\Theta(t): t \geqslant 0\}$ generates a Morse decomposition for its global attractor $\mathscr{A}$. This Morse decomposition generates a Morse decomposition for the global attractor $\mathscr{A}$ in the phase space $X \times P$. So the result follows from [1, Theorem 3.4 and Proposition 3.5].

With these results, returning to the problem of the estimate of the fractal dimension, we can state the following

Theorem 4.3.8. Let $X$ and $P$ be metric spaces, $\varphi: \mathbb{R}^{+} \times P \times X \rightarrow X$ be a cocycle, $\Theta: \mathbb{R}^{+} \times X \rightarrow$ $X$ be the driving system with global attractor $\mathscr{A}$, a Morse decomposition $\left\{M_{1}, \cdots, M_{n}\right\}$ and $\Pi: \mathbb{R}^{+} \times X \times P \rightarrow X \times P$ be the associated skew product semiflow with global attractor $\mathscr{A}$. Let $\eta: \mathbb{R} \rightarrow \mathscr{A}$ be a bounded global solution for $\{\Theta(t): t \geqslant 0\}$ and $\{T(t, s): t \geqslant s\}$ the evolution process defined by $T(t, s)=\varphi(t-s, \eta(s))$. We know that $\{T(t, s): t \geqslant s\}$ has a pullback attractor $\{\mathscr{A}(t): t \in \mathbb{R}\}$ with a pullback Morse decomposition given by $\mathscr{M}^{\mathscr{A}}(t)=\left\{M_{i}^{\mathscr{A}}(t)\right\}_{i=1}^{n}$, for $t \in \mathbb{R}$. Assume that $\{T(t, s): t \geqslant s\}$ satisfies conditions (a), (b) and (c) of Corollary[3.4.2, Then

$$
c_{1} \leqslant c(\mathscr{A}(t)) \leqslant \frac{\omega+\ln L}{\omega} c_{2} .
$$

### 4.4 Small non-autonomous perturbations

We can see also how these structures behave under small non-autonomous perturbations. The results below follow from [11]:

Theorem 4.4.1. Let $X$ and $P$ be metric spaces $\varphi: \mathbb{R}^{+} \times P \times X \rightarrow X$ be a cocycle, $\Theta: \mathbb{R}^{+} \times X \rightarrow X$ be the driving system and $\Pi: \mathbb{R}^{+} \times X \times P \rightarrow X \times P$ be the associated skew product semiflow. Assume that $\Pi$ has a global attractor $\mathscr{A},\{\Theta(t): t \geqslant 0\}$ has a global attractor $\mathscr{A}$ and that $p_{0} \in \mathscr{A}$ is a fixed point of $\Theta$. If $\mathscr{A}(p)=\{x \in X:(x, p) \in \mathscr{A}\}$, assume that the following conditions hold:
(a) There exists $\delta>0$ such that $\underset{d\left(p, p_{0}\right) \leq \delta}{\bigcup} \mathscr{A}(p)$ is precompact.
(b) $\left\{\varphi\left(t, p_{0}\right): t \geq 0\right\}$ is a gradient-like semigroup relatively to the set of equilibria $\mathscr{E}_{0}=\left\{y_{1,0}^{*}, \cdots, y_{n, 0}^{*}\right\}$.
(c) For each $p$ sufficiently close to $p_{0}$, there exists a global solution $\eta_{p}: \mathbb{R}^{+} \rightarrow P$ of $\Theta$ through $p$ such that $\left\{\varphi\left(t-s, \eta_{p}(s)\right): t \geq s\right\}$ possesses $n$ isolated global solutions $\xi_{i, p}^{\eta, *}: \mathbb{R} \rightarrow X i=$ $1,2, \cdots, n$, and $\sup _{1 \leq i \leq n} \sup _{t \in \mathbb{R}} \mathbf{d}\left(\xi_{i, p}^{\eta_{p, *}}(t), y_{i, 0}^{*}\right) \xrightarrow{p \rightarrow p_{0}} 0$.
(d) For each compact set $K \subset \mathbb{R}^{+} \times X$ and the global solution $\eta_{p}: \mathbb{R}^{+} \rightarrow P$ of $\Theta$ through $p$,

$$
\sup _{s \in \mathbb{R}} \sup _{(t, x) \in K} \mathbf{d}\left(\varphi\left(t-s, \eta_{p}(s)\right) x, \varphi\left(t-s, p_{0}\right) x\right) \xrightarrow{p \rightarrow p_{0}} 0 .
$$

(e) There exist $\mu>0$ such that, if $\xi_{p}: \mathbb{R} \rightarrow X$ is a bounded solution of $\left\{\varphi\left(t-s, \eta_{p}(s)\right)\right.$ : $t \geq s\}$ with $p$ sufficiently close to $p_{0}$ so that, if there are $t_{0} \in \mathbb{R}$ and $i \in\{1, \cdots, n\}$ with $\sup _{t \leq t_{0}} \operatorname{dist}\left(\xi_{p}(t), \xi_{i, p}^{\eta_{p, *}}(\mathbb{R})\right)<\mu\left(\right.$ resp. $\left.\sup _{t \geq t_{0}} \operatorname{dist}\left(\xi_{p}(t), \xi_{i, p}^{\eta_{p}, *}(\mathbb{R})\right)<\mu\right)$, then $\lim _{t \rightarrow-\infty} \mathbf{d}\left(\xi_{p}(t), \xi_{i, p}^{\eta_{p}, *}(t)\right)=$ $0\left(\right.$ resp. $\left.\lim _{t \rightarrow \infty} \mathbf{d}\left(\xi_{p}(t), \xi_{i, p}^{\eta_{p}, *}(t)\right)=0\right)$.

Then, for all $p$ sufficiently close to $p_{0},\left\{\varphi\left(t-s, \eta_{p}(s)\right): t \geq s\right\}$ is a non-autonomous gradientlike evolution process with respect to the disjoint set of isolated invariant families $\mathscr{E}_{p}^{\eta_{p}}=\left\{\xi_{1, p}^{\eta_{p, *}}, \cdots, \xi_{n, p}^{\eta_{p, *}}\right\}$.

Theorem 4.4.2. Let $X$ and $P$ be metric spaces $\varphi: \mathbb{R}^{+} \times P \times X \rightarrow X$ be a cocycle, $\Theta: \mathbb{R}^{+} \times X \rightarrow X$ be the driving system and $\Pi: \mathbb{R}^{+} \times X \times P \rightarrow X \times P$ be the associated skew product semiflow. Assume that $\Pi$ has a global attractor $\mathscr{A},\{\Theta(t): t \geqslant 0\}$ has a global attractor $\mathscr{A}$ and $p_{0} \in \mathscr{A}$ is a fixed point of $\Theta$. If $\mathscr{A}(p)=\{x \in X:(x, p) \in \mathscr{A}\}$, assume that the following conditions hold:
a) There exists $\delta>0$ such that $\underset{d\left(p, p_{0}\right) \leq \delta}{\cup} \mathscr{A}(p)$ is precompact.
b) $\left\{\varphi\left(t, p_{0}\right): t \geq 0\right\}$ is a generalized gradient-like semigroup with isolated invariant sets $\left\{\Gamma_{1,0}^{*}, \cdots \Gamma_{n, 0}^{*}\right\}$.
c) For each $p$ sufficiently close to $p_{0}$, there exists a global solution $\eta_{p}: \mathbb{R}^{+} \rightarrow P$ of $\Theta$ through $p$ such that $\left\{\varphi\left(t-s, \eta_{p}(s)\right): t \geq s\right\}$ possesses $n \in \mathbb{N}$ isolated invariant families

$$
\left.\Psi_{p}^{\eta_{p}}=\left\{\Xi_{1, p}^{\eta_{p, *}}(\cdot), \cdots, \Xi_{n, p}^{\eta_{p, *}} \cdot \cdot\right)\right\},
$$

with traces $\left\{\Gamma_{1, p}^{\eta_{p}, *}, \cdots, \Gamma_{n, p}^{\eta_{p, *}}\right\}$, which behave upper e lower semi-continuously as $p$ goes to $p_{0}\left(\sup _{1 \leqslant i \leqslant n}\left[\operatorname{dist}\left(\Gamma_{i, p}^{\eta_{p, *}}, \Gamma_{i, 0}^{*}\right)+\operatorname{dist}\left(\Gamma_{i, 0}^{*}, \Gamma_{i, p}^{\eta_{p}, *}\right)\right] \xrightarrow{p \rightarrow p_{0}} 0\right)$.
d) For each compact set $K \subset \mathbb{R}^{+} \times X$ and the global solution $\eta_{p}: \mathbb{R}^{+} \rightarrow P$ of $\Theta$ through $p$,

$$
\sup _{s \in \mathbb{R}} \sup _{(t, x) \in K} \mathbf{d}\left(\varphi\left(t-s, \eta_{p}(s)\right) x, \varphi\left(t-s, p_{0}\right) x\right) \xrightarrow{p \rightarrow p_{0}} 0 .
$$

e) There exist $\mu>0$ such that, if $\xi_{p}: \mathbb{R} \rightarrow X$ is a bounded solution of $\left\{\varphi\left(t-s, \eta_{p}(s)\right)\right.$ : $t \geq s\}$ with $p$ sufficiently close to $p_{0}$ so that, if there are $t_{0} \in \mathbb{R}$ and $i \in\{1, \cdots, n\}$ with $\sup _{t \leq t_{0}} \operatorname{dist}\left(\xi_{p}(t), \Gamma_{i, p}^{\eta_{p, *}}\right)<\mu\left(\right.$ resp. $\left.\sup _{t \geq t_{0}} \operatorname{dist}\left(\xi_{p}(t), \Gamma_{i, p}^{\eta_{p, *}}\right)<\mu\right)$, then $\lim _{t \rightarrow-\infty} \mathbf{d}\left(\xi_{p}(t), \Xi_{i, p}^{\eta_{p}, *}(t)\right)=$ $0\left(\operatorname{resp} . \lim _{t \rightarrow \infty} \mathbf{d}\left(\xi_{p}(t), \Xi_{i, p}^{\eta_{p}, *}(t)\right)=0\right)$.

Then, for all $p$ sufficiently close to $p_{0},\left\{\varphi\left(t-s, \eta_{p}(s)\right): t \geq s\right\}$ is a generalized gradient-like evolution process with isolated invariant families $\Psi_{p}^{\eta_{p}}=\left\{\Xi_{1, p}^{\eta_{p}, *}(\cdot), \cdots, \Xi_{n, p}^{\eta_{p}, *}(\cdot)\right\}$.

### 4.4.1 Asymptotically autonomous evolution processes

In this section we will consider asymptotically autonomous evolution processes. Loosely speaking, an evolution process is asymptotically autonomous if it is very close to an autonomous evolution processes when the initial times are very large. This idea leads to the following definition (for a similar definition see [32]).

Definition 4.4.3. Let $\{S(t, s): t \geqslant s\}$ be an evolution process and $\left\{S_{0}(t): t \geqslant 0\right\}$ be a semigroup in a metric space $Z$. We say that
$\star\{S(t, s): t \geqslant s\}$ is asymptotically autonomous at $-\infty$ if

$$
S(t+s, s) u_{0} \xrightarrow{s \rightarrow-\infty} S_{0}(t) u_{0}
$$

$\star \quad\{S(t, s): t \geqslant s\}$ is asymptotically autonomous at $+\infty$ if

$$
S(t+s, s) u_{0} \xrightarrow{s \rightarrow+\infty} S_{0}(t) u_{0}
$$

uniformly for $t$ in bounded intervals of $[0, \infty)$ and for $u_{0}$ in compact subsets of $Z$.

In order to obtain information about an asymptotically autonomous evolution process using the results of the previous sections it is convenient to introduce a new evolution process which is close, for all initial times, to an autonomous evolution process.

Let $\tau \in \mathbb{R},\{S(t, s): t \geqslant s\}$ be an evolution process and $\{T(t): t \geqslant 0\}$ be a semigroup, and construct the following truncated evolution processes:
$\star$ Forward truncation at time $\tau$

$$
S_{\tau}(t, s)=\left\{\begin{array}{l}
S(t, s), \text { if } s \leqslant t \leqslant \tau \\
T(t-\tau) S(\tau, s), \text { if } s \leqslant \tau \leqslant t \\
T(t-s), \text { if } \tau \leqslant s \leqslant t
\end{array}\right.
$$

$\star$ Backward truncation at time $\tau$

$$
S_{\tau}(t, s)=\left\{\begin{array}{l}
T(t-s), \text { if } s \leqslant t \leqslant \tau \\
S(t, \tau) T(\tau-s), \text { if } s \leqslant \tau \leqslant t \\
S(t, s), \text { if } \tau \leqslant s \leqslant t
\end{array}\right.
$$

We have the following property for the truncations:

Theorem 4.4.4. If $\{S(t, s): t \geqslant s\}$ is an asymptotically autonomous evolution process at $-\infty$ $($ at $+\infty)$ and $\left\{S_{0}(t): t \geqslant 0\right\}$ is the associated semigroup. Assume that the semigroup satisfies a uniform continuity condition, i.e. given $\epsilon>0$, a bounded interval $I \subset \mathbb{R}^{+}$and a compact set $K \subset Z$ there exists $\delta=\delta(\epsilon, I, K)$ such that $\left\|S_{0}(t) u-S_{0}(t) v\right\|<\epsilon$, if $\|u-v\|<\delta, u, v \in K$, for all $t \in I$. Then the forward (backward) truncation of $\{S(t, s): t \geqslant s\}$ satisfies $\| S_{\tau}(t+r, r) u-S_{0}(t+$ $r, r) u \|_{Z} \longrightarrow 0$ as $\tau \rightarrow-\infty(\tau \rightarrow+\infty)$ uniformly for $r \in \mathbb{R}$ and for $(t, u)$ in compact subsets of $\mathbb{R}^{+} \times Z$.

Proof: We first deal with the case of the forward truncation evolution process. We know that for each $\tau \in \mathbb{R}$, the forward truncation at $\tau$ is given by

$$
S_{\tau}(t, s)=\left\{\begin{array}{l}
S(t, s), \text { if } s \leqslant t \leqslant \tau, \\
S_{0}(t-\tau) S(\tau, s), \text { if } s \leqslant \tau \leqslant t, \\
S_{0}(t-s), \text { if } \tau \leqslant s \leqslant t .
\end{array}\right.
$$

Now given $\epsilon>0$, a bounded interval $I \subset \mathbb{R}^{+}$and a compact set $K \subset Z$, from the uniform continuity of $\left\{S_{0}(t): t \geqslant 0\right\}$, there exists $0<\delta<\epsilon$ such that

$$
\left\|S_{0}(t) u-S_{0}(t) v\right\|_{Z}<\epsilon, \text { if }\|u-v\|_{Z}<\delta, u, v \in K, \text { for all } t \in J
$$

where $J=[0,2 M]$ and $M=\sup I$.
Now, since the process $\{S(t, s): t \geqslant s\}$ is asymptotically autonomous at $-\infty$, for the $\delta>0$ above, there exists $r_{0}<0$ such that, if $r \leqslant r_{0}$,

$$
\left\|S(t+r, r) u-S_{0}(t) u\right\|_{Z}<\delta, \text { for all } t \in I \text { and } u \in K
$$

Now we have for $\tau \leqslant r_{0}$,

$$
S_{\tau}(t+r, r) u-S_{0}(t) u=\left\{\begin{array}{l}
S(t+r, r) u-S_{0}(t) u, \text { if } t+r \leqslant \tau \\
S_{0}(t+r-\tau) S(\tau, r) u-S_{0}(t+r-\tau) S_{0}(\tau-r) u, \text { if } r \leqslant \tau \leqslant t+r \\
0, \text { if } \tau \leqslant r
\end{array}\right.
$$

which implies ${ }^{1}$ that

$$
\sup _{r \in \mathbb{R}}\left\|S_{\tau}(t+r, r) u-S_{0}(t) u\right\|_{Z}<\epsilon, \text { for all } t \in I \text { and } u \in K .
$$

The case for asymptotically autonomous evolution process at $+\infty$ follows analogously, just reminding that for each bounded interval $I \subset \mathbb{R}^{+}$and each compact set $K \subset Z$, the set $\bar{\cup} \cup_{t \in I} S(t) K$ is also compact, since we have the uniform continuity property.

We can state the following result:

Theorem 4.4.5. Let $X$ and $P$ be a metric spaces $\varphi: \mathbb{R}^{+} \times P \times X \rightarrow X$ be a cocycle, $\Theta: \mathbb{R}^{+} \times X \rightarrow X$ be the driving system and $\Pi: \mathbb{R}^{+} \times X \times P \rightarrow X \times P$ be the associated skew product semiflow. Assume that $\Pi$ has a global attractor $\mathscr{A},\{\Theta(t): t \geqslant 0\}$ has a global attractor $\mathscr{A}$ and that $p_{0} \in \mathscr{A}$ is a fixed point of $\Theta$. Assume also that there exists a bounded global solution $\eta: \mathbb{R} \rightarrow \mathscr{A}$ such that $\eta(s) \rightarrow p_{0}$ as $s \rightarrow-\infty$ and that
$\left.a^{\prime}\right)$ There exists $s_{0}<0$ such that $\bigcup_{s \leqslant s_{0}} \mathscr{A}(\eta(s))$ is precompact.

[^2]b) If $T(t):=\varphi\left(t, p_{0}\right)$, for all $t \geqslant 0$ then $\{T(t): t \geqslant 0\}$ is a generalized gradient-like semigroup with isolated invariant sets $\left\{\Gamma_{1,0}^{*}, \cdots \Gamma_{n, 0}^{*}\right\}$.
c) If $S(t, s):=\varphi(t-s, \eta(s))$ for all $t \geqslant s$, the evolution process $\{\varphi(t-s, \eta(s)): t \geq s\}$ possesses $n \in \mathbb{N}$ isolated invariant families
$$
\Psi=\left\{\Xi_{1}(\cdot), \cdots, \Xi_{n}(\cdot)\right\}
$$
which behave upper e lower semi-continuously as $s \rightarrow-\infty$, that is
$$
\sup _{1 \leqslant i \leqslant n}\left[d_{H}\left(\Xi_{i}^{*}(s), \Gamma_{i, 0}^{*}\right)+d_{H}\left(\Gamma_{i, 0}^{*}, \Xi_{i}(s)\right)\right] \xrightarrow{s \rightarrow-\infty} 0 .
$$
d') There exist $\mu>0$ such that, if $\xi: \mathbb{R} \rightarrow X$ is a bounded solution of $\{\varphi(t-s, \eta(s)): t \geq s\}$ so that, if there are $t_{0} \in \mathbb{R}$ and $i \in\{1, \cdots, n\}$ with $\sup _{t \leq t_{0}} \mathbf{d}\left(\xi(t), \Gamma_{i}^{*}\right)<\mu$, then $\lim _{t \rightarrow-\infty} \mathbf{d}\left(\xi(t), \Xi_{i}^{*}(t)\right)=$ 0.

Then, there exists $\tau_{0}<0$ such that, for all $\tau \leqslant \tau_{0}$, the forward truncated evolution process $\left\{S_{\tau}(t, s): t \geqslant s\right\}$ is a generalized gradient-like evolution process.

Proof: Since $\eta(s) \rightarrow p_{0}$ as $s \rightarrow-\infty$, the evolution process $\{S(t, s): t \geqslant s\}$ is asymptotically autonomous at $-\infty$, and thus the truncated process satisfies also item $(d)$ of Theorem4.4.2, which gives us the result.

With this result, we can look more closely to the behavior of solutions $\xi: \mathbb{R} \rightarrow X$ of the evolution process $\{S(t, s): t \geqslant s\}$ at $-\infty$.

Theorem 4.4.6. Under the hypotheses and notations of Theorem 4.4.5, if $\xi: \mathbb{R} \rightarrow X$ is a bounded global solution for the evolution process $\{S(t, s): t \geqslant s\}$, then there exists $i=1, \cdots, n$ such that $\xi(s) \rightarrow \Gamma_{i, 0}^{*}$ as $s \rightarrow-\infty$.

Proof: Let $\xi: \mathbb{R} \rightarrow X$ be a bounded global solution for the evolution process $\{S(t, s): t \geqslant 0\}$. Then, for each $\tau \in \mathbb{R}$, the function $\xi_{\tau}: \mathbb{R} \rightarrow X$ defined by

$$
\xi_{\tau}(t)= \begin{cases}\xi(t), & \text { if } t \leqslant \tau \\ T(t-\tau) \xi(\tau), & \text { if } t \geqslant \tau\end{cases}
$$

is a bounded global solution for the forward truncated evolution process $\left\{S_{\tau}(t, s): t \geqslant s\right\}$. By Theorem4.4.5, there exists $\tau_{0}<0$ and $i=1, \cdots, n$ such that $\mathrm{d}_{H}\left(\xi_{\tau_{0}}(s), \Xi_{i}^{*}(s)\right) \rightarrow 0$ as $s \rightarrow-\infty$ and since $\mathrm{d}_{H}\left(\Xi_{i}^{*}(s), \Gamma_{i, 0}^{*}\right) \rightarrow 0$ as $s \rightarrow-\infty$ and $\xi_{\tau_{0}}(s)=\xi(s)$ for $s \leqslant \tau_{0}$, the result follows.

Analogously, we can state the result:
Theorem 4.4.7. Let $X$ and $P$ be metric spaces $\varphi: \mathbb{R}^{+} \times P \times X \rightarrow X$ be a cocycle, $\Theta: \mathbb{R}^{+} \times X \rightarrow X$ be the driving system and $\Pi: \mathbb{R}^{+} \times X \times P \rightarrow X \times P$ be the associated skew product semiflow. Assume that $\Pi$ has a global attractor $\mathscr{A},\{\Theta(t): t \geqslant 0\}$ has a global attractor $\mathscr{A}$ and that $p_{0} \in \mathscr{A}$ is a fixed point of $\Theta$. Assume also that there exists a bounded global solution $\eta: \mathbb{R} \rightarrow \mathscr{A}$ such that $\eta(s) \rightarrow p_{0}$ as $s \rightarrow \infty$ and that:
$\left.a^{\prime}\right)$ There exists $s_{0}>0$ such that $\bigcup_{s \geqslant s_{0}} \mathscr{A}(\eta(s))$ is precompact.
b) If $T(t):=\varphi\left(t, p_{0}\right)$, for all $t \geqslant 0$ then $\{T(t): t \geqslant 0\}$ is a generalized gradient-like semigroup with isolated invariant sets $\left\{\Gamma_{1,0}^{*}, \cdots \Gamma_{n, 0}^{*}\right\}$.
$\left.c^{\prime}\right)$ If $S(t, s):=\varphi(t-s, \eta(s))$ for all $t \geqslant s$, the evolution process $\{\varphi(t-s, \eta(s)): t \geq s\}$ possesses $n \in \mathbb{N}$ isolated invariant families

$$
\Psi=\left\{\Xi_{1}(\cdot), \cdots, \Xi_{n}(\cdot)\right\},
$$

which behave upper e lower semi-continuously as $s \rightarrow \infty$, that is

$$
\sup _{1 \leqslant i \leqslant n}\left[d_{H}\left(\Xi_{i}^{*}(s), \Gamma_{i, 0}^{*}\right)+d_{H}\left(\Gamma_{i, 0}^{*}, \Xi_{i}(s)\right)\right] \xrightarrow{s \rightarrow \infty} 0 .
$$

d') There exist $\mu>0$ such that, if $\xi: \mathbb{R} \rightarrow X$ is a bounded solution of $\{\varphi(t-s, \eta(s)): t \geq s\}$ so that, if there are $t_{0} \in \mathbb{R}$ and $i \in\{1, \cdots, n\}$ with $\sup _{t \geq t_{0}} \mathbf{d i s t}\left(\xi(t), \Gamma_{i}^{*}\right)<\mu$, then $\lim _{t \rightarrow \infty} \mathbf{d}\left(\xi(t), \Xi_{i}^{*}(t)\right)=$ 0 .

Then, there exists $\tau_{0}>0$ such that for all $\tau \geqslant \tau_{0}$ the backward truncated evolution process $\left\{S_{\tau}(t, s): t \geqslant s\right\}$ is a generalized gradient-like evolution process.

Theorem 4.4.8. Under the hypotheses and notations of Theorem 4.4.7, if $\xi: \mathbb{R} \rightarrow X$ is a bounded global solution for the evolution process $\{S(t, s): t \geqslant s\}$, then there exists $i=1, \cdots, n$ such that $\xi(s) \rightarrow \Gamma_{i, 0}^{*}$ as $s \rightarrow \infty$.

### 4.5 Applications

Let us now analyze several examples which can be useful for applications.

## Example 4.5.1. Consider

$$
\left\{\begin{array}{l}
\dot{x}=r(t, x), \quad t>0  \tag{4.5.1}\\
x(0)=x_{0} \in \mathbb{R}^{n}
\end{array}\right.
$$

with $r(t, x)$ from Example 4.1.10, i.e., we have a smooth function $r: \mathbb{R}^{+} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ given by

$$
r(t, x)=h(t) f(x)+(1-h(t)) g(x), \text { for all } t \in \mathbb{R}^{+} \text {and } x \in \mathbb{R}^{n}
$$

where $f, g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ are continuous functions.
We have already shown that $f, g \in H(r)$ and also that there is a connection between $f$ and $g$, and a connection between $g$ and $f$. Thus we cannot have a Morse decomposition in $H(r)$ which separates $f$ and $g$, since each one is connected to the other.

Nevertheless, we can choose one of these global solutions, for example $\xi$, and restrict ourselves to $K \doteq \overline{\xi(\mathbb{R})} \subset H(r)$, which has a non-trivial Morse decomposition, i.e. $M_{1}=\{f\}$ and $M_{2}=\{g\}$, and thus generates a Morse decomposition for the associated skew product semiflow and non-autonomous dynamical system related to (4.5.1).

Example 4.5.2. Consider a function $f: \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and the non-autonomous dynamical system

$$
\left\{\begin{array}{l}
\dot{x}=f(t, x), \quad t \in \mathbb{R}  \tag{4.5.2}\\
x(0)=x_{0} .
\end{array}\right.
$$

Assume that there are functions $f_{1}, f_{2}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ such that

$$
\sup _{x \in \mathbb{R}^{n}}\left\|f(t, x)-f_{2}(x)\right\|_{\mathbb{R}^{n}} \xrightarrow{t \rightarrow \infty} 0, \quad \text { and } \quad \sup _{x \in \mathbb{R}^{n}}\left\|f(t, x)-f_{1}(x)\right\|_{\mathbb{R}^{n}} \xrightarrow{t \rightarrow-\infty} 0 .
$$

Now considering the space $C_{b}\left(I \times \mathbb{R}^{n}, \mathbb{R}^{n}\right)$ (see Subsection4.1.2), we can see that

$$
\left\|\theta(t) f(s, x)-f_{2}(x)\right\|_{k}=\sup _{x \in B_{k}, s \in I_{k}}\left\|f(t+s, x)-f_{2}(x)\right\|_{\mathbb{R}^{n}} \xrightarrow{t \rightarrow \infty} 0
$$

and

$$
\left\|\theta(t) f(s, x)-f_{1}(x)\right\|_{k}=\sup _{x \in B_{k}, s \in I_{k}}\left\|f(t+s, x)-f_{2}(x)\right\|_{\mathbb{R}^{n}} \xrightarrow{t \rightarrow-\infty} 0
$$

for all $k \in \mathbb{N}$, which means that $\theta(t) f \xrightarrow{t \rightarrow \infty} f_{2}$ and $\theta(t) f \xrightarrow{t \rightarrow-\infty} f_{1}$ in the uniform convergence on bounded sets, thus $H(f)=\{\theta(t) f\}_{t \geqslant 0} \cup\left\{f_{1}, f_{2}\right\}$ and this set has a Morse decomposition $\left\{M_{1}, M_{2}\right\}$ given by

$$
M_{1}=\left\{f_{1}\right\} \quad \text { and } M_{2}=\left\{f_{2}\right\}
$$

If the skew product semiflow $\{\Pi(t): t \geqslant 0\}$ given by $\Pi(t)\left(x_{0}, g\right)=\left(x\left(t, g, x_{0}\right), g_{t}\right)$ in the phase state $\mathbb{R}^{n} \times H(f)$ has a global attractor $\mathscr{A}$, then $\left\{M_{1}^{\mathscr{A}}, M_{2}^{\mathscr{A}}\right\}$ is a Morse decomposition for $\mathscr{A}$. In this case, if $A_{1}=\left\{x \in \mathbb{R}^{n}:\left(x, f_{1}\right) \in \mathscr{A}\right\}$ and $A_{2}=\left\{x \in \mathbb{R}^{n}:\left(x, f_{2}\right) \in \mathscr{A}\right\}$ then

$$
M_{1}^{\mathscr{A}}=A_{1} \times\left\{f_{1}\right\} \quad \text { and } \quad M_{2}^{\mathscr{A}}=A_{2} \times\left\{f_{2}\right\}
$$

Therefore, the solution $x\left(t, f, x_{0}\right)$ of the problem 4.5.2) converges to $A_{1}$ as $t \rightarrow \infty$ and $A_{2}$ as $t \rightarrow-\infty$. Moreover, we know that $A_{1}\left(A_{2}\right)$ is the global attractor of the problem $\dot{x}=f_{1}(x)$ $\left(\dot{x}=f_{2}(x)\right)$, and if $A_{1}\left(A_{2}\right)$ has a Morse decomposition $\left\{M_{1}^{A_{1}}, \cdots, M_{m}^{A_{1}}\right\}\left(\left\{M_{1}^{A_{2}}, \cdots, M_{p}^{A_{2}}\right\}\right)$ then Theorem4.4.8 (Theorem4.4.6) guarantees that there exists $i=1, \cdots, m(j=1, \cdots, p)$ such that $x\left(t, f, x_{0}\right)$ converges to $M_{i}^{A_{1}}$ as $t \rightarrow \infty\left(M_{j}^{A_{2}}\right.$ as $\left.t \rightarrow-\infty\right)$.

Example 4.5.3. Consider the system of autonomous differential equations

$$
\left\{\begin{array}{l}
\dot{v}=f(u, v) \quad t>0  \tag{4.5.3}\\
\dot{u}=g(u), \quad t>0 \\
u(0)=u_{0} \in \mathbb{R}^{n}, v(0)=v_{0} \in \mathbb{R}^{n}
\end{array}\right.
$$

where the u component is decoupled, so the system 4.5.3) generates a skew product semiflow. The u-component here may be considered to represent an independent system that drives the
$v$-component of the system in the sense that

$$
\dot{v}=f(u(t), v)
$$

for any given solution $u(t)$ of $\dot{u}=g(u)$. Assume that the system $\dot{u}=g(u)$ generates a semigroup $\{\Theta(t): t \geqslant 0\}$ in $\mathbb{R}^{n}$, that is, $\Theta(t) u_{0}=u\left(t, u_{0}\right)$, where $u\left(\cdot, u_{0}\right)$ is the unique solution for $t>0$ of the problem

$$
\left\{\begin{array}{l}
\dot{u}=g(u), t>0 \\
u(0)=u_{0}
\end{array}\right.
$$

Assume also that $\{\Theta(t): t \geqslant\}$ has a global attractor $\mathscr{A}$ with a Morse decomposition $\left\{M_{1}, \cdots, M_{n}\right\}$, that the property of backward uniqueness of $\{\Theta(t): t \geqslant 0\}$ in $\mathscr{A}$ holds and also that the generated skew product semiflow $\{\Pi(t): t \geqslant 0\}$ has a global attractor $\mathscr{A}$. Then we have that for every pair of points $\left(u_{0}, \nu_{0}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$, the solution $v\left(t, \nu_{0}, u_{0}\right)$ of the problem

$$
\left\{\begin{array}{l}
\dot{v}(t)=f\left(\Theta(t) u_{0}, v(t)\right), t>0 \\
v(0)=v_{0}
\end{array}\right.
$$

satisfies $v\left(t, \nu_{0}, u_{0}\right) \xrightarrow{t \rightarrow \infty} \mathscr{P}_{M_{i_{0}}}\left(M_{i_{0}}^{\mathscr{A}}\right)$, for some $i_{0}=1, \cdots, n$, where $i_{0}$ is such that $\Theta(t) u_{0} \xrightarrow{t \rightarrow \infty}$ $M_{i_{0}}$.

Example 4.5.4. This last example illustrates how we can use the general theory in a more concrete case. Let us consider the planar system

$$
\begin{equation*}
\frac{d}{d t}(x, y)=F(t,(x, y)), \quad t \in \mathbb{R} . \tag{4.5.4}
\end{equation*}
$$

Assume that $F(t,(x, y)) \rightarrow F_{1}(x, y)$ as $t \rightarrow-\infty$ and that $F(t,(x, y)) \rightarrow F_{2}(x, y)$ as $t \rightarrow \infty$, where $F_{1}, F_{2}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ satisfy

1. $F_{1}(x, y)=(f(x), g(x, y))$, where $f(x)=x-x^{3}$ and $g(x, y)=\left(1-x^{2}\right) y-y^{3}$. Clearly they satisfy the conditions of Example 4.5.3;
2. $F_{2}$ is given in polar coordinates by

$$
F_{2}(r \cos \theta, r \sin \theta)=G(r, \theta)=(-r(r-1)(r-2), 1) .
$$

From the Example 4.5.3, we know the Morse decomposition $\left\{M_{0}^{\mathscr{A}}, M_{1}^{\mathscr{A}}, M_{2}^{\mathscr{A}}\right\}$ for the global attractor $\mathscr{A}$ of the planar system

$$
\left\{\begin{array}{l}
\dot{x}=f(x) \\
\dot{y}=g(x, y)
\end{array}\right.
$$

given a Morse decomposition $\left\{M_{0}, M_{1}, M_{2}\right\}$ for the global attractor $\mathscr{A}=[-1,1] \subset \mathbb{R}$ of the equation $\dot{x}=f(x)$, where $M_{0}=\{-1\}, M_{1}=\{1\}, M_{2}=\{0\}$. Indeed, it is not hard to see that the Morse decomposition is this case is given by $M_{0}^{\mathscr{A}}=\{(-1,0)\}, M_{1}^{\mathscr{A}}=\{(1,0)\}$ and $M_{2}^{\mathscr{A}}=\{(0, y): y \in$ $[-1,1]\}$.

Now, we already know that the system $\frac{d}{d t}(x, y)=F_{2}(x, y), t>0$ generates a generalized gradient-like system, with invariant sets given by $\Xi_{0}=\{0\}, \Xi_{1}=\{(1, \theta): \theta \in[0,2 \pi]\}$ and $\Xi_{2}=$ $\{(2, \theta): \theta \in[0,2 \pi]\}$.

Thus, by Example 4.5.2, we know that every solution $\xi: \mathbb{R} \rightarrow \mathbb{R}^{2}$ of the system (4.5.4) satisfies
(a) $\xi(t) \rightarrow M_{i}^{\mathscr{A}}$ for some $i=1, \cdots$, n as $t \rightarrow-\infty$,
(b) $\xi(t) \rightarrow \Xi_{j}$ for some $j=0,1,2$ as $t \rightarrow \infty$.


Asymptotic behaviors for solutions $\xi, \psi$ of (4.5.4).
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[^1]:    ${ }^{1}$ The first equality in (1.5.9) determines $k_{j}^{0}$ in terms of $\gamma_{j-1}$ and $t_{j}^{-}$; and, once determined $k_{j}^{0}$, the second equality in (1.5.9) determines $\gamma_{j}$ in terms of $\gamma_{j-1}$. As a result we have the expressions presented in (1.5.6).

[^2]:    ${ }^{1}$ Here, for the estimate of the term $\left\|S_{0}(t+r-\tau) S(\tau, r) u-S_{0}(t+r-\tau) S_{0}(\tau-r) u\right\|_{Z}$, is where we have the need to use the interval $J$ for the uniform continuity property, since $t+r-\tau$ does not need to be in $I$, but $t+r-\tau \in J$.

